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Introduction. There exist functions which map a planar Riemann surface $W$ of arbitrary conectivity conformally onto plane slit regions. Functionals $I$, extremized in the class of all conformal mappings of $W$ by only one slit mapping, are known. Such functionals can be represented as limits of functionals $I_{n}$, where each $I_{n}$ is itself extremized by a horizontal or vertical-slit mapping with domain of finite connectivity.

A planar bordered Riemann surface of finite connectivity can be mapped conformally onto a radial or circular-slit annulus with inner and outer boundaries corresponding to any two contours of the surface. In this investigation, extremal properties of such mappings are obtained and extended to surfaces of infinite connectivity. The geometric nature of the extended mappings, called principal analytic functions, is then deduced from the extended extremal properties. In addition, certain combinations of principal analytic functions are investigated from both extremal and geometric points of view.

First, we consider a planar bordered oriented Riemann surface $\bar{W}$, of infinite connectivity. It is assumed that $\bar{W}$ has two compact border components, $\delta$ and $\gamma$, such that no point of $\delta \cup \gamma$ is a limit point of points of any other boundary components. Such contours are called isolated. $\bar{W}$ is "approximated" by a sequence of compact bordered Riemann surfaces $\left\{W_{n}\right\}$, where each $W_{n}$ is of finite connectivity. On $W_{n}$, annular radial and circular-slit mappings $F_{0 n}$ and $F_{1 n}$ are constructed. Among all normalized conformal annular mappings $F$ of $W_{n}, F_{\text {on }}$ maximizes

$$
2 \pi \log (r(F))+\mu_{n}(F)
$$

and $F_{1 n}$ minimizes

$$
2 \pi \log (r(F))-\mu_{n}(F)
$$

Here, $r(F)$ is the quotient $r_{\gamma} / r_{\delta}$, where $r_{\gamma}$ and $r_{\delta}$ represent the radii of the positively oriented $F(\gamma)$ and the negatively oriented $F(\delta)$ respectively, and $\mu_{n}(F)$ is the complementary area of $\log \left(F\left(W_{n}\right)\right)$.

It is then shown by the reduction theorem (Sario[4]) that these extremal properties hold in the limit for the limit functions $F_{0}$ and $F_{1}$.

[^0]Furthermore, the extremal properties of $F_{0}$ and $F_{1}$ imply that the former is a radial slit mapping of $\bar{W}$ and that the latter is a circular slit mapping. By establishing a deviation formula, it is seen that the functions $F_{0}$ and $F_{1}$ are, up to a rotation, the only normalized conformal annular maps of $\bar{W}$ extremizing the limit functionals. As another application of the reduction theorem, we find that the univalent function $\sqrt{F_{0} \cdot F_{1}}$ maximizes $\mu(F)$, the complementary logarithmic area, among all conformal annular mappings of $\bar{W}$.

Next we pose the question: When does $\bar{W}$ have distinct radial and circular-slit mappings. The answer is given in terms of $A D$-removability, at least when $\bar{W}$ is a plane region bounded by an outer contour $\gamma$ and an inner contour $\delta$. A point set $E$ of the extended plane is called $A D$ removable when the only analytic functions with finite Dirichlet integral, defined on the complement of $E$, are the constant functions. In particular, we find that the principal analytic functions are, up to a rotation, identical, if and only if the plane region bounded by $\gamma$ and $\delta$ minus $\bar{W}$ is $A D$-removable.

1. We consider $\bar{W}$ an open planar bordered Riemann surface with two compact non-point border components, $\delta$ and $\gamma$. In order to describe the remaining part of the boundary of $\bar{W}$, we recall that such a surface can be embedded in a Riemann sphere $S^{2}$. With respect to this embedding, we assume that $\bar{W}$ and its boundary components satisfy the following conditions:
(1) no point of $\delta \cup \gamma$ is a limit point of points of any other boundary components, and (2) $\bar{W}-(\delta \cup \gamma)$ is open in $S^{2}$. Operations in $\bar{W}$ such as interior, boundary, etc., are referred to $S^{2}$.

It is possible to exhaust an open Riemann surface by a countable collection of compact approximating regions $\left\{W_{n}\right\}$. In fact, $\bar{W}$ can be countably exhausted in the following modified sense:

1. $\delta \cup \gamma \subset W_{n}$.
2. $W_{n} \subset$ Int $W_{n+1}$.
3. The boundary of $W_{n}$ consists of a finite number of disjoint analytic Jordan curves.
4. Each component of $\bar{W}-W_{n}$ is relatively non-compact.
5. $\bar{W}=\cup W_{n}$.

There is no loss in generality in assuming that each $W_{n}$ contains a $\zeta \in \bar{W}$, where $\zeta$ is arbitrary but fixed in advance.

Evidently $\delta$ and $\gamma$ are two border components of $W_{n}$. The remaining border components will be denoted $\beta_{1}\left(W_{n}\right), \beta_{2}\left(W_{n}\right), \cdots, \beta_{k(n)}\left(W_{n}\right)$. When only one approximating subregion is under consideration, the notation for these remaining border components will be shortened to $\beta_{1}, \beta_{z}, \cdots$, $\beta_{k(n)}$. For convenience we define $\bar{\beta}_{n}$ as

$$
\bar{\beta}_{n}=\cup \beta_{i}\left(W_{n}\right) . \quad i=1,2, \cdots k(n)
$$

## I. Extremal Properties of Harmonic Functions Defined on Approximating Regions.

2. We consider, in this and the following section, certain classes of harmonic and analytic functions defined on an approximating region $W_{n}$.

Definition. $H_{n}(h+k)$ is the set of functions $p$, harmonic on Int $W_{n} \cup \delta \cup \gamma$ and satisfying
(1) $p(z)=c_{2}(p)=$ const. for $z \in \gamma$ with $\int_{\gamma} d p^{*}=2 \pi(h+k)$,
(2) $p(\zeta)=0$,
(3) $p(z)=c_{1}(p)$ for $z \in \delta$ with $\int_{\delta} d p^{*}=-2 \pi(h+k)$, and
(4) $\int_{\beta_{i}} d p^{*}=0$ for $i=1,2, \cdots, k(n)$.
$h$ and $k$ are real numbers. When the function $p$ is defined only on Int $W_{n} \cup \delta \cup \gamma$, then the integrals $\int_{\beta_{i}\left(W_{n}\right)} d p^{*}$ and $\int_{\beta_{i}\left(W_{n}\right)} p d p^{*}$ are understood as $\lim _{k \rightarrow \infty} \int_{\beta_{i}\left(W^{\prime} k\right)} d p^{*}$ and $\lim _{k \rightarrow \infty} \int_{\beta_{i}\left(W^{\prime} k\right)} p d p^{*}$. Here $\left\{W_{k}^{\prime}\right\}$ is an exhaustion of the surface Int $W_{n}$ and each $\beta_{i}\left(W_{k}^{\prime}\right)$ is homologous (in $W_{n}$ ) to $\beta_{i}\left(W_{n}\right)$. An application of Green's formula shows that these limits are independent of the exhaustion $\left\{W_{k}^{\prime}\right\}$. The class $H_{n}(1)$ will be denoted $H_{n}$.

Principal harmonic functions $p_{0 n}$ and $p_{1 n}$, belonging to $H_{n}$ are obtained as harmonic extensions of functions constructed by use of linear operators on Riemann surfaces (Sario [2]). In fact on each $\beta_{i}, i=1,2, \cdots, k(n)$, $\partial p_{0 n} / \partial n=0$ and $p_{1 n}=$ const. Hence for arbitrary $h$ and $k$, the function $p_{n k n}=h p_{0 n}+k p_{1 n}$ belongs to the class $H_{n}(h+k)$, which is then not empty.
3. Theorem 1. $P_{\text {hkn }}$ minimizes the functional $\int_{\bar{\beta}_{n}} p d p^{*}-$ $2 \pi(h-k) c(p)$ among all $p \in H_{n}(h+k)$, where $c(p)=c_{2}(p)-c_{1}(p)$.

The value of the minimum is $-2 \pi\left[h^{2} c\left(p_{0 n}\right)-k^{2} c\left(p_{1 n}\right)\right]$.
The deviation of this functional from its minimum is $D_{W_{n}}\left(p-p_{n k n}\right)$, and the minimizing function is unique.

Proof. Let $B$ be the entire border of $W_{n}$. Then by Green's formula, we have

$$
D_{W_{n}}\left(p-p_{h k n}\right)=\int_{B}\left(p-p_{h k n}\right) d\left(p-p_{h k n}\right)^{*} .
$$

Since $p$ and $p_{n k n} \in H_{n}(h+k)$, we conclude at once that $\int_{\delta+\gamma}\left(p-p_{n k n}\right)$ $d\left(p-p_{n k n}\right)^{*}=0 . \quad$ Green's formula becomes

$$
D_{W_{n}}\left(p-p_{h k n}\right)=\int_{\bar{\beta}_{n}} p d p^{*}+\int_{\bar{\beta}_{n}} p_{n k n} d p_{k k n}^{*}-\int_{\bar{\beta}_{n}} p_{n k n} d p^{*}+p d p_{k k n}^{*} .
$$

We now expand the last term and find that

$$
\int_{\bar{\beta}_{n}} p_{n k n} d p^{*}+p d p_{k k n}^{*}=h \int_{\bar{\beta}_{n}} p_{0 n} d p^{*}+p d p_{o n}^{*}+k \int_{\bar{\beta}_{n}} p_{1 n} d p^{*}+p d p_{1 n}^{*} .
$$

But on $\bar{\beta}_{n}, p_{0 n}$ has vanishing normal derivative, and $p_{1 n}$ is constant. This means that $\int_{\bar{\beta}_{n}} p d p_{0 n}^{*}=\int_{\bar{\beta}_{n}}^{\infty} p_{1 n} d p^{*}=0$ when $p \in H_{n}(h+k)$. Thus we can infer from Green's formula that

$$
\int_{\bar{\beta}_{n}} p_{n k n} d p^{*}+p d p_{h k n}^{*}=h \int_{\delta+\gamma} p_{0 n} d p^{*}-p d p_{0 n}^{*}+k \int_{\delta+\gamma} p_{1 n} d p^{*}-p d p_{1 n}^{*} .
$$

A direct application of the conditions (1), (3), (4) of $H_{n}(h+k)$ now yields the formula

$$
\begin{gathered}
\int_{\bar{\beta}_{n}} p_{h k n} d p^{*}+p d p_{h k n}^{*}=2 \pi(h-k)\left(c_{2}(p)-c_{1}(p)\right) \\
-2 \pi h(h+k)\left(c_{2}\left(p_{0 n}\right)-c_{1}\left(p_{0 n}\right)\right) \\
+2 \pi k(h+k)\left(c_{2}\left(p_{1 n}\right)-c_{1}\left(p_{1 n}\right)\right)
\end{gathered}
$$

We obtain in a similar fashion

$$
\begin{aligned}
& \int_{\bar{\beta}_{n}} p_{n k n} d p_{h k n}^{*}=h k \int_{\bar{\beta}_{n}} p_{0 n} d p_{1 n}^{*}-p_{1 n} d p_{0 n}^{*} \\
&=-h k \int_{\delta+\gamma} p_{0 n} d p_{1 n}^{*}-p_{1 n} d p_{0 n}^{*} \\
&=-2 \pi h k\left[c_{2}\left(p_{0 n}\right)-c_{1}\left(p_{0 n}\right)-\left(c_{2}\left(p_{1 n}\right)-c_{1}\left(p_{1 n}\right)\right)\right] .
\end{aligned}
$$

Collecting contributions, we find

$$
\begin{gathered}
D_{W_{n}}\left(p-p_{h k n}\right)-2 \pi\left[h^{2}\left(c_{2}\left(p_{0 n}\right)-c_{1}\left(p_{0 n}\right)\right)-k^{2}\left(c_{2}\left(p_{1 n}\right)-c_{1}\left(p_{1 n}\right)\right)\right] \\
=\int_{\overline{\mathrm{B}}_{n}} p d p^{*}-2 \pi(h-k)\left(c_{2}(p)-c_{1}(p)\right) .
\end{gathered}
$$

Since the Dirichlet integral is nonnegative, we have that $p_{k k n}$ minimizes the given functional. Clearly, for any $p \in H_{n}(h+k)$ the deviation of the functional from its minimum is $D_{W_{n}}\left(p-p_{n k n}\right)$.

We consider now the uniqueness of the minimizing function. For another minimizing function $p^{\prime}$, we would have a deviation of the functional from the minimum equal to $D_{w_{n}}\left(p^{\prime}-p_{h k n}\right)$. But $p^{\prime}$ also minimizes, so $D_{W_{n}}\left(p^{\prime}-p_{h k n}\right)=0$. Since $p_{n k n}(\zeta)=p^{\prime}(\zeta)=0$, we see that $p_{n k n}=p^{\prime}$. This completes the proof of Theorem 1.
4. Our interest in Theorem 1 will be with the following special cases which we state as corollaries.

COROLLARY 1. $\quad p_{0 n}$ maximizes the functional $2 \pi c(p)-\int_{\bar{\beta}_{n}} p d p^{*}$ among all $p \in H_{n}$.

COROLLARY 2. $p_{1 n}$ minimizes the functional $2 \pi c(p)+\int_{\bar{\beta}_{n}} p d p^{*}$ among all $p \in H_{n}$.

Corollary 3. $\frac{1}{2}\left(p_{0 n}+p_{1 n}\right)$ minimizes the functional $\int_{\bar{\beta}_{n}} p d p^{*}$ among all $p \in H_{n}$.

Corollary 4. $p_{0 n}-p_{1 n}$ maximizes the functional $4 \pi c(p)-D_{W_{n}}(p)$ among all $p \in H_{n}(0)$.

Each extremizing function is unique.
Corollaries 1, 2, and 3 follow immediately from Theorem 1 for $h+k=1$. As for Corollary 4, clearly $p_{0 n}-p_{1 n} \in H_{n}(0)$. Now for any $p \in H_{n}(0)$, Green's formula reads $D_{W_{n}}(p)=\int_{\gamma+\delta+\bar{\beta}_{n}} p d p^{*}=\int_{\overline{\bar{\beta}}_{n}} p d p^{*}$, and Corollary 4 follows.
II. Geometric Properties of Analytic Functions Defined on Approximating Regions.
5. Definition. $A_{n}$ is the class of functions $F$ analytic on Int $W_{n} \cup \delta \cup \gamma$ such that
(1) $F(\gamma)$ is a circle traced once in the positive direction,
(2) $|F(\zeta)|=1$,
(3) $F(\delta)$ is a circle traced once in the negative direction,
(4) $F$ is univalent on Int $W_{n} \cup \delta \cup \gamma$.

In this definition, $F(\gamma)$ and $F(\delta)$ are understood as oriented images of oriented border cycles and the radii of these images are denoted $r_{\gamma}\left(F^{\prime}\right)$ and $r_{\delta}(F)$.

Some useful relations between the classes $A_{n}$ and $H_{n}$ are expressed in the following theorem.
6. Theorem 2. (a) For any $F \in A_{n}, \log |F|$ is of class $H_{n}$.
(b) The following analytic functions are of class $A_{n}$ :

$$
\begin{equation*}
F_{0 n}=\exp \left(p_{0 n}+i p_{0 n}^{*}\right), \quad \text { (2) } \quad F_{1 n}=\exp \left(p_{1 n}+i p_{1 n}^{*}\right) \tag{1}
\end{equation*}
$$

The functions $F_{i n}$ are referred to as principal analytic functions.
Proof of (a). Evidently $\quad 2 \pi=\int_{\gamma} d(\arg F(z))=\int_{\gamma} d(\log |F(z)|)^{*} \quad$ and

Condition 1 of $H_{n}$ is verified. Condition 3 is checked just as easily and (2) is apparent. As for (4), let $\beta_{i}$ be any component of the border of $W_{n}$ other than $\delta$ or $\gamma$. Suppose that $\beta_{i}^{\prime} \sim \beta_{i}$ and that $\int_{\beta_{i}^{\prime}} d(\log |F|)^{*}=$ $2 \pi k$, where $k$ is an integer. There exists a path from $\delta$ to $\gamma$ which does not meet $\beta_{i}^{\prime}$. But if $k \neq 0$, then every path from $F(\delta)$ to $F(\gamma)$ meets $F\left(\beta_{i}^{\prime}\right)$. But $F$ is univalent, so $k=0$.

Proof of (b). We consider first the function $F_{1 n}$ and omit the analogous proof for $F_{0 n}$. First, it is evident that $2 \pi=\int_{\gamma} d p_{1 n}^{*}=\int_{\gamma} d\left(\arg F_{1 n}\right)$ and $r_{\gamma}(F)=\exp c_{2}\left(p_{1 n}\right)=$ const. Certainly $F_{1 n}(\gamma)$ is a circle traced once in the positive direction, and (1) of No. 5 is satisfied. Condition 3 is verified in a similar manner and (2) is trivial.

To verify the Condition 4, we consider the extended version of the argument principle, and reason in a manner analogous to Ahlfors [1], p. 203.
7. Definition. The multiple-valued functions $P_{i n}$ are defined as $P_{i n}=p_{i n}+i p_{i n}^{*}$. However $P_{0 n}-P_{1 n}$ is single-valued, and the principal analytic functions are expressible as $F_{i n}=\exp P_{i n}, i=0,1$. We also fix the following terminology: $r(F)$ denotes the ratio $r_{\gamma}(F) / r_{\delta}(F)$ and $\mu_{n}(F)$ denotes the complementary logarithmic area $-\int_{\bar{\beta}_{n}} \log |F(z)| d(\arg F(z))$, a nonnegative quantity when $F \in A_{n}$.

Theorem 3. $F_{0 n}$ maximizes $2 \pi \log r(F)+\mu_{n}(F)$ among all $F \in A_{n}$.
$F_{1 n}$ minimizes $2 \pi \log r(F)-\mu_{n}(F)$ among all $F \in A_{n}$.
$P_{n}=\sqrt{F_{0 n} \cdot F_{1 n}}$ maximizes $\mu_{n}(F)$ among all $F \in A_{n}$.
$F_{0 n} / F_{1 n}$ maximizes $4 \pi \log r(F)-D_{W_{n}}(\log |F|)$ among all quotients of functions in $A_{n}$.
$P_{0 n}-P_{1 n}$ maximizes $4 \pi\left[\operatorname{Re}\left(F\left(z_{2}\right)-F\left(z_{1}\right)\right)\right]-D_{W_{n}}(F)$ among all analytic functions on $W_{n}$ the real part of which is constant on $\delta$,constant on $\gamma$, and 0 at $\zeta$. Here $z_{2}$ and $z_{1}$ are on $\gamma$ and $\delta$ respectively.

Proof. We have $\log \left|F_{0 n}(z)\right|=p_{0 n}(z)$, so it follows from Corollary 1 of Theorem 1 that $\log \left|F_{0 n}\right|$ maximizes the functional $2 \pi c(p)-\int_{\bar{\beta}_{n}} p d p^{*}$ among all $p \in H_{n}$. But according to Theorem 2, when $F \in A_{n}$, the $\log |F(z)| \in H_{n}$. Hence $F_{0 n}$ maximizes the functional $2 \pi \log r(F)+\mu_{n}(F)$ among all $F \in A_{n}$. The proof of the second part of this theorem is analogous, and so is the proof of the third part when it is shown that $P_{n}=\sqrt{F_{0 n} \cdot F_{1 n}}$ is of class $A_{n}$, a fact that is proved in the appendix.

It is easily seen that $\log \left|F_{0 n}\right| F_{1 n} \mid=p_{0 n}-p_{1 n}$, hence according to Corollary 4 of Theorem 1, $\log \left|F_{0 n}\right| F_{1 n} \mid$ maximizes $4 \pi c(p)-D_{\boldsymbol{w}_{n}}(p)$
among all $p \in H_{n}(0)$. If $\mathrm{F}=G / H$, where $G$ and $H \in A_{n}$, then it follows from Theorem 2 that $\log |G|$ and $\log |H| \in H_{n}$, and we have $\int_{\gamma} d(\log |F|)^{*}=$ $\int_{\gamma} d(\arg F)=\int_{\gamma} d(\arg G / H)=0$. Other similar calculations show that $\log |F(z)| \in H_{n}(0)$. Thus $F_{0 n} / F_{1 n}$ maximizes $4 \pi \log r(F)-D_{W_{n}}(\log |F|)$ among all quotients of functions in $A_{n}$.

The extremal property of $P_{0 n}-P_{1 n}$ follows from Corollary 4 as well when it is observed that $\operatorname{Re}\left(P_{0 n}-P_{1 n}\right)=p_{0 n}-p_{1 n}$, and that $R e F \in H_{n}(0)$ when $F$ is analytic on $W_{n}$.

The following corollary of Theorem 3 will be useful when we are considering geometric properties of conformal maps of $\bar{W}$.

Corollary. The functional $r(F)$ is maximized, uniquely up to a rotation, by $F_{0 n}$ and minimized, uniquely up to a rotation, by $F_{1 n}$ among all $F \in A_{n}$.

Proof. It follows from the definition of $F_{0 n}$ given in No. 6. that $d\left(\arg F_{0 n}\right)=d p_{0 n}^{*}$, which is 0 on $\bar{\beta}_{n}$. Since $\mu_{n}(F) \geqq 0$, we have $2 \pi \log r(F) \leqq$ $2 \pi \log r(F)+\mu_{n}(F) \leqq 2 \pi \log r\left(F_{0 n}\right)+\mu_{n}\left(F_{0 n}\right)=2 \pi \log r\left(F_{0 n}\right)$, that is, $r(F)$ is maximized by $F_{0 n}$.

Analogous reasoning shows that $F_{1 n}$ minimizes $r(F)$ among all $F \in A_{n}$.
In order to establish the uniqueness, we let $r(F)=r\left(F_{0_{n}}\right)$ for some $F \in A_{n}$. Then an application of Theorem 3 yields $0<\mu_{n}(F) \leqq \mu_{n}\left(F_{0 n}\right) \leqq 0$, which means that $F$ also maximizes the functional $2 \pi \log r(F)+\mu_{n}(\boldsymbol{F})$ among $F \in A_{n}$. But an application of the deviation formula of Theorem 1 shows that $D_{w_{n}}\left(\log \left|F / F_{0 n}\right|\right)=0$, from which it follows that $F=c F_{0 n}$ with $|c|=1$.

## III. Extremal Properties of Principal Harmonic Functions.

8. We propose in the present section, to develop for domains of infinite connectivity, extremal theorems which will generalize the results of $\S 1$ for finite connectivity. An essential role is played by the

Reduction Theorem (Sario [4]).
Assume that $Z$ and $Z_{n}$ are classes of functions with domains $W$, an arbitrary open Riemann surface, and $W_{n}$, an exhausting subregion of $W$, respectively. In addition, suppose that real-valued functionals $m$ and $m_{n}$, defined on $Z$ and $Z_{n}$, satisfy the following conditions.
(R1) If $W_{m} \subset W_{n}$ and if $f \in Z_{n}$, then $\left.f\right|_{W_{m}} \in Z_{m}$.
Here $W_{n}$ may be replaced by $W$, and $Z_{n}$ by $Z$.
(R2) If $\left\{f_{k}\right\}$ is a sequence the elements of which belong to $Z_{n}$, and if $\left\{f_{k}\right\}$ converges uniformly to $f \in Z_{n}$, then $m_{n}\left(f_{k}\right)$ converges to $m_{n}(f)$.
(R3) $m(f)=\lim _{n \rightarrow \infty} m_{n}(f)$, for any $f \in Z$.
(R4) There exists a function $f_{n} \in Z_{n}$ such that $f_{n}$ minimizes the functional $m_{n}$ among all $f \in Z_{n}$.
(R5) For $k<h$, and $f \in Z_{h}, m_{k}(f) \leqq m_{h}(f)$.
(R6) The family $\left\{f_{n} ; f_{n}\right.$ minimizes $m_{n}$ among $\left.f \in Z_{n}\right\}$ is a normal family, and the limit functions belong to $Z$.

Then any limit function $f=\lim _{n \rightarrow \infty} f_{n}$ minimizes $m$ among all $f \in Z$, and value of minimum is $m(f)=\lim _{n \rightarrow \infty} m_{n}\left(f_{n}\right)$.

The proof of the reduction theorem is established by selecting an exhaustion of $W$, and can be carried out for a bordered surface $\bar{W}$ as well, as soon as an exhaustion is known to exist.
9. Let $\bar{W}$ be an open planar bordered Riemann surface, $\left\{W_{n}\right\}$ an exhausting set, $\delta$ and $\gamma$ separated boundary components, all as described is no. 1 .

Lemma 1. The families $\left\{p_{0 n}\right\}$ and $\left\{p_{1 n}\right\}$ are normal.
Proof. If $\left\{F_{0 n}\right\}\left(\left\{F_{1 n}\right\}\right)$ is a normal family, then so is $\left\{p_{0 n}\right\}\left(\left\{p_{1 x}\right\}\right)$. Hence it suffices to show that for every compact set $S$, there exist a constant $M$ and and integer $N$ such that $\left|F_{0 n}(z)\right|<M\left(\left|F_{1 n}(z)\right|<M\right)$ for all $n>N$ and all $z \in S$. Let $S$ be any compact subset of $\bar{W}$ and choose $n$ sufficiently large so that $S \subset W_{n}$. For any $z \in S$ and $W_{p} \subset W_{n}$, since $F_{0 p}(\gamma)$ is the outer contour of an image annulus we have $2 \pi \log \left|F_{0 p}(z)\right|$ $r_{\delta}\left(F_{o p}\right) \mid \leqq 2 \pi \log \left(r\left(F_{0 p}\right)\right)+\mu_{n}\left(F_{0 p}\right)$. But according to Theorem 3, the right hand side is bounded by $2 \pi \log \left(r\left(F_{0 n}\right)\right)$. We now recall that $\left|F_{0 p}(\zeta)\right|=1$, that is $r_{\delta}\left(F_{0 p}\right)<1$. Hence $\left|F_{0 p}(z)\right|$ is bounded for all $z \in S$ and for all $p \geqq n$, and the family $\left\{F_{0 n}\right\}$ is normal.

As for $\left\{F_{1 n}\right\}$, we have

$$
2 \pi \log \left|F_{1 n}(z) / r_{\delta}\left(F_{1 n}\right)\right| \leqq 2 \pi \log \left(r\left(F_{1 n}\right)\right) \leqq 2 \pi \log \left(r\left(F_{0 n}\right)\right)
$$

The second inequality follows from the Corollary of Theorem 3. We conclude that $\left\{F_{1 n}\right\}$ is bounded on any compact set $S$ and is normal. This completes the proof of Lemma 1.

An immediate consequence of Lemma 1 is that the family $\left\{p_{k n n}\right\}$ is normal.
10. Lemma 2. If $n<n^{\prime}$, then the inequality

$$
\int_{\bar{\beta}_{n}} p d p^{*} \leqq \int_{\bar{\beta}_{n^{\prime}}} p d p^{*}
$$

holds for all $p \in H_{n^{\prime}}(h+k)$.
Proof. We apply the first form of Green's formula to the region
$W_{n^{\prime}}-W_{n}$ and find

$$
\int_{\bar{\beta}_{n^{\prime}}} p d p^{*}-\int_{\bar{\beta}_{n}} p d p^{*}=D_{W_{n^{\prime}-W_{n}}}(p) \geqq 0 .
$$

Definition. $H(h+k)$ is the class of functions $p$, harmonic on $\bar{W}$, satisfying
(1) $p(z)=c_{2}(p)=$ const. for $z \in \gamma$ with $\int_{\gamma} d p^{*}=2 \pi(h+k)$,
(2) $p(\zeta)=0$,
(3) $p(z)=c_{1}(p)=$ const. for $z \in \delta$ with $\int_{\delta} d p^{*}=-2 \pi(h+k)$, and
(4) $\int_{\sigma} d p^{*}=0$ where $\sigma$ is any cycle which is homeomorphic to a circle and which does not separate $\delta$ and $\gamma$. A cycle $\sigma$ is said to separate $\delta$ and $\gamma$ if every path from $\delta$ to $\gamma$ intersects $\sigma$. Let $H$ denote the class $H(1)$.

Definition. For any $p \in H(h+k), \int_{\bar{\beta}} p d p^{*}$ is understood to be $\lim _{n \rightarrow \infty} \int_{\bar{\beta}_{n}} p d p^{*}$. The existence of this limit is guaranteed by the monotonicity condition of Lemma 2.

Lemma 3. If the sequence $\left\{p_{n} ; p_{n} \in H_{n}(h+k)\right\}$ converges on compact subsets to $p^{\prime}$, then $p^{\prime} \in H(h+k)$.

We recall that a sequence $\left\{f_{n}\right\}$ converges on compact sets if for every compact set $S$, there exists an $N$ such that $\left\{f_{n} ; n \geqq N\right\}$ converges uniformly on $S$.

Proof. The convergence $p_{n} \rightarrow p^{\prime}$ is uniform on compact sets. The conditions (1), (2), and (3) for $H(h+k)$ can therefore be inferred from those of $H_{n}(h+k)$. Let $\sigma$ be any cycle which does not separate $\delta$ and $\gamma$. Then there exists $n$ such that the compact $\sigma \subset W_{n}$, and we have

$$
\sigma \sim b_{1} \delta+\sum a_{i} \beta_{i}^{\prime}
$$

where the $\beta_{i}^{\prime}$ are homologous to components of the border of $W_{n}$ (Ahlfors and Sario [1]). We embed $W_{n}$ in the complex plane with $\gamma$ as an outer boundary, and fill in the "holes" whose boundaries are the $\beta_{i}^{\prime}$ 's. Now $\sigma-b_{1} \delta=\partial A$, and every path from $\delta$ to $\gamma$ meets $\sigma$. This is a contradiction, unless $b_{1}=0$.

Using the uniform convergence of $\left\{p_{n}\right\}$ along with Green's theorem, we obtain

$$
\int_{\sigma} d p^{*}=\lim _{n \rightarrow \infty} \int_{\sigma} d p_{n}^{*}=\lim _{n \rightarrow \infty} \int_{\Sigma \alpha_{i} \beta_{i}^{\prime}} d p_{n}^{*}=\lim _{n \rightarrow \infty} \sum a_{i} \int_{\beta_{i}^{\prime}} d p_{n}^{*}=0
$$

Definition. A harmonic function $p_{h k}$ is defined as the limit of any sequence of the normal family $\left\{p_{n k n}\right\}$ which converges on compact sets.

Theorem 4. $\quad p_{n k}$ minimizes the functional $\int_{\bar{\beta}} p d p^{*}-2 \pi(h-k) c(p)$ among all $p \in H(h+k)$.

The minimum value of this functional is $-2 \pi\left(h^{2} c\left(p_{0}\right)-k^{2} c\left(p_{1}\right)\right)$.
The deviation of this functional from its minimum value is $D\left(p-p_{n k}\right)$ and the minimizing function is unique.
11. There exists a subsequence $\left\{p_{n k n}\right\}$ of $\left\{p_{r k n}\right\}$ which converges to $p_{n k}$ on compact sets and satisfies $\lim _{n^{\prime} \rightarrow \infty} p_{l k n^{\prime}}=h p_{0}+k p_{1}$ where $\boldsymbol{p}_{i}=$ $\lim _{n^{\prime} \rightarrow \infty} p_{i n^{\prime}}, i=0,1$. The uniqueness of Theorem 4 then allows us to assume that $p_{h k}=h p_{0}+k p_{1}$ for all $h$ and $k$.

Proof. That $p_{n k}$ minimizes and gives the functional the value $-2 \pi\left(h^{2} c\left(p_{0}\right)-k^{2} c\left(p_{1}\right)\right)$ will follow from Theorem 1 if we can verify (R1) - (R6) of the reduction theorem. The functionals $m_{n}$ and $m$ are taken to be $\int_{\beta_{n}} p d p^{*}-2 \pi(h-k) c(p)$ and $\int_{\bar{\beta}} p d p^{*}-2 \pi(h-k) c(p)$ respectively, while the classes $Z_{n}$ and $Z$ are $H_{n}(h+k)$ and $H(h+k)$.

If $p \in H(h+k)$, then $\left.p\right|_{w_{n}}$ satisfies the Conditions 1,2 , and 3 for $H_{n}(h+k)$. Since no $\beta_{i}\left(W_{n}\right)$ separates $\delta$ and $\gamma,\left.\int_{\beta_{i}\left(W_{n}\right)} d p\right|_{w_{n}} ^{*}=0$ and (4) is satisfied. Hence $\left.p\right|_{w_{n}} \in H_{n}(h+k)$ and (R1) is verified. The uniform convergence of $f_{k}$ to $f$ makes (R2) evident, and the functional $\int_{\bar{\beta}} p d p^{*}-$ $2 \pi(h-k) c(p)$ is defined as $\lim _{n \rightarrow \infty} \int_{\bar{\beta}_{n}} p d p^{*}-2 \pi(h-k) c(p)$, as required by (R3).

Theorem 1 shows that (R4) is satisfied, and Lemma 2 of no. 10 shows the same for (R5). That the family $\left\{p_{n k n}\right\}$ as defined in no. 2 is normal, follows from Lemma 1 of no. 9, and that the limiting functions belong to $H(h+k)$ is then a consequence of Lemma 3 of no. 10. Thus by the reduction theorem, the limit function, $p_{h k}$, minimizes the limit functional among $p \in H(h+k)$ and the minimum value of the limit functional is the limit of minimum values.
12. In order to establish the deviation formula, we first denote the functional of Theorem 1 by $\psi_{n}$ and consider its value on the function $p_{\epsilon}=p_{n k}+\epsilon\left(p-p_{n k}\right)$. Upon expanding, we find

$$
\begin{align*}
\psi_{n}\left(p_{\epsilon}\right)= & \int_{\bar{\beta}_{n}} p_{h k} d p_{h k}^{*}-2 \pi(h-k) c\left(p_{n k}\right)+a_{1}(h) \varepsilon  \tag{2}\\
& +\varepsilon^{2} \int_{\bar{\beta}_{n}}\left(p-p_{n k}\right) d\left(p-p_{n k}\right)^{*}
\end{align*}
$$

where for each $n$, this is a polynomial in $\varepsilon$, and $a_{1}(n)$ is the coefficient of the $\varepsilon$ term. But the last integral is

$$
\int_{\bar{\beta}_{n}}\left(p-p_{h k}\right) d\left(p-p_{h k}\right)^{*}=\int_{\bar{\beta}_{n}+\delta+\gamma}\left(p-p_{h k}\right) d\left(p-p_{n k}\right)^{*}=D_{W_{n}}\left(p-p_{h k}\right) .
$$

The first equality follows from the fact that $p$ and $p_{n k}$ both belong to $H(h+k)$. Therefore, in the sense of limits, we write

$$
\int_{\bar{\beta}}\left(p-p_{n k}\right) d\left(p-p_{n k}\right)^{*}=D\left(p-p_{n k}\right)
$$

where $D$ is the integral over the entire bordered surface $\bar{W}$. In a similar fashion, we find

$$
\begin{equation*}
\int_{\bar{\beta}} p_{h k} d p_{h k}^{*}-2 \pi(h-k) c\left(p_{h k}\right)=D\left(p_{h k}\right)-4 \pi h c\left(p_{h k}\right) . \tag{3}
\end{equation*}
$$

By an earlier part of this theorem, the left hand side of equation (3) is finite. Thus we have that $D\left(p_{n k}\right)<\infty$.

We assume that $D\left(p-p_{k}\right)$ is finite. By the triangle inequlity for the Dirichlet integral (Courant [1]), $D(p)$, and consequently $\int_{\beta} p d p^{*}$ are both finite. Now in equation (2), with $\varepsilon=1$, consider the limit as $n \rightarrow \infty$. The limit of every term, except $a_{1}(n)$, exists and is finite. Hence the same can be said of $\lim _{n \rightarrow \infty} a_{1}(n)$. But $\psi\left(p_{\varepsilon}\right)=\lim _{n \rightarrow \infty} \psi_{n}\left(p_{\varepsilon}\right)$ has, by part (1) of our theorem, a relative minimum for $\varepsilon=0$. Therefore, $\lim _{n \rightarrow \infty} a_{1}(n)=0$, and the deviation formula $\psi(p)=\psi\left(p_{n k}\right)+D(p-$ $p_{n k}$ ) results when $\varepsilon=1$ is substituted into equation (2) after taking limits.

When $D\left(p-p_{k k}\right)=\infty$, this formula holds in the sense that $\psi(p)=\infty$ as well. This completes the proof of Theorem 4.

## IV. Extremal and Geometric Properties of Principal Analytic Func-

 tions.Extremal properties for harmonic functions defined on a surface of finite connectivity were used in § 2 to establish extremal properties of analytic functions, also defined on a surface of finite connectivity. In the present section, we exploit the extremal properties of harmonic functions, now defined on a surface of infinite connectivity, for the purpose of establishing both extremal and geometric properties of analytic functions.
13. A competing class of analytic functions is defined as follows.

Definition. $A$ is the class of analytic functions on $\bar{W}$ such that (1) $F(\gamma)$ is a circle traced once in the posititive direction, (2) $|F(\zeta)|=$

1, (3) $F(\delta)$ is a circle traced once in the negative direction, and (4) $F$ is univalent on $\bar{W}$.

Theorem 5. For any $F \in A, \log |F| \in H$. Furthermore $F_{i}=\exp \left(p_{i}\right.$ $\left.+i p_{i}^{*}\right) \in A, i=0,1$.

No ambiguity will result in referring also to $F_{0}$ and $F_{1}$ as principal analytic functions.

Proof. For any $F \in A$, consider $\log |F|$, which clearly satisfies (1)-(3) of the definition of $H$ in no. 10. Then let $\int_{\sigma} d(\log |F|)^{*} \neq 0$ for $\sigma$ not separating $\delta$ and $\gamma$. If $\int_{\sigma} d(\log |F|)^{*}=2 \pi k, k$ an integer, then $F(\sigma)$ separates $F(\delta)$ and $F(\gamma)$. But $F$ is univalent on $\bar{W}$ and we have the contradiction that $\sigma$ separates $\delta$ and $\gamma$. This means that $\log |F| \in H$.

Let $F_{i}=\exp \left(p_{i}+i p_{i}^{*}\right), i=0,1$. Conditions $1-3$ for $A$ are easily verified. An application of the extended argument principle to any exhausting subregion $W_{n}$ shows that $F_{i}$ is univalent on $\delta \cup \gamma$, when univalence is established at interior points. For interior points of $\bar{W}$, $F_{i}$ can be represented as $\exp \left(p_{i}+i p_{i}^{*}\right)=\lim _{n \rightarrow \infty} \exp \left(p_{i n}+i p_{i n}^{*}\right)=\lim _{n \rightarrow \infty} F_{i n}$. So each $F_{i}$ is univalent by Theorem 2 and the well-known Hurwitz theorem.
14. The following five theorems are concerned with analytic functions constructed from the harmonic functions $p_{0}$ and $p_{1}$, w hich are uniquely defined by Theorem 4.

Definition. $F$ is an annular radial (circular) slit mapping of $\bar{W}$ provided that $F(\bar{W})$ is an annulus minus a point set each component of which is a radial (circular) slit or point. Let $\left\{w ; r_{\delta}\left(F_{i}\right) \leqq|w| \leqq\right.$ $\left.r_{\gamma}\left(F_{i}\right)\right\}-F_{i}(\bar{W})$ be denoted by $S_{i}, i=0,1$.

Definition. For a surface of infinite connectivity, the complementary logarithmic area $\mu(F)$ is defined as $\lim _{n \rightarrow \infty} \mu_{n}(F)$ for any $F \in A$. That this limit is defined independently of an exhaustion follows from Theorem 5 and Lemma 2.

Theorem 6. $\quad F_{0}=\exp \left(p_{0}+i p_{0}^{*}\right)$ maximizes $2 \pi \log (r(F))+\mu\left(F^{\prime}\right)$ among all $F \in A$.

The value of the maximum is $2 \pi \log \left(r\left(F_{0}\right)\right)$.
The deviation from the maximum is $D\left(\log \left|F / F_{0}\right|\right)$, and the maximizing function is unique up to a rotation.

The 2-dimensional Lebesgue measure of the point set $S_{0}$ is 0 .
$F_{0}$ is an annular radial-slit mapping.

Proof. We apply Theorem 4 with $h=1, k=0$ and obtain that $\log \left|F_{0}\right|$ minimizes $\int_{\bar{\beta}} p d p^{*}-2 \pi c(p)$ among all $p \in H$. According to Theorem 5 , we may use Theorem 4 on logarithms of functions in $A$ as well, that is, $F_{0}$ maximizes the functional $2 \pi \log (r(F))+\mu(F)$ among all $F \in A$, the maximum value of this functional is $2 \pi \log \left(r\left(F_{0}\right)\right)$, and the deviation from the maximum is $D\left(\log \left|F / F_{0}\right|\right)$.

As for the 2 -dimensional Lebesgue measure of $S_{0}$, consider the annulus

$$
\left\{w ; r_{\delta}\left(F_{0}\right) \leqq|w| \leqq r_{\gamma}\left(F_{0}\right)\right\}
$$

and set $t=\log w$. The transformation mapping $w$ into $\log w$ is denoted L , and the image of $\left\{w ; r_{\delta}\left(F_{0}\right) \leqq|w| \leqq r_{\gamma}\left(F_{0}\right)\right\}$ under $L$ is called $R$. Now it is easily seen that

$$
L S_{0}=\bigcap_{i=1}^{\infty}\left[C_{R}\left(L\left(F_{0}\left(W_{n}\right)\right)\right)\right]
$$

where $C_{R}$ is understood to mean complement with respect to $R . L\left(F_{0}\left(W_{n}\right)\right)$ is compact and closed in $R$, and this means that $C_{R}\left[L\left(F_{0}\left(W_{n}\right)\right)\right]$ is open and measurable. Hence, $L S_{0}$, a countable intersection of measurable sets, is measurable. Its measure $M$ is then given by

$$
M\left(L\left(S_{0}\right)\right)=\lim _{n \rightarrow \infty} \mu_{n}\left(F_{0}\right),
$$

where $\mu_{n}\left(F_{0}\right)$ is defined in no. 7. But according to an earlier part of this theorem, the term on the right is 0 . When we observe that $L$, defined on the cut annulus, preserves sets of measure zero, we conclude that the 2-dimensional Lebesgue measure of $S_{0}$ is zero.

Suppose that the complement, with respect to $\left\{\mathrm{w} ; r_{\delta}\left(F_{0}\right) \leqq|w| \leqq\right.$ $\left.r_{\gamma}\left(F_{0}\right)\right\}$, of $F_{0}(\bar{W})$ is a point set, the components of which are not all radial slits or points. The full annulus

$$
\left\{w ; r_{\delta}\left(F_{0}\right) \leqq|w| \leqq r_{\gamma}\left(F_{0}\right)\right\}
$$

minus such a component, denoted $\eta$, is called $W_{0}$. We embed $W_{0}$ in the Riemann sphere $S^{2}$ and consider the simply connected point set $S^{2}-\eta$, which can be mapped conformally onto the complement of a unit disc. Let $E$ be this conformal mapping, and denote by $\gamma^{\prime \prime}$ and $\delta^{\prime \prime}$ the sets $E\left(\delta_{0}\right)$ and $E\left(\gamma_{0}\right)$, where $\delta_{0}=F_{0}(\delta)$ and $\gamma_{0}=F_{0}(\gamma)$. Now $E\left(W_{0}\right)$ is of finite connectivity, so we can apply Theorem 2 to construct a radial-slit mapping $\varphi$ of $E\left(W_{0}\right)$ onto an annulus, minus one radial slit, with inner boundary $\varphi\left(\delta^{\prime \prime}\right)$ and outer boundary $\varphi\left(\gamma^{\prime \prime}\right)$. $\quad \rho$ is normalized by $\left|\varphi \circ E \circ F_{0}(\zeta)\right|=1$, and belongs to $A_{n}$ for $E\left(W_{0}\right)$. We then apply the corollary of Theorem 3 to $\varphi$ and find that $2 \pi \log (r(\varphi))>2 \pi \log \left(r\left(E^{-1}\right)\right)=2 \pi \log \left(r\left(F_{0}\right)\right)$. Then the map $\rho \circ E \circ F_{0}$, where $E$ and $\varphi$ are properly restricted, belongs to $A$. But $2 \pi \log \left(r\left(\rho \circ E \circ F_{0}\right)\right)=2 \pi \log (r(\mathcal{P}))>2 \pi \log \left(r\left(F_{0}\right)\right)$. This is a contradic-
tion, for according to an earlier part of this theorem $F_{0}$, up to a rotation, uniquely maximizes the functional $2 \pi \log \left(r\left(F_{0}\right)\right)$ in $A$. This completes the proof of Theorem 6 .

Corollary. The principal analytic function $F_{0}$ maximizes the functional $r(F)$ among all $F \in A$.

Proof. The maximum value of the functional in Theorem 6 is $2 \pi$ $\log \left(r\left(F_{0}\right)\right)$, that is $\mu\left(F_{0}\right)=0$. The proof is complete when we observe that $\mu(F)$ is nonnegative for all $F \in A$.

Theorem 7. $\quad F_{1}=\exp \left(p_{1}+i p_{1}^{*}\right) \quad$ minimizes $2 \pi \log (r(F))-\mu(F)$ among all $F \in A$.

The value of the minimum is $2 \pi \log \left(r\left(F_{1}\right)\right)$.
The deviation from the minimum is $D\left(\log \left|F / F_{1}\right|\right)$, and the minimizing function is unique up to a rotation.

The 2-dimensional Lebesgue measure of the point set $S_{1}$ is zero. $F_{1}$ is an annular circular-slit mapping.
The proof is analogous to that of Theorem 6 and uses $h=0, k=1$.
Corollary. The principal analytic function $F_{1}$ minimizes the functional $r(F)$ among all $F \in A$.

Theorem 8. $P=\sqrt{F_{0} \cdot F_{1}}$ maximizes $\mu(F)$ among all $F \in A$.
The value of the maximum is $\mu(P)$.
The deviation from the maximum is $D(\log |F / P|)$, and the maximizing function is unique up to a rotation.

The proof uses $h=1 / 2, \quad k=1 / 2$.
Theorem 9. $Q=F_{\theta} \mid F_{1}$ maximizes $4 \pi \log (r(F))-D(\log |F|)$ among all quotients of functions in $A$.

The value of the maximum is $2 \pi \log (r(Q))$.
The deviation from the maximum is $D(\log |F / Q|)$.
Proof. When the condition $h=1, k=-1$ is substituted into Theorem 4, it is easily seen that the technique of Theorem 3 will establish Theorem 9 .

Consider the multiple-valued functions $P_{0}=p_{0}+i p_{0}^{*}$ and $P_{1}=p_{1}+$ $i p_{1}^{*}$. The difference of these functions has zero flux around any cycle of $\bar{W}$ and is single-valued.

Theorem 10, $P_{0}-P_{1}$ maximizes

$$
4 \pi\left[\operatorname{Re}\left(F\left(z_{2}\right)-F\left(z_{1}\right)\right)\right]-D(F)
$$

among all analytic functions on $\bar{W}$ the real part of which is constant on $\delta$, constant on $\gamma$, and 0 at $\zeta$. Here $z_{1}$, and $z_{2}$ are on $\gamma$ and $\delta$ respectively.

The value of the maximum is $-2 \pi R e\left[\left(P_{0}-P_{1}\right)\left(z_{2}\right)-\left(P_{0}-P_{1}\right)\left(z_{1}\right)\right]$. The deviation from the maximum is $D\left(F-\left(P_{0}-P_{1}\right)\right)$.

The proof again applies Theorem 4, with $h=1$ and $k=-1$, as well as the observation that $\operatorname{Re}\left(P_{0}-P_{1}\right)=p_{0}-p_{1}$ and $R e F \in H$ when $F$ is analytic on $\bar{W}$.

## V. The Existence of Distinct Principal Analytic Functions.

15. We consider the problem of determining conditions under which there exist two different principal analytic functions on the planar bordered Riemann surface $\bar{W}$ of no. 1. The principal analytic functions under consideration are defined in no. 13, and have properties described in Theorems 5, 6, and 7 of no. 14. The following concepts are dealt with in Ahlfors and Sario [1].

Definition. Two compact sets in the plane, each with connected complement, are said to be equivalent if their complements are conformally equivalent.

For the remainder of this chapter, we let $E$ be a compact plane set with connected complement.

Theorem (Ahlfors and Sario [1]). The complement of $E$ is of class $0_{A D}$ if and only if every set which is equivalent to $E$ has 2-dimensional Lebesgue measure 0.

Definition. Let $U$ be any open set which contains $E$, and suppose that a function $F$ is analytic on $U-E . \quad E$ is said to be a removable singularity for $F$ if there exists analytic extension of $F$ to $U$.

Theorem (Ahlfors and Sario [1]). E is a removable singularity for all functions of class $A D$ in a neighborhood of $E$ if and only if the complement of $E$ (with respect to the Riemann sphere) is of class $0_{A D}$.
16. Definition. A planar bordered Riemann surface $\bar{W}$ as described in no. 1 is said to have rigid radius when $r(F)$ is constant for every $F$ in the class $A$ of no. 13.

Theorem 11, Let $F_{9}$ and $F_{1}$ be the principal analytic functions
belonging to $A$. The surface $\bar{W}$ has rigid radius if and only if $F_{0}=$ $c F_{1}$, where $|c|=1$.

Proof. If $\bar{W}$ has rigid radius, then according to Theorems 6 and 7, both $F_{0}$ and $F_{1}$ minimize the same functional. Hence $F_{0}=c F_{1}$, with $|c|=1$. On the other hand, if $F_{0}=c F_{1}$, we conclude from the corollaries of Theorems 6 and 7 that $F_{0}$ maximizes, and $F_{1}$ minimizes the functional $r(F)$ among all $F \in A$. Because $|c|=1$, we have that the radius is rigid.

## 6. AD-Removability.

17. Our next condition for distinguishing $F_{0}$ from $F_{1}$ is most naturally stated if we take the bordered Riemann surface $\bar{W}$ to be a plane region, with $\gamma$ and $\delta$ as outer and inner boundaries respectively. In addition, we let $\bar{W}_{1}$ denote the plane point set bounded by $\gamma$ and $\delta$, with $E$ the difference $\bar{W}_{1}-\bar{W}$.

Theorem 12. Let $F_{0}$ and $F_{1}$ be the principal analytic functions of no. 13. Then $F_{0}=c F_{1}$, with $|c|=1$, if and only if $S^{2}-E \in 0_{A D}$.

Sufficiency. $F_{0}$ and $F_{1}$ map a neighborhood $U$ of $E$ onto an open set of finite area and are of class $A D$ in this neighborhood of $E$. Then according to no. 15 , the principal analytic functions may be extended to all of $\bar{W}$. If the extension $F_{i}$ of $F_{i}$ satisfies $\widetilde{F}_{i}\left(z_{0}\right)=w_{0}$ for some $w_{0}$ with $r_{\delta}\left(\widetilde{F}_{i}\right)<\left|w_{0}\right|<r_{\gamma}\left(\widetilde{F}_{i}\right)$, then

$$
(2 \pi i)^{-1} \int_{\delta+\gamma} \frac{d \widetilde{F}_{i}}{\tilde{F}_{i}-w_{0}}=(2 \pi i)^{-1} \int_{\delta+\gamma} \frac{d F_{i}}{F_{i}-w_{0}}=1, \quad i=0,1
$$

Since $F_{i} \in A$, the second integral is 1 and the extensions are univalent. This means that $\widetilde{F}_{1} \circ \widetilde{F}_{0}^{-1}$ is a conformal mapping of a full closed annulus, and in fact that $r\left(F_{0}\right)$ is equal to $r\left(F_{1}\right)$. We have $F_{0}=c F_{1}$, with $|c|=1$, as a consequence of Theorem 11.

Necessity. If $S^{2}-E$ is not of class $0_{A D}$, then, according to no. 15 , there exists a one to one conformal mapping with positive complementary area. Such a mapping will have positive complimentary logarithmic area as well. Therefore, according to Theorem $8, \mu\left(\sqrt{\left.F_{0} \cdot F_{1}\right)}\right.$ is positive, and Theorem 6 guarantees that $F_{0} \neq c F_{1}$.

## Appendix

An argument of Ahlfors and Beurling [1] (p.111), which will be referred to and not repeated, is crucial in the proof of:
18. Theorem 11. The analytic function $P_{n}=\sqrt{ } \overline{F_{0 n} \cdot F_{1 n}}$ is of
class $A_{n}$.
Proof. Verification of the Conditions 1, 2, and 3 for $A_{n}$ of no. 5 is immediate. Only (4) remains to be checked. If $\log F_{1 n}$ and $\log F_{0 n}$ are considered in the roles of $q$ and $p$ of Ahlfors and Beurling [1], p.111, then $\log \sqrt{\overline{F_{0 n} \cdot F_{1 n}}}$ may be considered in the role of $\frac{1}{2}(q+p)$. We observe that $d\left(\log F_{1 n}\right) / d\left(\log F_{0 n}\right)$ is well defined on the approximating $W_{n}$. Hence, by the technique of Ahlfors and Beurling already cited, we may conclude that $\operatorname{Re}\left(d \log F_{1 n} / d \log F_{0 n}\right)$ is of constant sign with no zeros in $W_{n}$. This implies that the image of each contour $\beta_{i}$ is a convex curve, and each image is traced once as each $\beta_{i}$ is traced once. This also implies that each of the curves $F\left(\beta_{\imath}\right)$ is traced in the same direction, and this direction will be determined now for one $F\left(\beta_{i}\right)$.

We observe that for each $i, P_{n}\left(\beta_{2}\right)$ is a compact set, and we may then choose $w_{i}$ and $w_{i}^{\prime}$ so that $w_{i}$ is that point of $P_{n}\left(\beta_{i}\right)$ which is closest to $P_{n}(\gamma)$ and $w_{i}^{\prime}$ is that point of $P_{n}(\gamma)$ which is closest to $P_{n}\left(\beta_{i}\right)$. We now assume that the $\beta_{i}$ are indexed so that $\min \left\{d\left(w_{i}, w_{i}^{\prime}\right) ; i=1,2, \cdots\right.$, $k(n)\}$ is $d\left(w_{1}, w_{1}^{\prime}\right)$ where $d\left(w, w^{\prime}\right)$ is the usual Euclidean distance from $w$ to $w^{\prime}$. That is to say, $P_{n}\left(\beta_{1}\right)$ is as close to $P_{n}(\gamma)$ as any of $P_{n}\left(\beta_{2}\right), \cdots$, $P_{n}\left(\beta_{k(n)}\right)$. The line segment $I$ joining $w_{1}$ to $w_{1}^{\prime}$ is a univalence path for $P_{n}$ in the sense that each point of $\Gamma$ is taken exactly once by a point of $W_{n}$. Clearly $P_{n}$ is one to one on $P_{n}^{-1} \Gamma$, and we may conclude that $\beta_{1}$ and $P_{n}\left(\beta_{1}\right)$ are similarly oriented. The reasoning in the paragraph above then establishes that each $P_{n}\left(\beta_{i}\right)$ is oriented as is $P_{n}\left(\beta_{1}\right)$, and in fact, for each $i$ we have that the winding number for points inside $P_{n}\left(\beta_{i}\right)$ is -1 .

An application of the argument principle is now all that is needed to show that $P_{n}$ is univalent on Int $W_{n} \cup \delta \cup \gamma$.
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