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MARCINKIEWICZ
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1. Introduction* It is often of interest to decide whether a given
function can be a characteristic function. Necessary and sufficient con-
ditions are known which a complex-valued function of a real variable
must satisfy in order to be a characteristic function (see e. g. [4], Chapter
IV), but these general conditions are not easily applied. Therefore,
various conditions have been derived which are restricted to certain
classes of functions but which are applied more readily. One of the
most important of these results was obtained by J. Marcinkiewicz and
gives a necessary condition for an entire function of finite order to be
a characteristic function [7], As a special case, Marcinkiewicz considered
entire functions of the form/(ί) = exp [Pm(t)], where Pm{t) is a polynomial
of degree m, and obtained that if m > 2, then f(t) can not be a charac-
teristic function. This result, which is referred to as the Theorem of
Marcinkiewicz, has been extended by E. Lukacs ([4], p. 146) to functions
of the form fn(t) = knen[Pm(t)], where kn is a constant determined by
the condition that fn(0) = 1, and where eλ(z) = exp(z), e2(z) — exp[βi(z)], ,
ek(z) = exp [βk-jίz)]. In the present paper, the Theorem of Marcinkiewicz
is further extended to certain functions of the form

(1.1) Lit) = kng(t)en[PJt)] ,

where g(t) is some specified characteristic function. In § 3 we shall
consider certain entire functions of the form (1.1), while in § 4 we shall
turn our investigation to certain analytic functions of the form (1.1)
with n — 1 which are regular in a half-plane having the origin as an
interior point.

2. Some auxiliary results* We now consider briefly the class of
analytic characteristic functions and state some results which will be
needed in our investigation.

A characteristic function f(t) is said to be an analytic characteristic
function if there exists a function A(z) of the complex variable z — t +iy
(t and y real) which is regular in the circle | z \ < R (R > 0) and a
constant Δ > 0 such that A(t) = f(t) for 11 | < Δ. D. A. Raikov has
shown [8] that if a characteristic function f(t) = f eitxdF(x) is regular
in a neighborhood of the origin, then it is also regular in the interior
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of a horizontal strip of the £-plane and can be represented in this strip

by the Fourier integral f(z) — \ eizxdF(x), where z — t + iy; the hori-
J-co

zontal strip is either the whole plane, in which case we have an entire
characteristic function, or it has one or two horizontal boundary lines.

One of the basic tools in our investigation will be the following
theorem ([4], p. 134) which follows from Raikov's result quoted in the
previous paragraph.

THEOREM A. Let f(z) be an analytic characteristic function. Then
for any horizontal line located in the interior of the strip of regularity
of f(z), the modulus | f(z) | attains its absolute maximum on the im-
aginary axis.

The following theorem of Dugue [2] will also be useful.

THEOREM B. Let f(z) be an analytic characteristic function
which is regular in the strip —a< Im{z) < β. Then for any real
number rj in the interval {—a,β), the function h{z) — f(z + ir])ff{iir])
is also ananalytic characteristic function and is regular in the strip
— a — η < Im(z) < β — ηm

We shall also use the following result [5].

THEOREM C. Let f(z) be an analytic characteristic function which
is regular in the strip —a< Im(z) < β. Then

(2.1) \f(t + τ + iy) - f(t + iy) |2 ^ 2f(2iy)[l - Ref(τ)]

for any real number τ, provided that — α/2 < y < β/2.

In order to state the next theorem due to E. Lukacs, it will be
necessary to introduce some notation. Let z — t + iy and consider the
functions /,(*) - fc^e,[Pw(s)](i; - 1, 2, ••-, n) where Pm(t) - ΣΓ=o cdt

j

f

Cj = aά + iβjy cm φ 0, a,- and β3 real, and where kυ = [eυ(c0)]~\ Introduce
the functions φυ(z) — k l^f^z) — 1] (v = 2, 3, , n) and write aΌ(t, y)
for the real part and ^( ί , y) for the imaginary part of φυ(z). We define

(2.2) Aΰ(t, y) = aυ(t, y) - aΌ(0, y) (v = 1, 2, -, n)

and are now prepared to state the theorem. (For a proof, see [6|).

LEMMA A. Let m ^ 3. Consider the following two cases:
( i ) either m > 3, or m — 3 and βz — 0;
(ii) m ~ 3 and β3 Φ 0.
Then there exists a ξm ^ 0 and a value Y = Y(m) such that An(yv/ξm> y) —• oo
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provided that, in case (i), y ^ Y, while in case (ii) it is required that

3)y^ Y.

We shall also need the following.

COROLLARY TO LEMMA A. Under the conditions of Lemma A, there
exist a ξm ^ 0 and an Am > 0 such that Ax(yVξm, y) = Am\y \m[l + o(l)],
where the estimate holds in case (i) as y —* oo but in case (ii) as

Furthermore, we shall need a result which we state as

LEMMA B. If g(z) = Σ ? = 1 ps e^s% (z = t + iy, ps ^ 0, Σί=i Vs = 1, V*
real, S < oo), then there exists a constant B (0 < B < oo)

(2.3) ifM <

Proof. The existence of such a finite positive constant B is assured
from the fact that g(2iy)lg\iy) is continuous on — oo < y < oo and con-
verges to finite positive limits as y —> ± oo.

3. Discussion of certain entire functions. We now give the results
obtained in the investigation of certain entire functions of the form
(1.1) where g(t) belongs to some specified discrete distributions. The
proofs follow.

THEOREM 3.1. Consider, for any integer n ^ 1, the function
fn(t) — kn exp [gι(t) — l]en[Pm(ί)], where gx{t) is an entire characteristic
function belonging to a lattice distribution with the origin as a lattice
point. If m > 2, then fn(t) can not be a characteristic function.

As a special case of this theorem we let gλ(t) = λ1(eίί — 1) + λ2(β~ίέ — 1) +1
and obtain a slight generalization of a result due to E. Lukacs ([6], p. 489);
if λj = λ2 = 0 and n = 1, we have the Theorem of Marcinkiewicz.

THEOREM 3.2. Consider, for any integer n^l, the function fn{t)~
hng{t)eJ[Pm{t)\, where g(t) is the characteristic function belonging to a
discrete distribution having a finite number of discontinuity points.
If m > 2, then fn(t) can not be a characteristic function.

We give an indirect proof for each of these theorems and suppose
that fn(t) is a characteristic function. Then, by definition, fn(t) must
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be an entire characteristic function, and we consider fn(t) also for complex
values of the argument z — t + ίy. By means of Lemma A, it is then
possible to arrive at a contradiction of the fundamental maximum modulus
property of analytic characteristic functions which was stated in Theorem
A. Let us consider each theorem in turn.

In proving Theorem 3.1, where gx(t) = ΣF=-- PjeίjAt, (Λ positive
and real, ps ^ 0, Σ i Pj = 1)> we find that

(3.1) R(t, y) = M* + iv"> = exp{Σ \Pie-J"(QMJΛt - 1)] + An(t, y)}

where An(t, y) was defined by (2.2). We select an integer k according
to the following rule, where Y and ξm are the quantities determined by
Lemma A.
(a) If m > 3, or if m = 3 and & = 0, then chooose k > (Λ YVξJI(2π).
(b) If m = 3 and /53 =£ 0, then choose (-sign/33)fc > (Λ YVξ^)l(2π).
Let now »* - (2πk)l(ΛVξJ and t* - i/VJ^ = (2πfc)/Λ. Then from (3.1),
•B(**> 2/*) — e χ P [-An(**f !/*)]• The conditions of Lemma A being satisfied,
it follows that jβ(ί*, »*) > 1.

We turn now to the proof of Theorem 3.2 and will investigate the
function

(3.2) R(t, v) = ^ +

g(iy)
exp [An{t, y)] ,

where g(t) = Σfs=iVse
i"st{ηs real, ps ^ 0, Σ?=iP. = 1, S < °°). First we

prove the following.

LEMMA 3.1. Lei ^ ) = Σfs=iP8e
ίvs% (z = t + iy), and consider Rλ(t, y) =

I g(t + iy)jg(iy) |. Given any ε > 0, £/&ere exists a real number M — M(έ)
such that

(3.3) 1 - ε < RUM, y)< 1 + ε.

Let any ε > 0 be given. We note that g(t) is an almost periodic
function of the real variable t. Then for every ε' > 0, there exists a
real number L = L(ε') such that every interval of length L contains at
least one translation number N — N(ef), that is, a number N satisfying
the inequality \g(t + N) - g(t) \ ̂  ε', — oo < t < oo ([l], p. 31). It is
easy to see that g(t) is also an almost periodic function. Since the sum
of two almost periodic functions is itself almost periodic, we have that
Re g(t) is an almost periodic function. Consider now Lemma B and take
ε" = ε2/(2B), where B refers to (2.3). It is possible to find a translation
number M = M(ε") = M(ε) for Re g(t) so that M satisfies one of the fol-
lowing conditions, where Y and ξm are the quantities determined by
Lemma A.
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(a) If m > 3, or if m = 3 and βz = 0, then M >
(b) If m = 3 and /33 Φ 0, then (-sign/33)M > Γ l / ^ .
We know that | Re g(t + M) - Re g(t) | ^ ε" for all ί. Set ί = 0, and
we have

<3.4) \Reg(M)- 1| fg ε" .

We now use Theorem C and consider (2.1) for τ — M. Then we see
by (3.4) that | g(t + M + i#) - #(£ + is/) | ^ v/2g(2iy)εff. From this ine-
quality and from (2.3) we obtain

- Rit, y) | =

Setting t = 0, (3.3) follows immediately so that Lemma 3.1 is proven.
We turn now to function (3.2). Set y* = MjVξm, where M is se-

lected according to the rule in the proof of Lemma 3.1; it is then clear
that y* satisfies either condition (i) or (ii) of Lemma A. Set t* — y*Vζm —
M, and by Lemma A and Lemma 3.1 we have that R(t*, y*) —• oo as
•y* —> oo or as (—sign/53)?/* —> oo, referring to (i) and (ii), respectively,
of Lemma A. This completes the proof of Theorem 3.2.

4» Discussion of certain analytic functions regular in a half'plane*
In this section we shall consider the class of infinitely divisible character-
istic functions. A characteristic function g(t) is said to be infinitely
divisible if, for every positive integer n, it is the nth power of some
characteristic function gn(t) (which depends, of course, on n). Then gn{t)
is uniquely determined by g(t) according to the formula gn(t) = [flf(ί)]1/w

provided that we select for the nth. root the principal branch (see e. g.
[3], Chapter III).

Infinitely divisible characteristic functions admit canonical represen-
tations. We shall especially be interested in the well known result ([4],
p. 189) that if an analytic characteristic function g(z) is infinitely divisible
and belongs to a distribution having a finite second moment, then g(z)
has the following unique representation in the interior of its strip of
regularity:

(4.1) log 0(2) = icz + Γ (eizx - 1 - izx) dK(x)

where c is a real constant and K(x) is a nondecreasing and bounded

dK(x) — K(+ co) < cx>; at X = 0,

the integrand is defined by continuity to be — z2/2. This result is an
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extension of the Kolmogorov Canonical Form ([3], Ch. Ill) for represent-
ing an infinitely divisible characteristic function g(t).

The Theorem of Marcinkiewicz was extended to the following result.

THEOREM 4.1. Consider the function f(z) = g(z) exp [Pm{z)\7 where
g(z) is an infinitely divisible characteristic function regular in a half-
plane Im(z) > — a (a > 0). If m > 3, or if m = 3 and β3 ^ 0, then f(z)
can not be a characteristic function.

For the proof, we proceed as in the previous section. Let us then
assume that f(z) is a characteristic function. By (4.1) we find that

(4.2) , Rλ(t7 y) =

where D(ί, y, x) = e~yx((cos tx — l)/x2); D{t, y, 0) is defined by continuity
to be — ί2/2. Using definition (2.2), we have

(4.3)
= e x pexp [Pm(iy)]

We now investigate

(4.4) 22(ί, y) - Rλ{t, y)R2(t, y) .

Let an ε be given such that 0 < ε < 1. By Lemma A and (4.3) we
know that there exist aξm ^ 0 and a Y — Y(m, ε) such that

(4.5) niyVTm, y) > — ^ - for

We consider (4.2) for such t and y and have

(4.6) Rάifl/K, V) = exp[j^AίV,

where Dx(y, x) = Ό(yVT™, V, x) = e-yx((co$ yxVψm - l)/^2). The proof of
Theorem 4.3 will be completed if we can show that there exists a value
y*>Y such that Bχ(y*Vξ^9 y*) > 1 - e. To do this, we first prove
the following.

LEMMA 4.1. Given any ε > 0, there exists an A — A(ε) > 0 such
that

<±

and
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~ 2

for all y.

The proof follows easily if we note that, for a > 0,

I ΓA+a ΓA+a o o Γ A+a op

Dy(y, x)dK(x) g — dK(x) ^ — dK(x) ^ — ,
\JΛ JΛ x2 A2) A A

where
= Γ

J-o

Letting α ^ 2C/A2. From this it is clear that,

given any ε > 0, there exists a n i = A(ε) such that 2C/̂ 42 ^ ε/2. This
proves the first result in the lemma, and the second follows in a similar
manner.

For the fixed ε (0 < ε < 1), we can then write

(4.7)

where | θ \ ̂  1, and where A = Λ(ε) is determined by Lemma 4.1. By
the first mean value theorem we obtain from (4.7) that

(4.8) Γ D1(yf x)dK{x) - MD&, x*) + εθ ,
J-oo

where | x* | < A and Λf = Λf(A) = \ dX"(a;) ^ ΛΓ(co) < oo .
J-il

We must distinguish between two cases. Suppose first that x* Φ 0.
We know from (4.6) that

(4.9) D1(y9 x*) = e~^ c o s ^ V g ^ - l ^
(*) 2

Select an integer k such that k > (Yx*Vrξϊ)l2π, where Y was introduced
in (4.5), and choose y* = 2kπl(x*Vξj so that y* > Γ. Then, by (4.9),
A(!/*,α*) = 0. It follows from (4.8) and (4.6) that R1(y"iv/K9 y*) =
exp (s0), where | εί | < 1, and hence, by Maclaurin's series, that
Ri(y*Vξ^, y*) > 1 + εθ ^ 1 - ε. This result together with (4.5) and (4.4)
gives a contradiction of Theorem A, thus completing the proof when
x* φ 0.

We now consider the case when x* = 0. Since Dx{yf 0) = —y2ξj2,
we have from (4.6), (4.8), (4.3) and (4.4) that

εθ + Aλ(yVTm, y)\ .
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By the Corollary to Lemma A it follows immediately that R(yVξ^, y)—> oo
as y —» oo. This completes the proof of Theorem 4.1.

It is to be noted that Lemma A cannot be applied for the case
m = 3 and β3 > 0. However, for this case, the following result was
obtained for two particular infinitely divisible characteristic functions,
namely for those belonging to a Gamma distribution and to a negative-
binomial distribution.

THEOREM 4.2. Consider the function f(z) = g(z) exp {cxz + c2z
2 + c3z

3),
where c5 = a3- + iβjf in the following two cases:

Case I: g(z) = (1 - (ώ/α))~λ, (a > 0, λ > 0).
Case II: g(z) = (p/(l - qeiz))r, (p > 0, q > 0, p + g = 1, r > 0).

If f(z) is a characteristic function, and if β3 > 0, then necessarily, in
Case I,/33 ^ | αra |/(3αr), and in Case II, β, ^ |α2/(31ng)|.

In the proof, we first note that if f(t) is a characteristic function,
then P3(t) takes on a special form. For, from some fundamental prop-
erties of characteristic functions, we must have ax = az — β2 — 0; it is
no restriction to take βx = 0; and finally, since f(t) is bounded, a2 < 0.
Thus, letting 72 = —a2, we have Pz(z) = -Ύ2z

2 + iβzz\ (τ2 > 0, /33 > 0).
We now choose a real number η in the half-plane of regularity of

g(z) and construct the function h(z) = f(z + iy)lf(iy). By Theorem B,
h(z) is an analytic characteristic function regular in a certain half-plane.
But h(—z) is also a characteristic function, and so, since the product
of two characteristic functions is a characteristic function, ho(z)=h(z)h(—z)
is also a characteristic function.

Case I. Choosing any real η > — a, we obtain

ho(z) - [l + ^ ] " λ exp [-2(7, + Sβfl)?]

which is an analytic characteristic function regular in the strip | y | <a + rh

Setting 7) = —aθ, where 0 < θ < 1, we have

fφ) = [1+ zηa\l - 0)2]-λ exp [-2(τ,

Consider ho(t) for real t and suppose A = γ2 — 3£3a:0 < 0. Then exp(—2At2)
— oo as ί -> co. Since [1 + ί2/α2(l - θ)ψ = o[exp (-2Aί2)] as ί -> oo, we
have that hQ(t) —> oo as ί —> oo. This contradicts the fundamental prop-
erty of boundedness for characteristic functions. We conclude therefore
that τ2 — SβΆaθ Ξ> Of or any θ. This completes the proof of Case I.

It is interesting to note that the bound obtained for β3 in no way
depends on the parameter λ of the Gamma distribution.

Case II. Choosing any real number η > \nq and letting η = θλτiq
(0 <q < 1), we obtain
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hQ(z) = ^ ~~" ̂  _) π ^ Γ e χ P [~~2(72 + 3/33#In#)z2],

which is an analytic characteristic function regular in the strip
(1 — θ)lnq < y < {θ — l) lng. Again, consider ho(t) for real ί. We
observe that

( 1 - q l θ f
r/l-β1 - qι-β(eu + e'%t) + g 2 ( w ί ) ~ V 1 + q

Therefore, if 72 + 3β301n q < 0, then hQ(t) —> oo as t —• co which is impos-
sible. This completes the proof.

It may be pointed out that it would be interesting to know if the
necessary conditions given in Theorem 4.2 are also sufficient conditions.
It seems, however, to be not easy to arrive at a decision.
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