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Introduction. It is the purpose of this paper to establish some properties of the zeros of solutions of ordinary, self-adjoint differential equations of arbitrary even order of the form

$$
\begin{equation*}
\left[r(x) y^{(n)}\right]^{(n)}+(-1)^{n+1} p(x) y=0 \tag{1}
\end{equation*}
$$

where $r(x)>0, p(x)>0$, and both coefficients are continuous on $[a, \infty)$. Of particular concern is the existence of a nontrivial solution of (1) which satisfies one of the following sets of two-point boundary conditions
(2) $\quad y(a)=y^{\prime}(a)=\cdots=y^{(n-1)}(a)=0=y(b)=y^{\prime}(b)=\cdots=y^{(n-1)}(b)$
(3) $\quad y(a)=y^{\prime}(a)=\cdots=y^{(n-1)}(a)=0=y_{1}(b)=y_{1}^{\prime}(b)=\cdots=y_{1}^{(n-1)}(b)$
where $y_{1}(x) \equiv r(x) y^{(n)}(x)$, a notation which will be continued throughout the discussion, and $b>a$.

Recently the special fourth-order case ( $n=2$ ) has been investigated extensively by W. Leighton and Z. Nehari [10], by H. M. and R. L. Sternberg [13], by H. C. Howard [8], and by J. H. Barrett [2, 3, 4]. In the present paper some of the methods of Barrett [2,4] are extended to the general case; and, in so doing, some of the arguments used for $n=2$ are simplified.
W. T. Reid has recently announced [12] a general discussion including the above types of zeros of solutions of quasi-differential equations of even order of which (1) is a special case. Reid discusses related eigenvalue inequalities and his methods are variational in nature and assume some basic results of the spectral theory for boundary problems that have been established earlier in the study of the calculus of variations.

This discussion, which generalizes Barrett's methods, has the advantage that only fairly well-known properties of matrices and differential equations are used. Furthermore, and most important, a considerably stronger criterion for the existence of a non-trivial solution satisfying (2) (see Theorem 4.3) and of one satisfying (3) (see Corollary 5.1 ) is established by utilizing the simple form of (1). Then two comparison theorems, established by an application of Reid's variational results [12], extend these stronger results to the general self-adjoint

[^0]case, i.e., the differential equation of the form
\[

$$
\begin{equation*}
\left[r_{n}(x) y^{(n)}\right]^{(n)}+\sum_{i=0}^{n-1}\left[(-1)^{n+i+1} r_{i}(x) y^{(i)}\right]^{(i)}=0, \tag{4}
\end{equation*}
$$

\]

where $r_{i}(x)>0$ for $i=0,1,2, \cdots, n$, and all of the coefficients are continuous on $[a, \infty)$. This extension is discussed in § 6 .

For the sake of completeness, there is developed in the first section a canonical representation of (1) as a system of two first-order matrix equations as given by H. Kaufman and R. L. Sternberg [9], as modified by Barrett [4], and as modified here by a method suggested by a problem in [6, problem 19, p. 206]. This system is of the form

$$
Y^{\prime}=E(x) Z, \quad Z^{\prime}=-F(x) Y,
$$

and is so designed that a singularity of the $n$ th-order matrix $Y(x)$ at $x=b$ gives the existence of a nontrivial solution of (1) satisfying the conditions (2); and a singularity of $Z(x)$ at $x=b$ gives the existence of a nontrivial solution of (1) satisfying the conditions (3). These properties are discussed in § 2. In § 3, the determinants of $Y(x)$ and $Z(x)$ are shown to satisfy certain second-order, self-adjoint differential equations which generalizes a result for the case $n=2$ due to Leighton and Nehari [10] and Barrett [2]. In $\S \S 4$ and 5, conditions for the existence of nontrivial solutions satisfying the conditions (2) and (3) are discussed.

1. A matrix differential system related to (1). This discussion parallels [4] with a slightly different modification suggested by a problem in [6, page 206]. Let $y(x)$ be any solution of (1) and let

$$
y_{1}(x) \equiv r(x) y^{(n)}(x)
$$

a notation which will be used throughout the discussion. Define the $n$ th-order column vectors $\alpha(x)$ and $\tilde{\alpha}(x)$ by

$$
\alpha(x)=\left(\alpha_{i}\right)=\left(y^{(i-1)}\right), \widetilde{\alpha}(x)=\left(\widetilde{\alpha}_{i}\right)=\left((-1)^{i} y_{1}^{(n-i)}\right),
$$

where $i=1,2, \cdots, n$. Then $\alpha(x)$ and $\tilde{\alpha}(x)$ satisfy the system

$$
\begin{align*}
\alpha^{\prime} & =B \alpha+C(x) \widetilde{\alpha}  \tag{5}\\
\widetilde{\alpha}^{\prime} & =A(x) \alpha-B^{*} \widetilde{\alpha}
\end{align*}
$$

where $A(x), B$, and $C(x)$ are $n \times n$ matrices defined as follows, $(i$ denotes the row index and $j$ the column index).

$$
A(x)=\left(a_{i j}(x)\right),
$$

where

$$
\begin{gathered}
a_{11}(x)=(-1)^{n+1} p(x), a_{i j}(x) \equiv 0 \text { for } i \neq 1 \text { or } j \neq 1 \\
B=\left(b_{i j}\right), \text { where } b_{i j}=1 \text { for } j=i+1, b_{i j}=0 \text { for } j \neq i+1 \\
C(x)=\left(c_{i j}(x)\right),
\end{gathered}
$$

where

$$
c_{n n}(x)=(-1)^{n} / r(x), c_{i j}(x) \equiv 0 \text { for } i \neq n \text { or } j \neq n
$$

Next, consider the $n \times n$ matrices $D(x)$ and $\widetilde{D}(x)$ which satisfy

$$
D^{\prime}=B D, D(a)=I_{n} \text { and } \widetilde{D}^{\prime}=-B^{*} \widetilde{D}, \widetilde{D}(a)=I_{n}
$$

respectively, where $I_{n}$ is the $n \times n$ identity matrix. For simplicity in the remainder of the paper, and with no loss in generality, let $a=0$. Now, the equations for $D(x)$ and $\widetilde{D}(x)$ can be solved to give

$$
\begin{aligned}
D(x)= & \left(d_{i j}(x)\right), \text { where } d_{i j}(x) \equiv 0 \text { for } i>j \text { and } \\
& d_{i j}(x)=x^{j-i} /(j-i) \text { for } i \leqq j \\
\widetilde{D}(x)= & \left(\widetilde{d}_{i j}(x)\right), \text { where } \widetilde{d}_{i j}(x) \equiv 0 \text { for } i<j \text { and } \\
& \widetilde{d}_{i j}(x)=(-1)^{i-j} x^{i-j} /(i-j)!\text { for } j \leqq i
\end{aligned}
$$

Now, let $\beta(x)$ and $\widetilde{\beta}(x)$ be $n$ th-order vectors defied by the relations

$$
\alpha(x)=D(x) \beta(x), \widetilde{\alpha}(x)=(-1)^{n} \widetilde{D}(x) \widetilde{\beta}(x)
$$

Substitution into (5) then yields

$$
\begin{align*}
& \beta^{\prime}=E(x) \widetilde{\beta} \\
& \widetilde{\beta}^{\prime}=-F(x) \beta \tag{6}
\end{align*}
$$

where $E(x)$ and $F(x)$ are $n \times n$ matrices defined as follows.

$$
\begin{aligned}
E(x)= & \left(e_{i j}(x)\right), \text { where } \\
& e_{i j}(x)=(-1)^{i+j} x^{2 n-i-j} /(n-i)!(n-j)!r(x), \\
F(x)= & \left(f_{i j}(x)\right), \text { where } f_{i j}(x)=x^{i+j-2} p(x) /(i-1)!(j-1)! \\
& \text { for } i \leqq j \text { and } f_{i j}(x) \equiv f_{i j}(x) .
\end{aligned}
$$

Thus, $E(x)$ and $F(x)$ are symmetric, positive semi-definite matrices. $D(x), E(x)$, and $F(x)$, are generalizations of matrices used by Barrett [4] for $n=2$.

Let $\left\{u_{i}(x)\right\}, \quad i=1,2,3, \cdots, n$ be a set of solutions of (1) which satisfy the boundary conditions

$$
\begin{align*}
& {\left[u_{i}(x)\right]^{(j-1)}=0 \text { for } x=0 \text { and } i, j=1,2, \cdots, n} \\
& {\left[u_{i, 1}(x)\right]^{(j-1)}=\delta_{i j} \text { for } x=0 \text { and } i, j=1,2, \cdots, n}  \tag{7}\\
& \quad \text { and } u_{i, 1}(x)=r(x) u_{i}^{(n)}(x)
\end{align*}
$$

Now, denote the $n$th order vector with components $u_{i}^{(j-1)}(x), j=1$, $2, \cdots, n$, by $\alpha_{u_{i}}(x)$ and the $n$th order vector with components $(-1)^{j} u_{i, 1}^{(n-j)}(x), j=1,2, \cdots, n$, by $\widetilde{\alpha}_{u_{i}}(x)$. Then define
(8) $\beta_{u_{i}}(x)=D^{-1}(x) \alpha_{u_{i}}(x), \widetilde{\beta}_{u_{i}}(x)=(-1)^{n} \widetilde{D}^{-1}(x) \widetilde{\alpha}_{u_{i}}(x), i=1,2, \cdots, n$.

Theorem 1.1. Let $Y(x)$ be an $n \times n$ matrix whose columns (in the
order $i=1,2, \cdots, n)$ are the $\beta_{u_{i}}(x)$ and let $Z(x)$ be an $n \times n$ matrix whose columns are (in the order $i=1,2, \cdots, n$ ) the $\widetilde{\beta}_{u_{i}}(x)$. Then $Y(x)$ and $Z(x)$ satisfy

$$
\begin{equation*}
Y^{\prime}=E Z, Z^{\prime}=-F Y \tag{9}
\end{equation*}
$$

Proof. This theorem can be verified by direct substitution.
2. Relations between the system (9) and equation (1). First, two types of zeros of solutions of (1) are defined as follows.

Definition 2.1. The number $\eta_{1}(0)$ is the smallest number $b$ on ( $0, \infty$ ) such that the boundary conditions

$$
\begin{equation*}
y(0)=y^{\prime}(0)=\cdots=y^{(n-1)}(0)=0=y(b)=y^{\prime}(b)=\cdots=y^{(n-1)}(b) \tag{10}
\end{equation*}
$$

are satisfied nontrivially by a solution $y(x)$ of (1). This is the type of boundary problem considered in $[2,4,12,13]$.

Definition 2.2. The number $\mu_{1}(0)$ is the smallest number $b$ on ( $0, \infty$ ) such that the boundary conditions

$$
\begin{equation*}
y(0)=y^{\prime}(0)=\cdots=y^{(n-1)}(0)=0=y_{1}(b)=y_{1}^{\prime}(b)=\cdots=y_{1}^{(n-1)}(b) \tag{11}
\end{equation*}
$$

are satisfied nontrivially by a solution $y(x)$ of (1). This is a generalization of the type of condition first used by Barrett [2,4] and Howard [8] as an intermediate condition to (10).

Theorem 2.1. A number $b \varepsilon(0, \infty)$ is the smallest number on that interval for which det $Y(b)=0$ if and only if $b=\eta_{1}(0)$ for (1). $A$ number $b \varepsilon(0, \infty)$ is the smallest number on that interval for which det $Z(b)=0$ if and only if $b=\mu_{1}(0)$ for (1).

Proof. Note first of all that $\operatorname{det} Y=W\left[u_{1}, \cdots, u_{n}\right]$ and $\operatorname{det} Z(x)$ $=W\left[u_{1,1}, u_{2,1}, \cdots, u_{n, 1}\right]$, where $W$ turns out to be a Wronskian in each case. The former is true since

$$
Y(x)=D^{-1}(x) \mathscr{y}(x),
$$

$\mathscr{F}(x)$ being the matrix of $W\left[u_{1}, u_{2}, \cdots, u_{n}\right]$, and $\operatorname{det} D(x) \equiv 1$. To verify that $\operatorname{det} Z(x)=W\left[u_{1,1}, u_{2,1}, \cdots, u_{n, 1}\right]$, observe that

$$
Z(x)=(-1)^{n} \widetilde{D}^{-1}(x) \hat{y}(x),
$$

$\mathscr{F}(x)$ being the matrix whose columns are the $\tilde{\alpha}_{u_{i}}(x)$ in the order $i=1$, $2, \cdots, n$. But $\operatorname{det}(-1)^{n} \mathscr{y}(x)=W\left[u_{1,1}, u_{2,1}, \cdots, u_{n, 1}\right]$ and $\operatorname{det} \widetilde{D}(x) \equiv 1$. Using the definition of the functions $u_{i}(x)$, the result now follows.
2. Second-order, self-adjoint, linear differential equations which have $\operatorname{det} Y(x)$ and $\operatorname{det} Z(x)$ as solutions. To simplify the notation, let

$$
\operatorname{det} Y(x)=\sigma(x), \quad \operatorname{det} Z(x)=\rho(x)
$$

in the remainder of the discussion. Note that $\sigma(0)=0$ and $\rho(0)=1$. Consider, first, the following lemmas.

Lemma 3.1. Let $\widetilde{\sigma}(x)$ denote the Wronskian, $W\left[u_{1}, u_{2}, \cdots, u_{n-1}\right]$ $(n>1)$ where the functions $u_{i}(x)$ are as defined in § 1 and (7). Then $\tilde{\sigma}(x) \neq 0$ on $(0, \infty)$.

Proof. Assume that $\tilde{\sigma}(x)$ has a zero on $(0, \infty)$. Then there is a solution $y(x)$ of (1) which is a linear combination of $u_{1}(x), u_{2}(x), \cdots$, $u_{n-1}(x)$ and a minimum value $x=b$ on $(0, \infty)$ such that $y(0)=y^{\prime}(0)=$ $\cdots=y^{(n-1)}(0)=y_{1}^{(n-1)}(0)=0$ and $y(b)=y^{\prime}(b)=\cdots=y^{(n-2)}(b)=0$.

Let $y(x)$ have $m$ distinct zeros on $(0, b)(m \geqq 0)$, the first such zero being $x=c$ on ( $0, b]$; and suppose, without loss of generality, that $y(x)>0$ on $(0, c)$. Then, because of the conditions on $y(x)$ at $x=0$, $y_{1}(0) \geqq 0$. Now, noting the condition on $y(x)$ at $x=0$ and $x=b$, Rolle's theorem can be applied to $y(x), y^{\prime}(x), \cdots, y_{1}^{(n-2)}(x)$ in turn to give the following information.
$y^{\prime}(x)$ has at least $m+1$ distinct zeros on ( $0, b$ ).
$y^{\prime \prime}(x)$ has at least $m+2$ distinct zeros on $(0, b)$.
$y^{(n-1)}(x)$ has at least $m+n-1$ distinct zeros on $(0, b)$.
$y_{1}(x)$ has at least $m+n-1$ distinct zeros on ( $0, b$ ).
$y_{1}^{\prime}(x)$ has at least $m+n-2$ distinct zeros on $(0, b)$, the first one of which can be chosen to the right of the first of the above $m+n-1$ distinct zeros of $y_{1}(x)$.
$y_{1}^{\prime \prime}(x)$ has at least $m+n-3$ distinct zeros on $(0, b)$, the first one of which can be chosen to the right of the first of the above $m+n-2$ distinct zero of $y_{1}^{\prime}(x)$.
$y_{1}^{(n-1)}(x)$ has at least $m$ distinct zeros on $(0, b)$ if $m \neq 0$, the first one of which can be chosen to the right of the first of the above $m+1$ distinct zeros of $y_{1}^{(n-2)}(x)$.
(If $m=0$, the last statement is replaced by the statement that $y_{1}^{(n-1}(x) \neq 0$ on $(0, b)$.)

Then, from the last statement for $m \neq 0, y_{1}^{(n)}(x)$, and hence $y(x)$, has at least $m$ distinct zeros on $(0, b)$ since $y_{1}^{(n-1)}(0)=0$. If $m=0$, $y(x)$ has no zeros on $(0, b)$. But $y(x)$ has exactly $m$ distinct zeros on $(0, b)$. Thus, each of the functions $y_{1}^{(n-1)}(x), \cdots, y_{1}^{\prime \prime}(x), y_{1}^{\prime}(x)$ must have exactly the number of distinct zeros on $(0, b)$ as given in the preceding statements since each has at least that number of zeros and if any
one had more distinct zeros, it would follow that $y(x)$ had more than $m$ distinct zeros. Also, all of the distinct zeros of $y(x)$ are simple.

Next, $y_{1}^{(n-1)}(x)=(-1)^{n} \int_{0}^{x} p(t) y(t) d t$. Consider the case where $n$ is even. Then $y_{1}^{(n-1)}(x)>0$ for $x$ on $(0, c)$. Thus, $y_{1}^{(n-2)}(x)$ must begin at $x=0$ with zero slope, have positive slope on ( $0, c$ ), and have a zero before its slope has a zero (since for $m \neq 0$ the first zero of $y_{1}^{(n-1)}(x)$ is to the right of the first zero of $y_{1}^{(n-2)}(x)$ on $(0, \infty)$ and for $m=0, y_{1}^{(n-1)}(x) \neq 0$ on $(0, b)$ by the above considerations). This is possible only if $y_{1}^{(n-2)}(0)$ $<0$. Then $y_{1}^{(n-3)}(x)$ must begin at $x=0$ with negative slope and have a zero before its slope has a zero which implies that $y_{1}^{(n-3)}(0)>0$. Iteration of this argument gives $y_{1}(0)<0$, a contradiction. For the case in which $n$ is odd, this contradiction is obtained similarly. Thus, $\tilde{\sigma}(x) \neq 0$ on $(0, \infty)$.

Lemma 3.2. Let $\tilde{\rho}(x)$ denote the Wronskian, $W\left[u_{1,1}, u_{2,1}, \cdots, u_{n-1,1}\right]$ $(n>1)$ where $u_{j, 1}(x)=r(x) u_{j}^{(n)}(x)$ and the functions $u_{i}(x)$ are as in Lemma 3.1. Then $\widetilde{\rho}(x)>0$ on $[0, \infty)$.

Proof. This result is proved in the same way as the preceding lemma. $\tilde{\rho}(x)>0$ on $[0, \infty)$ since $\tilde{\rho}(0)=1$.

Lemma 3.3. The solutions $u_{i}(x)$, as previously defined, satisfy the following set of $n(n-1) / 2$ identities $(n>1)$ :

$$
\begin{align*}
& \sum_{m=0}^{n-1}\left[(-1)^{m}\left(u_{i}^{(m)}(x) u_{i+j, 1}^{(n-m-1)}(x)-u_{i+j}^{(m)}(x) u_{i, 1}^{(n-m-1)}(x)\right)\right] \equiv 0  \tag{12}\\
& \quad i=1,2, \cdots, n-1 \text { and } j=1,2, \cdots, n-i
\end{align*}
$$

Proof. The lemma is established by an induction on the following general observations:

$$
\left(r u_{i}^{(n)}\right)^{(n)}+(-1)^{n+1} p u_{i} \equiv 0, \quad\left(r u_{i+j}^{(n)}\right)^{(n)}+(-1)^{n+1} p u_{i+j} \equiv 0
$$

and hence $u_{i}\left(r u_{i+j}^{(n)}\right)^{(n)}-u_{i+j}\left(r u_{i}^{(n)}\right)^{(n)} \equiv 0$; that is, $u_{i} u_{i+j, 1}^{(n)}-u_{i+j} u_{i, 1}^{(n)} \equiv 0$. Then $n$ integrations by parts from 0 to $x$ give

$$
\begin{aligned}
\sum_{m=0}^{n-1}(-1)^{m} u_{i}^{(m)} u_{i+j, 1}^{(n-m-1)} & +(-1)^{n} \int_{0}^{x} u_{i}^{(n)} u_{i+j, 1} d t \\
& +\sum_{m=0}^{n-1}(-1)^{m+1} u_{i+j}^{(n)} u_{i, 1}^{(n-m-1)}+(-1)^{n+1} \int_{0}^{x} u_{i+j}^{(n)} u_{i, 1} \equiv 0
\end{aligned}
$$

from which the lemma follows.
Next, note that the function $\left(r(x) \sigma^{\prime}(x)\right)^{\prime}$ is as follows:

$$
\begin{equation*}
\left(r(x) \sigma^{\prime}(x)\right)^{\prime}=D_{1}(x)+D_{2}(x), \tag{13}
\end{equation*}
$$

where $D_{1}(x)$ is an $n$th order determinant whose first $n-1$ rows are
$\left(u_{1}^{(j)} u_{2}^{(j)} \cdots u_{n}^{(j)}\right), j=0, \cdots, n-3, n-1$, and whose last row is ( $u_{1,1}, u_{2,1}$ $\cdots u_{n, 1}$ ); and $D_{2}(x)$ is an $n$th order determinant whose first $n-1$ rows are the same as those of $D_{1}(x)$ except that $j=0, \cdots, n-2$, and whose last row is $\left(u_{1,1}^{\prime}, u_{2,1}^{\prime} \cdots u_{n, 1}^{\prime}\right)$.

Lemma 3.4. $\quad\left(r(x) \sigma^{\prime}(x)\right)^{\prime}$ can be written as

$$
\left(r(x) \sigma^{\prime}(x)\right)^{\prime} \equiv 2 D_{1}(x)
$$

In other words, the two determinants on the right-hand side of (13) are identically equal.

Proof. Let $W_{i, i+j}$ denote the sub-Wronskian of $W\left[u_{1}, u_{2}, \cdots, u_{n}\right]$ which is obtained from the latter by deletion of the $i$ th and $(i+j)$ th columns and the last two rows. Then, using the equations (12), consider

$$
\sum_{m=0}^{n-1}\left[(-1)^{m}(-1)^{2 i+j+1} W_{i, i+j}\left(u_{i}^{(m)} u_{i+j, 1}^{(n-m-1)}-u_{i+j}^{(m)} u_{i, 1}^{(n-m-1)}\right] \equiv 0,\right.
$$

for $i=1,2, \cdots, n-1$ and $j=1,2, \cdots, n-i$. Summing these $n(n-1) / 2$ identities yields

$$
\sum_{i=1}^{n-1} \sum_{j=1}^{n-i} \sum_{m=0}^{n-1}\left[(-1)^{m}(-1)^{2 i+j+1} W_{i, i+j}\left(u_{i}^{(m)} u_{i+j, 1}^{(n-m-1)}-u_{i+j}^{(m)} u_{i, 1}^{(n-m-1)}\right)\right] \equiv 0 .
$$

Now take $m=n-1$. This gives

$$
\sum_{i=1}^{n-1} \sum_{j=1}^{n-i}\left[(-1)^{n-1}(-1)^{2 i+j+1} W_{i, i+j}\left(u_{i}^{(n-1)} u_{i+j, 1}-u_{i+j}^{(n-1)} u_{i, 1}\right)\right] .
$$

which is exactly the first determinant on the right-hand side of (13) if $n$ is odd and the negative of the determinant if $n$ is even. This can be seen by expanding the determinant by Laplace's development based upon minors of the last two rows.

Next take $m=n-2$. Then, as above, this gives the negative of the second determinant on the right side of (13) if $n$ is odd and the determinant if $n$ is even.

The result (13') will now follow if it can be shown that

$$
\sum_{i=1}^{n-1} \sum_{j=1}^{n-i} \sum_{m=0}^{n-3}\left[(-1)^{m}(-1)^{2 i+j+1} W_{i, i+j}\left(u_{i}^{(m)} u_{i+j, 1}^{(n-m-1)}-u_{i+j}^{(m)} u_{i, 1}^{(n-m-1)}\right)\right] \equiv 0 .
$$

In particular, this holds for each $m$ fixed between 0 and $n-3$ as follows. Fix $m$ so that $0 \leqq m \leqq n-3$. Then consider the identically zero determinant (two identical rows)

$$
\left.\begin{array}{|llll}
u_{1} & u_{2} & \cdots & u_{n} \\
u_{1}^{\prime} & u_{2}^{\prime} & \cdots & u_{n}^{\prime} \\
\cdot & \cdot & \cdots & \\
u_{1}^{(n-3)} & u_{2}^{(n-3)} & \cdots & u_{n}^{(n-3)} \\
u_{1}^{(m)} & u_{2}^{(m)} & \cdots & u_{n}^{(m)} \\
u_{1,1}^{(n-m-1)} & u_{2,1}^{(n-m-1)} & \cdots & u_{n, 1}^{(n-m-1)}
\end{array} \right\rvert\,, \begin{aligned}
& \\
&
\end{aligned}
$$

the expansion being by Laplace's development based upon minors of the last two rows. But this expansion is either equal to the above with a fixed $m$ or the negative of the above with a fixed $m$. Thus, the assertion holds; and (13') follows.

Theorem 3.1. The function $\sigma(x)=\operatorname{det} Y(x)$ is a solution of

$$
\begin{equation*}
\left(r \sigma^{\prime} \mid \tilde{\sigma}^{2}\right)^{\prime}+2 r\left(\delta / \tilde{\sigma}^{3}\right) \sigma=0, \tag{14}
\end{equation*}
$$

on $(0, \infty)$, where $\delta(x)$ is a determinant of order $n-1$ whose rows are ( $u_{1}^{(j)} u_{2}^{(j)} \cdots n_{n-1}^{(j)}$ ), where $j=0, \cdots, n-3, n(n>1)$.

Proof. Using (13'), the differential equation (14) can be written in the form $(2 / \widetilde{\sigma})\left(D_{1} \widetilde{\sigma}-r \tilde{\sigma}^{\prime} \sigma^{\prime}+r \delta \sigma\right)=0$. Now, if it can be established that the left hand side of this equation is identically zero on $(0, \infty),(14)$ will be established. To show this, consider the following identically zero determinant (can be verified by the use of induction and expansion by minors) and its Laplace development based upon minors of the first $n-1$ columns.
$\left|\begin{array}{llllllll}u_{1} & u_{2} & \cdots \cdots & u_{n-1} & 0 & 0 & \cdots \cdots & 0 \\ u_{1}^{\prime} & u_{2}^{\prime} & \cdots \cdots & u_{n-1}^{\prime} & 0 & 0 & \cdots \cdots & 0 \\ \cdot & \cdot & \cdots & \cdot & \cdot & \cdot & \cdots & \cdot \\ u_{1}^{(n-3)} & u_{2}^{(n-3)} & \cdots \cdots & u_{n-1}^{(n-3)} & 0 & 0 & \cdots \cdots & 0 \\ u_{1}^{(n-2)} & u_{2}^{(n-2)} & \cdots \cdots & u_{n-1}^{(n-2)} & u_{1}^{(n-2)} & u_{2}^{(n-2)} & \cdots \cdots & u_{n}^{(n-2)} \\ 0 & 0 & \cdots \cdots & 0 & u_{1} & u_{2} & \cdots \cdots & u_{n} \\ u_{1}^{\prime} & u_{2}^{\prime} & \cdots \cdots & u_{n-1}^{\prime} & u_{1}^{\prime} & u_{2}^{\prime} & \cdots \cdots & u_{n}^{\prime} \\ u_{1}^{\prime \prime} & u_{2}^{\prime \prime} & \cdots \cdots & u_{n-1}^{\prime \prime} & u_{1}^{\prime \prime} & u_{2}^{\prime \prime} & \cdots \cdots & u_{n}^{\prime \prime} \\ \cdot & \cdot & \cdots \cdots & \cdot & \cdot & \cdot & \cdots \cdots & \cdot \\ u_{1}^{(n-3)} & u_{2}^{(n-3)} & \cdots \cdots & u_{n-1}^{(n-3)} & u_{1}^{(n-3)} & u_{2}^{(n-3)} & \cdots \cdots & u_{n}^{(n-3)} \\ u_{1}^{(n-1)} & u_{2}^{(n-1)} & \cdots \cdots & u_{n-1}^{(n-1)} & u_{1}^{(n-1)} & u_{2}^{(n-1)} & \cdots \cdots & u_{n}^{(n-1)} \\ u_{1,1} & u_{2,1} & \cdots \cdots & u_{n-1,1} & u_{1,1} & u_{2,1} & \cdots \cdots & u_{n, 1}\end{array}\right|$,

The right hand side of this equation is exactly the term which was to
be shown identically zero. This completes the proof of the theorem. An analogous result to Theorem 3.1 for $\rho(x)=\operatorname{det} Z(x)$ is given as follows.

Theorem 3.2. The function $\rho(x)=\operatorname{det} Z(x)$ is a solution of

$$
\begin{equation*}
\left(\rho^{\prime} \mid p \tilde{\rho}^{2}\right)^{\prime}+(2 / p)\left(\delta_{1} / \tilde{\rho}^{3}\right) \rho=0 \tag{16}
\end{equation*}
$$

on $(0, \infty)$, where

$$
\delta_{1}(x)=\left|\begin{array}{llll}
u_{1,1} & u_{2,1} & \cdots & u_{n-1,1}  \tag{17}\\
u_{1,1}^{\prime} & u_{2,1}^{\prime} & \cdots & u_{n-1,1}^{\prime} \\
\cdot & \cdot & \cdots & \cdot \\
u_{1,1}^{(n-3)} & u_{2,1}^{(n-3)} & \cdots & u_{n-1,1}^{(n-3)} \\
u_{1,1}^{(n)} & u_{2,1}^{(n)} & \cdots & { }_{n-1,1}^{(n)}
\end{array}\right|(n>1) .
$$

4. Conditions for the existence of $\mu_{1}(0)$. This first two theorems of this section generalize results for the case $n=2$ by Barrett in [2, 4]. These results could, also, be obtained by specialization of Reid's work in [12]. Theorem 4.3, on the other hand, generalizes Barrett's Lemma 2.6 in [2], gives an improvement over Theorem 4.2, and gives a condition for the existence of $\mu_{1}(0)$ which improves the specialization obtained from [12].

Theorem 4.1. If $\eta_{1}(0)$ exists, then $\mu_{1}(0)$ exists and $0<\mu_{1}(0) \leqq \eta_{1}(0)$.

Proof. $\operatorname{det} Z(0)=1$ and thus there is a maximum value $x=b$ on $(0, \infty]$ such that $Z(x)$ is nonsingular on $[0, b)$. On $[0, b)$, lat $K(x)=$ $Y(x) Z^{-1}(x)$ so that $K(x)$ is symmetric and

$$
\begin{equation*}
K^{\prime}(x)=E(x)+K(x) F(x) K(x), K(0)=0 . \tag{18}
\end{equation*}
$$

$K(x)$ has been discussed and utilized in [1] and [11], as well as [4] where Barrett has used it for the case $n=2$. Now let $\xi=\left(\xi_{i}\right)$ be an $n$th order, constant, column vector. Then, using (18),

$$
\begin{aligned}
& \xi^{*} K(x) \xi \geqq \int_{0}^{x} \xi^{*} E(t) \xi d t \\
& =\int_{0}^{x} \frac{1}{r(t)}\left[\frac{\xi_{1} n^{n-1}}{(n-1)}-\xi_{2} t^{n-2}+\xi_{3}(n-2) t^{n-3}-\cdots+(-1)^{n-1} \xi_{n}(n-2)!\right]^{2} d t
\end{aligned}
$$

and hence $K(x)$ is positive definite on $(0, b)$. Thus, det $K(x)=$ $\operatorname{det} Y(x) / \operatorname{det} Z(x)$ is positive and $Y(x)$ is nonsingular on $(0, b)$. This implies that $\eta_{1}(0)$ does not exist on $(0, b)$ and the result of the theorem follows.

Theorem 4.2. If $\int^{\infty} x^{2(n-1)} p(x) d x=\infty$, then $\mu_{1}(0)$ exists.
Proof. Suppose that $\int^{\infty} x^{2(n-1)} p(x) d x=\infty$ and $\operatorname{det} Z(x)>0$ on $[0, \infty)$. Then by the preceding theorem, $\operatorname{det} Y(x)>0$ on $(0, \infty)$ and the matrix $K(x)=Y(x) Z^{-1}(x)$ is positive definite on ( $0, \infty$ ). Thus, for every constant vector $\xi=\left(\xi_{i}\right),(i=1,2, \cdots, n)$, it follows that

$$
\xi^{*} K^{-1} K^{\prime} K^{-1} \xi \geqq \xi^{*} F \xi=p(x)\left[\xi_{1}+\sum_{i=2}^{n} \xi_{i} x^{i-1} /(i-1)\right]^{2}
$$

Hence, if $x_{0} \in(0, \infty)$ and $x \in\left(x_{0}, \infty\right)$, it follows that

$$
\begin{aligned}
\int_{x 0}^{x} p(t) & {\left[\xi_{1}+\sum_{i=2}^{n} \xi_{i} t^{i-1} /(i-1)\right]^{2} d t } \\
& =\int_{x_{0}}^{x} \xi^{*} F(t) \xi d t<\xi^{*} K^{-1}\left(x_{0}\right) \xi<\infty
\end{aligned}
$$

and the theorem follows.
In order to use to advantage the second-order equation (16) which $\rho(x)$ satisfies (as Barrett does in [2]), it must first be established that the coefficients in (16) are positive on ( $0, \infty$ ). Lemma 3.2 gives $\widetilde{\rho}(x)>0$ on $[0, \infty)$. Thus, it remains to be shown that $\delta_{1}(x)$, as defined by (17), is positive on $(0, \infty)$. In fact, it is necessary to know that a certain family of determinants (which includes $\delta_{1}(x)$ ) contains only determinants which are nonzero on $(0, \infty)$ and that certain of these (including $\delta_{1}(x)$ ) are positive on $(0, \infty)$. These results are given in Lemma 4.1.

Consider the matrix $M(x)$ with $2 n$ rows and $n-1$ columns ( $n>1$ ) whose first $n$ rows are, in order, the row vectors $\left(u_{1}^{(k)} u_{2}^{(k)} \cdots u_{n-1}^{(k)}\right), k=$ $0,1, \cdots, n-1$, and whose last $n$ rows are, in order, the row vectors $\left(u_{1,1}^{(k)} u_{2,1}^{(k)} \cdots u_{n-1,1}^{(i)}\right), k=0,1, \cdots, n-1$. Let $\mathscr{F}$ denote the family of determinants of order $n-1$ obtained from $M(x)$ by deleting $n+1$ rows and taking the determinant of the resulting square matrix. Note that for every determinant $D(x)$ in $\mathscr{F}, D(0)=0$, except the case $D(x)=$ $\tilde{\rho}(x)$ when $D(0)=1$. Two subsets of $\mathscr{F}$ are the sets $\left\{\delta_{j}(x) / p(x)\right\}$ and $\left\{\gamma_{j}(x)\right\}, j=1, \cdots, n-2(n>2)$ defined as follows:

Definition 4.1. $\delta_{j}(x) / p(x)$ is a determinant of order $n-1$ with first row ( $u_{1}, u_{2} \cdots u_{n-1}$ ) and remaining rows, in order, $\left(u_{1,1}^{(k)} u_{2,1}^{(k)} \cdots u_{n-1,1}^{(k)}\right), k=$ $0,1, \cdots, n-j-2, n-j, \cdots, n-2$.

Definition 4.2. $\gamma_{j}(x)$ is a determinant of order $n-1$ with rows, in order, $\left(u_{1,1}^{(k)} u_{2,1}^{(k)} \cdots u_{n-1,1}^{(k)}\right), k=0,1, \cdots, n-j-3, n-j-1, \cdots, n-1$.

Lemma 4.1. If $D(x)$ is any determinant belonging to $\mathscr{F}$, then $D(x) \neq 0$ on $(0, \infty)$. Furthermore, if $\widetilde{D}(x)$ is any determinant in the
set $\left\{\delta_{j}(x) / p(x)\right\}$ or in the set $\left\{\gamma_{j}(x)\right\}, j=1, \cdots, n-2$, then $\widetilde{D}(x)>0$ on $(0, \infty)$.

Proof. A general determinant $D(x)$ in $\mathscr{F}$ will have the form:

$$
D(x)=\left|\begin{array}{llll}
u_{1,1}^{\left(i_{1}\right)} & u_{2}^{\left(i_{1}\right)} & \cdots & u_{n-1}^{\left(i_{1}\right)} \\
u_{1}^{\left(i_{2}\right)} & u_{2}^{\left(i_{2}\right)} & \cdots & u_{n-1}^{\left(i_{2}\right)} \\
\cdot & \cdot & \cdots & \cdot \\
u_{1}^{\left(i_{k}\right)} & u_{2}^{\left(i_{k}\right)} & \cdots & u_{n}^{\left(i_{k}\right)} \\
u_{1,1}^{i_{k+1}} & u_{2,1}^{\left(i_{k}\right)} & \cdots & u_{n-1,1}^{\left.\left(i_{k}\right)+1\right)} \\
\cdot & \cdot & \cdots & \cdot \\
u_{1,1}^{\left(i_{n-1}\right)} & u_{2}^{\left(i_{n}\right)} & \cdots & u_{n-1,1}^{\left(i_{n-1}\right.}
\end{array}\right|
$$

where for some $k, 0 \leqq k \leqq n-1$, $\left\{i_{j}\right\}_{j=1}^{j=k}$ are some $k$ of the integers between 0 and $n-1$ and $0 \leqq i_{1}<i_{2}<\cdots<i_{k} \leqq n-1$; and $\left\{i_{j}\right\}_{j=k+1}^{j=n-1}$ are some $n-1-k$ of the integers between 0 and $n-1$ and $0 \leqq i_{k+1}$ $<i_{k+2}<\cdots<i_{n-1} \leqq n-1$.

The method of proof of the first part of the lemma, which will now be outlined, is the same as that of Lemmas 3.1 and 3.2 except for the added generality. In fact these two lemmas are included in the present lemma, but were established separately and in the last section for clarity.

Assume that $D(x)$ has a zero on $(0, \infty)$. Then there is a solution $y(x)$ of (1) which is a linear combination of $u_{1}(x), u_{2}(x), \cdots, u_{n-1}(x)$ and a minimum value $x=b$ on $(0, \infty)$ such that $y(0)=y^{\prime}(0)=\cdots=y^{(n-1)}(0)$ $=y_{(1)}^{(n-1)}(0)=0 \quad$ and $\quad y^{\left(i_{1}\right)}(b)=y^{\left(i_{2}\right)}(b)=\cdots=y^{\left(i_{k}\right)}(b)=y_{1}^{\left(i_{k+1}\right)}(b)=\cdots=$ $y_{1}^{\left(i_{n-1}\right)}(b)=0$. Recall that $y_{1}(x) \equiv r(x) y^{(n)}(x)$. Rolle's theorem can now be applied successively to $y(x)$ and, as in Lemma 3.1, a contradiction to the assumption is obtained to give the first part of the lemma.

The technique for establishing the second part of the lemma involves an iterated differentiation procedure which will now be described. Since, for all $j, \delta_{j}(0) / p(0)=0$ and $\gamma_{j}(0)=0$, a straightforward method of establishing the desired result should be that of showing that for each $j$ the first nonvanishing derivative of $\delta_{j}(x) / p(x)$ at $x=0$ or of $\gamma_{j}(x)$ at $x=0$ is positive. This requires modification, however, since the assumptions on the continuity of $p(x)$ are not sufficient to obtain all of the necessary derivatives directly.

Note the determinant forms of $\delta_{j}(x) / p(x)$ and $\gamma_{j}(x)$. The following discussion applies equally well to members of either of the sets of determinants. Differentiate the determinant $\widetilde{D}(x)$ successively until either:
(i) One of the determinants arising in the differentiation process is a positive constant times $\tilde{\rho}(x)$, or
(ii) One or more of the determinants arising in the differentiation process has the row vector ( $u_{1,1}^{(n)}, u_{2,1}^{(n)} \cdots u_{n-1,1}^{(n)}$ ) in the last row and some vector other than ( $u_{1}, u_{2} \cdots u_{n-1}$ ) in the first row (for in this case the determinant is zero since $\left.u_{j, 1}^{(n)}(x) \equiv(-1)^{n} p(x) u_{j}(x)\right)$.

If (i) occurs first or in the same step as (ii) after $m$ differentiations, then $\widetilde{D}^{(h)}(0)=0$ for $h=1, \cdots, m-1$ since all of the determinants obtained belong to $\mathscr{F}$ and $\widetilde{D}^{(m)}(0)=k \tilde{\rho}(0)=k$ for some positive constant $k, k$ being the number of times that determinant has appeared in the differentiation process. Thus, $\widetilde{D}(x)>0$ on $(0, \infty)$ since $\widetilde{D}(x) \neq 0$ on ( $0, \infty$ ) and its first nonvanishing derivative at $x=0$ exists and is positive.

If (ii) occurs first after $m$ differentiations, the determinants of the form given in (ii) can be altered in form by replacing the last row by $(-1)^{n} p(x)\left(u_{1}, u_{2} \cdots u_{n-1}\right)$ and then bringing this row to the position of the first row and letting rows $1,2, \cdots, n-2$ become rows $2,3, \cdots$, $n-1$, respectively. The latter operation requires $n-2$ row interchanges so that each of these determinants is now some member of $\mathscr{F}$ (and not of the sets $\left\{\delta_{j} / p\right\}$ or $\left\{\gamma_{j}\right\}$ ) multiplied by $+p(x)$. Let $x_{0}$ be some positive finite number and denote the maximum and minimum values of $p(x)$ on $\left[0, x_{0}\right]$ by $p_{M}$ and $p_{m}$, respectively. Then, for each of these determinants multiplied by $p(x)$, replace $p(x)$ by $p_{m}$ if that determinant is positive on $(0, \infty)$ and replace $p(x)$ by $p_{M}$ if that determinant is negative on $(0, \infty)$. Recall that each determinant is nonzero by the first part of the lemma. On $\left[0, x_{0}\right]$, let $f_{1}(x)$ denote the new function obtained from $\widetilde{D}^{(m)}(x)$ by making these changes in certain determinants of $\widetilde{D}^{(m)}(x)$. Then $\widetilde{D}^{(m)}(x) \geqq f_{1}(x)$ on $\left[0, x_{0}\right]$ and $\widetilde{D}^{(m)}(0)=$ $f_{1}(0)=0$.

Next, on $\left[0, x_{0}\right]$, defferentiate $f_{1}(x)$ successively until (i) or (ii) occurs and then repeat the entire process just described. This process can be continued until for some minimum integer $h$ and some integer $q$, a function $f_{h}^{(q)}(x)$ (on $\left[0, x_{0}\right]$ ) with the following properties is obtained. $f_{h}^{(q)}(0)=k \tilde{\rho}(0)=k>0$, and $f_{h}^{(j)}(0)=0$ for $j=0,1, \cdots, q-1$. Then $f_{h}(x)>0$ in some right-hand neighborhood of $x=0$. Finally, from the set of inequalities obtained, from the fact that each $f_{j}(x)(j=1,2, \cdots, h$ if $q>0$ and $j=1,2, \cdots, h-1$ if $q=0$ ) and its appropriate derivatives are all zero for $x=0$, and from the first part of the lemma, it follows that $\widetilde{D}(x)>0$ on $(0, \infty)$.

The following generalization of a theorem of Barrett [2] gives a weaker condition for the existence of a $\mu_{1}(0)$ for (1) and thus a stronger result than Theorem 4.2 (and hence a better result than Reid's results [12] give for this case since Theorem 4.2 coincides with Reid's result in [12]).

Theorem 4.3. If $\int^{\infty} p(x)\left({\underset{x_{0}}{I} n}_{\tilde{x}_{n}}\right)^{2} d x=\infty$, where $\stackrel{x}{I} n^{n} p$ is the $n$th iter-
ated integral of $p(x)$, then $\mu_{1}(0)$ exists.
Proof. From Lemma 3.2 and Lemma 4.1, it follows that (16) has positive coefficients on $(0, \infty)$. Since $\rho(0)=1, \rho^{\prime}(0)=0$, a well-known result for second-order, self-adjoint differential equations [2, Theorem 1.3] can be applied to give the existence of a zero of $\rho(x)$ on $(0, \infty)$ if it is known that $\int^{\infty} p(x) \tilde{\rho}^{2}(x) d x=\infty$. But, using Theorem 2.1, a zero of $\rho(x)$ on $(0, \infty)$ implies the existence of a $\mu_{1}(0)$.

Thus, Theorem 4.3 will be proved if it can be shown that

$$
\widetilde{\rho}(x) \geqq k{\underset{x}{x}}_{x_{0}} p, \quad x_{0}>0, k>0
$$

for then the hypothesis of the theorem implies that the desired property, $\int^{\infty} p(x) \tilde{\rho}^{2}(x) d x=\infty$, is true.

Now, $\tilde{\rho}(x)=W\left[u_{1,1}(x), u_{2,1}(x), \cdots, u_{n-1,1}(x)\right]$ and differentiation yields $\tilde{\rho}^{\prime \prime}(x)=\gamma_{1}(x)+\delta_{1}(x)$, where $\gamma_{1}(x)$ and $\delta_{1}(x)$ are as previously defined. Then, consider

$$
\tilde{\rho}^{\prime \prime}(x)-\delta_{1}(x) \text { and }\left[\tilde{\rho}^{\prime \prime}(x)-\delta_{1}(x)\right]^{\prime}=\gamma_{2}(x)+\delta_{2}(x) .
$$

Next, $\left[\left(\tilde{\rho}^{\prime \prime}-\delta_{1}\right)^{\prime}-\delta_{2}\right]^{\prime}=\gamma_{3}+\delta_{3}$ is obtained, and the process can be continued to obtain finally

$$
\left[\left(\cdots\left(\left(\left(\tilde{\rho}^{\prime \prime}-\delta_{1}\right)^{\prime}-\delta_{2}\right)^{\prime}-\delta_{3}\right)^{\prime}-\cdots-\delta_{n-4}\right)^{\prime}-\delta_{n-3}\right]^{\prime}=\gamma_{n-2}+\delta_{n-2}
$$

where $\gamma_{j}(x)$ and $\delta_{j}(x), j=1, \cdots, n-2$, are as previously defined.
Then, one more differentiation gives

$$
\left[\left(\cdots\left(\left(\left(\tilde{\rho}^{\prime \prime}-\delta_{1}\right)^{\prime}-\delta_{2}\right)^{\prime}-\delta_{3}\right)^{\prime}-\cdots-\delta_{n-3}\right)^{\prime}-\delta_{n-2}\right]^{\prime}=p(x) \delta^{*}(x)
$$

where $\delta^{*}(x)$ is a determinant of order $n-1$ with first row ( $u_{1}, u_{2} \ldots$ $u_{n-1}$ ) and remaining rows

$$
\left(u_{1,1}^{(k)}, u_{2,1}^{(k)} \cdots u_{n-1,1}^{(k)}\right) \text { for } k=1,2, \cdots, n-2 .
$$

Now, by using Lemma 4.1 and the fact that $\gamma_{n-2}^{\prime}=p(x) \delta^{*}(x), \delta^{*}(x)$ must be positive on $(0, \infty)$. Also, by the techniques of Lemma 4.1, $\delta^{* \prime}(x)$ is positive on $(0, \infty)$. Thus $\delta^{*}(x)$ is an increasing function on $(0, \infty)$ and for any $x_{0}>0$,

$$
\int_{x_{0}}^{x} p(t) \delta^{*}(t) d t \geqq \delta^{*}\left(x_{0}\right) \int_{x_{0}}^{x} p(t) d t=k \stackrel{x_{n}}{x_{0}} p, k>0 .
$$

Now, using Lemma 4.1, the expression

$$
\left[\left(\cdots\left(\left(\left(\tilde{\rho}^{\prime \prime}-\delta_{1}\right)^{\prime}-\delta_{2}\right)^{\prime}-\delta_{3}\right)^{\prime}-\cdots-\delta_{n-3}\right)^{\prime}-\delta_{n-2}\right] \geqq k{ }_{x_{0}}^{I_{0}} p
$$

can be integrated $n-1$ times and the inequality preserved. This gives $\widetilde{\rho}(x) \geqq k I_{x_{0}}^{x} p$, the result needed to complete the proof of the theorem. Note that for $0<x_{0}<x_{1} \leqq x<\infty$,

$$
{\stackrel{x}{x_{0}}}_{x_{0}}^{n} p=\int_{x_{0}}^{x} \int_{x_{0}}^{t} \cdots \int_{x_{0}}^{u} p(v) d v \geqq \frac{\left(x-x_{1}\right)^{n-1}}{(n-1)!} \int_{x_{0}}^{x_{1}} p(x) d x,
$$

and thus Theorem 4.2 follows from Theorem 4.3. Hence, as remarked previously, Theorem 4.3 gives the better condition for the existence of $\mu_{1}(b)$ for any $b \varepsilon[0, \infty)$.
5. Conditions for the existence of $\eta_{1}(0)$. Consider the matrix $H(x)$ $=-Z(x) Y^{-1}(x)$ defined on $\left(0, \eta_{1}(0)\right)$. Note that $H(x)$ is then equal to $-K^{-1}(x)$, where $K(x)$ is the matrix used in Theorem 4.1 and satisfying (18). Then $H(x)$ is symmetric on $\left(0, \eta_{1}(0)\right)$ and satisfies

$$
\begin{equation*}
H^{\prime}(x)=F(x)+H(x) E(x) H(x), \tag{19}
\end{equation*}
$$

as in [1] and [11].
Note that $H(x)$ is defined and symmetric on $(0, \infty)$ if there does not exist an $\eta_{1}(0)$. Then consider the following lemma.

Lemma 5.1. If $\eta_{1}(0)$ does not exist for (1), then all the eigenvalues of $H(x)$ are nondecreasing on $(0, \infty)$.

Proof. From the properties of the matrices $E(x)$ and $F(x)$ as discussed in $\S 1$ and from (19), it follows that $H^{\prime}(x) \geqq 0$ on ( $0, \infty$ ) if the inequality is used to imply positive semi-definiteness of $H^{\prime}(x)$. Then $H\left(x_{2}\right)-H\left(x_{1}\right)$ is positive semi-definite if $0<x_{1} \leqq x_{2}<\infty$, i.e., $H\left(x_{2}\right) \geqq$ $H\left(x_{1}\right)$. Then, from classical extremizing properties of eigenvalues, the result of the lemma follows.

In the present notation, $\mu_{1}(0)$ denotes the first zero of $\rho(x)$ on $(0, \infty)$. In addition, let $\mu_{2}(0)$ be the second distinct zero of $\rho(0)$ on $(0, \infty), \mu_{3}(0)$ the third distinct zero of $\rho(x)$ on $(0, \infty)$, and so forth.

Theorem 5.1. If $\mu_{1}(0), \mu_{2}(0), \mu_{3}(0), \cdots, \mu_{n}(0), \mu_{n+1}(0)$ all exist (i.e., if $\rho(x)$ has $n+1$ distinct zeros on $(0, \infty))$, then $\eta_{1}(0)$ exists.

Proof. Suppose $\eta_{1}(0)$ does not exist so that Lemma 5.1 applies. Also, $H(x)=-Z(x) Y^{-1}(x)$ is defined on $(0, \infty)$ and has singularities at the $\mu_{i}(0)$ so that $\operatorname{det} H\left(\mu_{i}(0)\right)=0, i=1,2, \cdots, n+1$. But det $H(x)$ is equal to the product of the eigenvalues of $H(x)$ and thus, by Lemma 5.1, det $H(x)$ can vanish at most $n$ times on ( $0, \infty$ ) unless det $H(x) \equiv 0$ on a subinterval of $(0, \infty)$. Assume the latter is true. Then $\operatorname{det} Z(x)$ $=\rho(x) \equiv 0$ on a subinterval of $(0, \infty)$. But $\rho(0)=1$ and $\rho(x)$ satisfies
the linear, second order, self-adjoint differential equation (16) which implies that $\rho(x)$ cannot be identically zero on a sub-interval of ( $0, \infty$ ) without being identically zero on the entire half line. This contradiction completes the proof of the theorem.

ThEOREM 5.2. If $\mu_{1}(0)$ exists and $\int^{\infty} d x / r(x)=\infty$, then $\eta_{1}(0)$ exists.
Proof. Assume that $\mu_{1}(0)$ does not exist. Then, using Lemma 5.1 and Theorem 5.1, it follows that the maximum eigenvalue of $H\left(\mu_{1}(0)\right)$ $=0$ and that there is a value $x=x_{0}$ on $\left(\mu_{1}(0), \infty\right)$ such that the maximum eigenvalue of $H(x)$ is positive on $\left[x_{0}, \infty\right)$. Furthermore, there is a value $x=x_{1} \geqq x_{0}$ such that $H(x)$ is nonsingular on $\left[x_{1}, \infty\right)$. Then, from (19), $H^{-1}(x) H^{\prime}(x) H^{-1}(x) \geqq E(x)$ on $\left[x_{1}, \infty\right)$. Also, if $\xi$ is any constant column vector of unit length, then on $\left[x_{1}, \infty\right)$,

$$
\begin{align*}
& \xi^{*} H^{-1}(x) \xi \leqq \max \text { eigenvalue of } H^{-1}\left(x_{1}\right)  \tag{20}\\
& \quad-\min \text { eigenvalue } \int_{x_{1}}^{x} E(t) d t
\end{align*}
$$

Now, noting the form of $\xi^{*}\left(\int_{0}^{x} E(t) d t\right) \xi$ (as shown in the proof of Theorem 4.1), where $\xi$ is an arbitrary, nonzero, $n$ th-order, constant vector, $\int^{\infty} d x / r(x)=\infty$ implies that $\xi^{*}\left(\int_{0}^{\infty} E(t) d t\right) \xi=\infty$. But Reid [12] has proved a result which, in the terminology of the present problem, states that if $\xi^{*}\left(\int_{0}^{\infty} E(t) d t\right) \xi=\infty$ for arbitrary, nonzero, constant vectors, then the minimum eigenvalue of $\int_{0}^{x} E(t) d t$ approaches $\infty$ as $x$ approaches $\infty$. Then, it follows from (20) that there is a values $x=x_{2}$ on ( $x_{1}, \infty$ ) such that $H^{-1}(x)$ and $H(x)$ are negative definite on $\left[x_{2}, \infty\right)$. This contradicts the fact that the maximum eigenvalue of $H(x)$ is positive on $\left[x_{0}, \infty\right)$. This contradiction gives the result of the theorem.

Theorem 5.2 can be obtained from Reid's results in [12]. The proof given here is entirely different, however, from that in [12].

Corollary 5.1. If $\int^{\infty} p(x)\left({\underset{x}{x}}_{I_{n}}^{n} p\right)^{2} d x=\infty$ and $\int^{\infty} d x / r(x)=\infty$, then $\eta_{1}(0)$ exists $(n>1)$.

Proof. This result follows immediately by combining Theorems 4.3 and 5.2.
6. Conditions for the existence of $\mu_{1}(0)$ and $\eta_{1}(0)$ for (4). From the general results of Reid's [12], two theorems can be obtained and then used to prove two comparison theorems pertinent to the present dis-
cussion. Then a comparison of (1) and (4) can be give conditions for the existence of $\mu_{1}(0)$ and $\eta_{1}(0)$ for (4), a more general self-adjoint equation then (1). For (4), $\eta_{1}(0)$ is defined as in Definition 2.1 and (10). However, for (4), the definition of $\mu_{1}(0)$ is obtained by altering Definition 2.2 by replacing (11) by

$$
\begin{equation*}
y(0)=y^{\prime}(0)=\cdots=y^{(n-1)}(0)=0=y_{1}(b)=y_{2}(b)=\cdots=y_{n}(b) \tag{11'}
\end{equation*}
$$

where $y_{1}(x)=r(x) y^{(n)}(x)$ as before and

$$
y_{i}(x)=\left(r_{n}(x) y^{(n)}\right)^{(i-1)}+\sum_{j=1}^{i-1}(-1)^{j+1}\left(r_{n-j}(x) y^{(n-j)}\right)^{(i-j-1)}, \quad i=2,3, \cdots, n
$$

Reid's results are stated in the notation of the present discussion.
Theorem 6.1. (Reid [12]) A necessary and sufficient condition for the nonexistence of $\eta_{1}(0)$ on $(0, c]$ for (1) is that

$$
\begin{equation*}
I_{1}[y ; 0, b]=\int_{0}^{b}\left[r(x)\left(y^{(n)}\right)^{2}-p(x) y^{2}\right] d x>0 \tag{21}
\end{equation*}
$$

for all values of $b$ on $(0, c]$ and all functions $y(x)$ such that $y(x) \in C^{n-1}[0, b]$, $y(x)$ is absolutely continuous on $[0, b],\left(y^{(n)}\right)^{2}$ is integrable on $[0, b]$, and $y(x)$ has $n$ th-order zeros at $x=0$ and $x=b$. Also, if $\eta_{1}(0)$ exists for a solution $y(x)$ of (1), then $I_{1}\left[y ; 0, \eta_{1}(0)\right]=0$.

For the equation (4), the statement analogous to (21) is

$$
\begin{equation*}
I_{2}[y ; 0, b]=\int_{0}^{b}\left[r(x)\left(y^{(n)}\right)^{2}-\sum_{i=0}^{n-1} r_{i}(x)\left(y^{(i)}\right)^{2}\right] d x>0, \tag{22}
\end{equation*}
$$

where $y(x)$ is the same as in the statement of Theorem 6.1.
Theorem 6.2. (Reid [12]) A necessary and sufficient condition for the nonexistence of $\mu_{1}(0)$ on ( $\left.0, c\right]$ for (1) is that (21) (or (22) if (4) is used) hold for all values of $b$ on ( $0, c]$ and all functions $y(x)$ such that $y(x) \in C^{n-1}[0, b], y(x)$ is absolutely continuous on $[0, b],\left(y^{(n)}\right)^{2}$ is integrable on $[0, b]$ and $y(x)$ has an nth-order zero at $x=0$. Also, if $\mu_{1}(0)$ exists for a solution $y(x)$ of (1), then $I_{1}\left[y ; 0, \mu_{1}(0)\right]=0$.

Theorem 6.1 can now be utilized to obtain the following results.
Theorem 6.3. If $\gamma_{1}(0)$ exists for (1) at $x=x_{1}, r(x) \geqq r_{n}(x)$, and $p(x) \leqq r_{0}(x)$, then $\eta_{1}(0)$ exists for (4) at $x=x_{2}$, say, and $0<x_{2} \leqq x_{1}$.

Theorem 6.4. If $\mu_{1}(0)$ exists for (1) at $x=x_{1}, r(x) \geqq r_{n}(x)$, and $p(x) \leqq r_{0}(x)$, then $\mu_{1}(0)$ exists for (4) at $x=x_{2}$, say, and $0<x_{2} \leqq x_{1}$.

Now, take $r(x) \equiv r_{n}(x)$ and $p(x) \equiv r_{0}(x)$ on $[0, \infty)$; and then the following results are obtained by combining the results of $\S 4$ and 5 and
those of the present section.
Theorem 6.5. If $\int^{\infty} r_{0}(x)\left({ }_{x_{0}}^{\tilde{x}_{n}} r_{0}\right)^{2} d x=\infty$, then $\mu_{1}(b)$ exists for (4) for each $b \in[0, \infty)$.

THEOREM 6.6. If $\mu_{1}(0)$ exists for (4) and $\int^{\infty} d x / r_{n}(x)=\infty$, then $\eta_{1}(0)$ exists for (4).

Corollary 6.1. If $\int^{\infty} r_{0}(x)\left(\frac{x}{I_{0}} r_{0}\right)^{2} d x=\infty$ and $\int^{\infty} d x / r_{n}(x)=\infty$, then, $\eta_{1}(0)$ exists for (4).

Theorem 6.5 and Corollary 6.1 give stronger results than the corresponding results of Reid's [12] since the latter have the condition $\int_{-\infty}^{\infty} x^{2(n-1)} r_{0}(x) d x=\infty$ while the former have the weaker condition $\int^{\infty} r_{0}(x)\left({ }_{x_{0}}^{x} r_{0}\right)^{2} d x$. (See the proof of Theorem 4.3 for a comparison of these conditions.) Theorem 6.6 can be obtained from Reid's work [12].
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