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1. Introduction* In 1934 Schauder [6], [7] obtained a priori
pointwise estimates for solutions to general second order linear elliptic
differential equations. These estimates have been generalized and
simplified by many authors, but by far the most general estimates
of this type so far are the interior estimates of Douglis and Nirenberg
[3] and the estimates up to the boundary of Agmon, Douglis, and
Nirenberg [2]. In the latter paper the boundary-value problem

L(x, D)u ~ f in a domain £& ,

Bj(x, D)u — φ5 on a portion of the boundary

5

is considered, where L is uniformly elliptic of order 2m and the B
satisfy the "complementing condition" with respect to L. Roughly
speaking, under certain smoothness assumptions on the coefficients of
L and Bjf on <%r, and on the functions u, /, φάj a priori bounds on
certain derivatives of u and their Holder difference quotients are
obtained in terms of the maximum values in 3f (or 2$) of certain
derivatives of / and φό and their Holder difference quotients. As a
byproduct at one stage near the beginning, an estimate is obtained
(their Theorem 2.2) for the case of constant coefficients and a half-
space domain, in which no Holder difference quotients occur. This
estimate leads to a maximum principle. The history of this latter
kind of estimate is also extensive, but maximum principles of greatest
generality seem to have been obtained by Agmon [1].

The present paper explores the possibility of obtaining a priori
pointwise estimates involving Holder difference quotients not with
respect to all, but only with respect to some of the independent
variables xi% With a few exceptions, the argument follows in basic
outline the argument in [2]. Also the notation of [2] is preserved
where possible. Throughout the paper n + 1 denotes the number of
independent variables, and q of them (0 ^ q g n + 1) are distinguished
from the others in that relevant functions are considered to be Holder
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continuous only in the distinguished variables.
The first step is the derivation of certain potential theoretic re-

sults in § 2. Results of this nature go back to Hilder, Petrini, Korn,
and Lichtenstein (see the survey in [5]). These are applied in § 3 to
functions given by convolutions with a fundamental solution to an
elliptic operator as kernel, and in § 4 to solutions of the basic boundary
value problem with compact support when the operators have con-
stant coefficients and Sf is a half-space. These results are in the
form of sufficient conditions on the operator P(D) in order that P(D)u
may be estimated in terms of certain derivatives and "distinguished"
Holder difference quotients of Lu and B3u. Also a necessary con-
dition on P{D) for such estimates to hold is given. Let L and B3

denote the operators obtained from L and B3 respectively by deleting
all differentiations with respect to distinguished variables, and u a
solution to the basic boundary-value problem with L and B3 replaced
by L and B3. As a corollary it is found (in the constant coefficient,
half-space case) that u and u differ by a function whose appropriate
derivatives have estimable Holder difference quotients in all variables.

In §§ 5 and 6 the results are extended to a class of problems
with variable coefficients and domains with curved boundaries by the
method [2, 3] The distinguished variables are now certain local
curvilinear coordinates. When q < n this method appears to be in-
applicable to the general class treated in [2, § 7]; in addition to the
assumptions made there, we must impose the requirement that co-
ordinate transformations exist which map small neighborhoods adjoin-
ing 3f into hemispheres and which transform L and B3 into operators
1/ and B- such that, on the flat boundary of the hemisphere, L'(x, D)
= X(x)LQ(D) and B3(x, D) = β3(x)B3Q(D) (the notation L', B) is explained
above). In § 6 the case q = n is given special attention. It is shown
that essentially every result in the area of the usual Schauder esti-
mates (q = n + 1); i.e., every result in §§ 1-7 of [2], has its analog
with q = n. In particular, existence and uniqueness occurs in the
classes of functions corresponding to q = n exactly when it occurs
in the classes corresponding to q — n + 1. In §§ 5 and 6 the coef-
ficients in the operators L and B3 are assumed to be completely
Holder continuous.

The author expresses his gratitude to Professor L. Nirenberg
for his suggestions.

2, Potential theory* Let x be a point in w-space. We shall
distinguish its first q (0 ^ q ^ n) from its last n — q coordinates and
write x = (x, x)9 where x = (xu , xq) and x = (xq+l9 , xn) If
q — n we write x — x, and if q = 0, x = x. The concern in this
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section will be with functions u(x, t) defined in the (ft + l)-dimensional
half-space t > 0 by a singular integral

(2.1) u(x, t) = [κ(x - y; t)g(y)dy .

In certain cases u may be extended to be a continuous function in
the closed half-space t Ξ> 0; then we shall use the notation u(x, 0)
without further explanation. Our object is to exhibit conditions on
the kernel K under which certain boundedness and/or continuity
properties of u will be implied by similar properties of g.

Explicitly, we assume K(x; t) to be continuous except for x — t
= 0, and that there is a constant d such that

(2.2) D»K(x; t) > d(\ x I2 + £2)-(1/2)(?ι+μ) (μ - 0, 1)

where here and below J9μ denotes any μth order derivative. We
also assume that

(2.3a) lί K(y;t)dy
I J y—space

(2.3b) I K(x; t) I g C2t(\ x | 2 + <»)-»/»<•+«

if q = 0, and

(2.3c) I ί K(y; t)dy
I J | » l > δ

for all δ > 0

if g = n. In certain important cases the integral in (2.3a) will van-
ish; then we shall simply say that C2 = 0.

Concerning g(x) we assume that it is in !/«>, has compact support,
and is uniformly Holder continuous for some exponent a (0 < a < 1)
with respect to the variables x (in case q > 0); i.e.,

(2.4) lub Ig(fr3)-g( g '»3)l < oβ .
ί,ϊv |2-2T

It will be convenient to use the norm

[g]l = true max | flf | + the above l.u.b. for g > 0

= true max | g \ for q — 0 .

THEOREM 2.1. Under these assumptions the norm [u\\ exists for
all £ Ξ> 0

<2.5) [u% < Cs[g]% , 0 ^
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where C3 depends only on Cl9 C2, n, q, and a.
If in addition C2 = 0, then u(x, t) is Holder continuous in all

variables including t, and

(2 β) !;?i ̂ Vl+T-nr' = M-a CM' •
This theorem, in the case q ~ n, yields the results proven in [2,

§ 3] (under slightly different hypotheses on K). Its proof is trivial
in the case q = 0, so we assume q > 0. We shall employ the rep-
resentation

(2.7) u(x, t) = ^dy^K(x - y; t)[g(y) - g(3S, y)]dy

S r
dyg(x, y)\K(x - y; t)dy ,

which is equivalent to (2.1). If q = n it is understood that the

symbols \dy and y are to be omitted where they occur. Let x =

(x, x) and x' = {xf, xf) be any two points in α -space. Let δ = \x •— x'\,
S the set of points y with | y — x'\ < 2δ, | y — xr\ < 2δ, and E the
exterior of S. Then using (2.7) we write

u(x, t) — %(a?', t) = Ix + + /7 ,

where

£ = \ JKΓ(05 — y; t)[g(y) - g(x, y)]dy ,
J-Sf

I2 = - ί ΛΓ(a?' - »; ί)[ff(y) - ^ ' y)]dy ,
JS

78 - ί [ΛΓ(s - ?/; t) - K(x' - »; ί)][flr(y) - g(x, y)]dy ,

i* = - 1 A Λ dy[g(x, y) - (xr, y)]\κ(x' - y; t)dy ,

(», ^) - 9(2', y)]\K(x - y; t)dy ,

Λ - \dy g(SS', y)\[K(x -y t)- K(x' - y; t)]dy .

In case q = n we set I4 = 0 and disregard the integration with re-
spect to y in J5_7.

Since | g(y) - ^(S, y) | ^ b]g

Λ | y - x \« ̂  [fir]; | y - x |α, it follows that
I 731 < const. [g]lδa. Using (2.2) again we see by the usual argument
that Ji and 72 are subject to the same estimate. 74 and 76 may be
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estimated by (2.3a):

11* I, I Iβ I ̂  Ca[flr]iδ-tj(| y |2 + tyw-*"-vdy S const. [g]<J" .

To estimate I5 we set r — | y — x'\ so that | K(xr — y)\ < CιT~Λ, and

obtain, if q < n, \ I5 | ^ cont. [g]qJ"\ A A ί V - + ' - ^ r ̂  const. |>]£δ". If
J |y=a;/|<2δjδ

q — n -we use (2.3c) to obtain the same estimate.
The estimates obtained so far tell us that

(2.8) I u(x, t) - u(x', t) I < const . [g]'Λ \ x - x'\* + 117 \ .

Now 77 will vanish provided that either (a) C2 — 0, or (b) x and xr

differ only in their first q components; i.e., x — (x, x), xf — {x\ x).
Condition (b) is sufficient because

\[K(x — X) t) - K(xf - y; t)dy = \K(x — y, x - y\ t)dy

- \κ(xf -y,x-y; t)dy = 0 .

Now assume condition (b) to hold, so that the last term in (2.8)
does not appear. Taking the l.u.b. of the left side, (2.5) is proven
for the case 1 ^ q ^ n. It is easily extended, however, to the case
q = 0 by using (2.1) and (2.3b).

To prove the second part of Theorem 2.1 we assume condition
(a); i.e., C2 — 0, so that again the last term in (2.8) disappears. The
only thing left to prove is Holder continuity with respect to t. Let
t, V be two numbers such that 0 ^ t < t f. Since the last integral in
(2.7) also vanishes we may write

u(x, V) - u(x, t) = \dy^t Kt(x - y\ τ)dτj[g(y) - g(x, y)]dy .

Again (2.2) tells us that this integral is absolutely convergent, so we
write it as

Γ ί Kt(x - y; τ)[g(y) - g{x, y)]dydτ = 78 + /9 ,
Jt Jail V

where

= I I
Jί J \x-y

y\<t'-t

and

•••dydτ.
t J \x~y\>t'-t
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Setting p2 = \ x — y |2 + τ2, we may estimate

I J81 ^ const [flf]S j " ''p'^dp ^ const [flr]ί[(*r - f + (*' - «)"]

^ const [#]£ I V — ί I* ,

and

I 791 ^ const [ff]; I V - t | ί " r- 2 + Λ dr ^ const [flr]; | ί' - ί |Λ .

Combining these results with (2.8), (2.6) is easily obtained, completing
the proof of Theorem 2.1.

Since the above constants do not depend on t or t', this last
argument yield an immediate corollary:

COROLLARY 2.1: Let

U{x, t) = \dy\K(x - y; t)[g(y) - g(x, y)]dy ,

the first term in (2.7). Then U may be extended as a completely
Holder-continuous function to the closed region t ^ 0, in which it
satisfies the estimate (2.6).

3 Interior-type estimates* In using Theorem 2.1 to obtain Scha-
uder estimates the kernel K will be interpreted as a derivative of a
fundamental solution or of a Poisson kernel for an elliptic boundary
value problem. In this section we treat the case when K is a de-
rivative of a fundamental solution.

The following norms and pseudonorms will be employed extensive-
ly. They refer to functions defined in the half-space t > 0 (or on
the hyperplane t = 0). The differentiability properties needed for
the quantities below to be well-defined will be obvious. These norms
and pseudonorms will correspond to those in [2, §5]. Subscripts will
always denote the order of differentiation, and superscripts the in-
dependent variables with respect to which the Holder difference
quotients are to be taken.

(3.1a) "'•'•* I * - * T
[<PW. = l.u.b. I DMx, x, t) - DMx', x, f) I + L u . b . i Dιφ i

πr.,,.f (It - ί'|2 + Ix - x'IT'2

where, as before, * = (xu •••, xq). In particular
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(3.1b) M? + = U.b. |2? I 9>| ,

and

[9>]?Λ = [<P\tti = [<P]ι+.

in the sense the latter is used in [2], for instance. Of course, in
all of these the l.u.b. is taken over all derivatives of order I. Also
we define

I φ \ίU = Σ l.u.b. I D*φ I + [φ]U*,
(3.1c)

I φ lί+ - Σ l.^.b. I D'φ I + [φ]ι+Λ.

Corresponding to these norms we define ^?+ α > as the class of
functions φ defined in the half-space t > 0 with continuous and
bounded derivatives of order < Z, and piece wise continous and bounded
derivatives of order I which are uniformly Holder continuous in x.
The class <g U« l*as a n analogous definition.

The symbol Dλ will denote any derivative of order λ, at least
one of whose differentiations is with respect to a component of x;
i .e. , Dκ = (dldxJD*-1, w h e r e i^q.

REMARK: Let λ be any integer Ξg: 1. Assume f(x) has absolutely
continuous derivatives of order λ — 1, that q > 0, and that [f]l+cύ is
finite. Then every derivative Dλf is Holder continuous with respect
to all variables, and

(3.2) [£Yfc <£ C(a)[f]UΛ ,

where C depends only on a.

Proof. It is sufficient to consider the case λ = 1, q — 1, n — 2,
for the general case may be reduced to this case by freezing all but
two of the independent variables and replacing / in the proof by
some Dλ~f. By assumption, then x and x have single components;
call them x and y for simplicity, so that / = f(x, y). The absolute
continuity guarantees the identity

\'+hlf.(ξ, y + k)- /.(£, y)]dξ = \v+\fv(χ + M ) - /.(*, V)¥v
jx J y

to hold for all values of x, y, h, and k. It follows that

S y+k
[fy(x + h,V)~ Mas, h)]dη

y

- \X+h[L(ξ, y + k)- /.(*, y + k)]dξ +
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h[fx(ξ, y) - /,(«, y)dς .

The first term on the right is bounded in absolute value by kha[f]\+af

and each of the other two by

1 + a

Dividing through by hk* and setting σ = h/k, we have the estimate

for all values of σ. Taking the l.u.b. of the left over all x, y, and
k, and the g.l.b. of the right over σ, we have [fx]% ̂  C(a)[f]l+(,.
As mentioned, this generalizes immediately to (3.2).

The following lemma will constitute an application of Theorem
2.1 to the case when K(x — y; 0) is a fundamental solution of an
elliptic differential operator in the variables x with constant coef-
ficients, and containing only derivatives of order 2m. The constant
H will be defined as an upper bound for the ellipticity constant of
L, and for the coefficients of L. It is shown in [4] that a fundamental
solution Γ(x) to L always exists having the property

(3.3) I DkΓ(x) I < const | x \2m~n~k(l + | log | x ||) ,

the log term being omitted unless n is even and 0 ̂  k ^ 2m — n.

THEOREM 3.1. Assume 1 ̂  q ^ n. Let I be any number ^ 2m,
and let f(x) have derivatives of order l-2m which are uniformly
Holder continuous with respect to x. If I > 2m we also assume
the derivatives of order I — 2m — 1 to be absolutely continuous, and
if I = 2m, f(x) is to be integrable. (That derivatives Dι~2mf are
integrable for I > 2m follows from the absolute continuity assump-
tion.) Also we assume f to have compact support. Then if

(3.4) v(x) = jr(a? - y)f(y)dy ,

every derivative Dιv exists and

(3.5) [Dιv]lS const [f]Um+ω.

The constants here depend only on H, n, m, I, and a.

Proof. The case q = n is a well-known result, so we take 0 ^
q ^ n — 1. Differentiating equation (3.4) I — 1 times while integra-
ting by parts if necessary we have
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(3.6a) Dι~λv = \ΰ ^-'Γi x - y)Dl~2mf{y)dy .

Now let %' be a point, all except one of whose coordinates are the
same as those of x. We shall derive the following representation for
the corresponding difference quotient:

' - y)

I x - xr I

- Dι~2™f(x, y)]dy .

Let Xj be the component of x with respect to which a differentiation
occurs in the operator D2™-1 in (3.6a), so that D2™-1 = {d\dx3)D2m~\
Then, since DxΓ(x — y) = —DyΓ(x — y),

vr - v)]dyj
-co

= - l i m [D2 m-2Γ(aj - 3/) - D2m~2Γ{xf - y)]

+ l i m [D2m-2Γ(x - y ) - D2m-2Γ{xr - y)] = 0 ,

as can be seen from the behavior of Γ at infinity indicated in (3.3)
(using also the mean value theorem in the case n = 2). It follows
immediately that

I α? - x' I
- 1/) - D^-ψjx' - y)

I a? - x ' \

[Dι-2mf(y) - Dι~2mf(x, y)]dy3- ,

where \ d̂ / signifies integration with respect to all variables except
y5. But this integral is absolutely convergent, as can be seen by
applying the mean value theorem to the difference quotient in the
integral, using (3.3), and recognizing that the integrations with re-
spect to components of y may be considered as only over a finite
range (since f(y) has compact support); the order of integration is
therefore immaterial and (3.6b) is valid. Defining Dτ as the deriva-
tive in the direction from x to xf and D2m — ΌfT>2m~x, we subtract
the absolutely convergent integral

_ Dι^2mf(xf y)]dy
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from each side of (3.6b), obtaining on the right an integral which is
bounded in absolute value by const. | x — x' |α[/]?-2m+«. This last
estimate is obtained by the usual process of splitting the region of
integration into the sphere \y — x\ <2\x — x'\ and its exterior, and
applying the mean value theorem in the latter region. Now letting
x' —> x, this bound vanishes, and furthermore the left side of (3.6b)
approaches Dιv(x). Hence

(3.7) Dιv = [B2mΓ(x - y)[Dι-2mf{y) - Dι~2mf(x, y)] .

This integral is reminiscent of the first term on the right of (2.7);
and in fact we shall apply Corollary 2.1 directly in proving the theo-
rem. We identify K(x - y; 0) with D2mΓ(x - y) and g(y) with Dι~2m

f(y); then according to Corollary 2.1, (3.5) will follow from (2.6) if
the hypotheses (2.2) and (2.3a) with t = 0 are true. But (2.2) follows
from (3.3) and (2.3a) from our representation of K as a derivative *
Theorem 3.1 is thereby proved.

4, Boundarytype estimates* In this section L(D) will again be
an elliptic differential operator with constant coefficients containing
only terms of order 2m but now it will be an operator in the n + 1
variables xu , xn, t. Similarly, let Bό{D) (j — 1, , m) be operators
with constant coefficients and only terms of order mό. We assume
L and Bό to satisfy the root condition and complementing condition
stated in [2, § 1]. The concern here will be with the boundary-value
problem

L(Dx,Dt)u=f(x,t) (ί>0)
(4.1)

We initially assume all functions to be infinitely differentiable and
to have compact support; this restiction will be removed at the end
of the section (Theorem 4.6).

First we review some important results from [2] concerning rep-
resentations of the function u(x, t). Let I be any integer with
I ^ max (2m, mά), and P(D) a differential operator, each term of which
is of degree I. Then

(4.2) P(D)u(x, t) = P(D)v(x, t)

- y;

where v(x, t) = y(x — y,t — τ)fN(y, τ)dydτy Γ(x — y, t — τ) is a funda-

mental solution for L, fN is a sufficiently smooth extension of f(x, y)
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to the whole space such that fN has compact support, ψj(x) =
Bj(D)v(x, t) \t=0 and K, are Poisson kernels given explicitly in [2].

Section 3 was concerned with estimating the first term on the
right of (4.2) in terms of properties of / . We shall now consider
the other terms and develop estimates for functions given by

(4.3) w(x, t) = [Kj(x - y; t)φ3(y)dy = Kpψj (t > 0) .

It is proved in [2] that

(4.4) [w\tfa £ C[φj]ΐ-mj+Λ . (l^ mά)

(for the notation see (3.1)). Also it is proved in [2] that

(4.5) [P(D)w]l £

provided P(ξ, τ) (obtained from P(D) by replacing d/dXi by ξt and
d/dt by r) is of the form

where ζι~ms stands for any monomial of degree I — mό in the variables
ξi alone.

(4.4) corresponds to the case q = n; (4.5) to the case q = 0. Our
primary aim in this section will be to supplement these estimates
by (1) extending them to intermediate values of q, 0 < q < n, and
(2) deriving, for q < n, a necessary condition on P(ξ, r) for such
estimates to hold.

First we shall review and develop certain properties of the
Poisson kernels. The kernels are given by

(4.6) Kj(x; t) = A^+s)l2KjtS(x, t) ,

log *±±*L + cΔdτ

, τ)

Here bJtS and cjtS are appropriate constants; M+(ξ, τ) = ΠΓ-iί^ — Tt(ξ))
where τi(ζ)9 k = 1, , m are the m roots of L(ξ, τ) = 0 with positive
imaginary part (L(ξ, τ) is the polynomial obtained by replacing Θ/ίtef

by ξi and d/dt by τ in L(DX, Dt))\ the contour 7 surrounds the m
roots τi(ξ) and lies entirely above the real axis; Nj(ξ, τ) are poly-
nomials in τ such that

(4.7) f MLDMLlLdt = δjk

h M+(ξ,τ)
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In (4.6) and elsewhere below, if n = 1 then 1 dwξ is to be
Jlfl=l

understood as Σ«=±i
We shall state three lemmas concerning integrals such as occur

in (4.6).

LEMMA 4.1. Let F(ξ) be a function of the real vector ξ con-
tinuous on the sphere \ξ | = 1. Let τ0 be a complex constant with
Im τ0 Φ 0, and k an integer ^ 1. Then

w 'F(ξ)(x ξ £ C(\ x\

C depending on τ0, k, and max \ F\,
The proof of this lemma is given in Appendix 1 of [2]. This

same estimate will clearly hold if the integrand is replaced by

where 7 is a finite contour in the complex τ-plane bounded away
from the real axis, and F{ξ, τ) is continuous for r e γ , \ξ\ = 1.

LEMMA 4.2. / / λ ^ mό + s + 1,

(4.8a) I DλKjι81< C(\ x |2 + ty/« <•;+-*> .

If D* is any derivative of order λ ^ 0 in the variables x, then

(4.8b) I DΪB^Kjix; t) | < Ct(\ x |2 +

If h Φ j , λ ^ mό — mk + s, then

(4.8c) I Dλ

xBkKLs(x, t) I < CtQ x |2 +

In all these, C depends only on the ellipticity constant, bounds for
the coefficients in L and Bjf the complementing condition constant,
and all integers mentioned.

Proof. These estimates follow from Lemma 4.1 and the properties
of Nd and are given in [2] (eqs. (2.13)', (2.15)).

LEMMA 4.3. Let the first q (0 ^ q S n — 1) coordinates of n-space
be distinguished as in § 2, and write x = (x, x), ξ — (f, ξ). Writing
L(ξ, τ) = L(f, I, τ), let the polynomial L(ξ, τ) = L(0, f, τ), and simi-
larly Bi(ξ, z) — Bj(0, ξ, τ). Let Kjt8 be the Poisson kernels correspond-
ing to L and Bj in (n — q + ΐ)-space. Let P(D) be a homogeneous
differential operator of order > mά •+ s + q and P the operator
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obtained from P by omitting all differentiations with respect to com-
ponents of x. Then

<4.9) [ P{D)Kjs{χ t)dx = P(D)Kjs(x; t) .
J x—space

This lemma is proved in Appendix A.
The following is an interesting consequence of Lemma 4.3 and

the results of § 2. In this and the other theorems of this section,
C denotes a constant depending only on the quantities listed in Lemma
4.2.

THEOREM 4.1. Corresponding to the function w(x) given by (4.3)
define

w(x, t) = K^φ5(x) = \ A Kj(x - y, t)<Pj(x, y)dy ,
J y—space

so that x appears only as a parameter in the function φjm Also de-
fine W(x, t) = w — w. Then if I Ξ> mjf

(4.10) [FΓ] l 4 β ^ c[φjγt-mj+a ,

where the symbol [. ]ι+cύ is defined as is [. ]?+„, except that the
quantity inside brackets is considered a function of x alone (and
dependence on x is ignored).

This means that w and w differ by a function whose appropriate
derivatives have estimable Holder difference quotients with respect
to all n — q + 1 variables x, t. Actually the proof will show that
only those derivatives whose order with respect to components of x
is greater than I — m, need be excluded.

Proof. Let Dι be any derivative of order I in the variables x
and t. We assume I — m3- to be even; a similar proof goes through
for the odd case. Applying (4.6) and integrating by parts, as is done
in [2], we have

(4.11) Dιw = DιK5*φά = JDij(i/«c+«-H»J)^.β^(i/2)(ϊ-»,)9). β

Prom (4.8a) we know that (2.2) holds for the kernel DιΔ{ll2){nVS-ι+m^Kjt3f

so we may decompose the convolution into two terms as in (2.7):

Dιw =

where

- y; t)
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and satisfies

(according to Corollary 2.1); and

/2 = ί[ D ι Δ { i m { n Λ - s - ι ^
V J a?—space

which, according to Lemma 4.3, is simply

where

J3 = D'^^^^ήKj^I^^-^φjix, y) ,

and

I4 = Z)ίiα/2)^+^-ί+^)^s*i(1/2)^-^)^i(ίg, £) = DιK^φj(xf y) = Dιw(x, t) ,

the operators / and Δ denoting the Laplacian in x and x respec-
tively. Now (3.2) yields the estimate

(4.12) [Δuw—ϊφi®, y)]l £ C M _ m j + α ,

hence the usual boundary estimates ([2], or Theorem 2.1 with q — n}
indicate that

(4.13) [Ϊ3]a £ C[φj]^mj+a .

But since DιW= Ix + /3, (4.10) is proven.
We are now ready to develop the two principal theorems of this

section. The complementing condition states that for every ξ Φ 0,
the m operators Bj(ξ, τ) are, as polynomials in τ, linearly independent
modulo M+(ξy τ). It follows that every polynomial P(ξ, τ) admits a.
decomposition of the form

(4.14) P(ξ, τ) = a(ξ, τ)M+(ξ, τ) + ± a^B^, τ) ,

where a(ξ, τ) is a polynomial in r, but a(ξ, τ) and a,(ξ) are not
necessarily polynomials in ξ.

THEOREM 4.2. (Sufficient condition.) Let the polynomial P(ξ, τ)
be normalized and homogeneous of degree I Ξ> max [m3]. Let q be in
the range 0 ^ q ^ n — 1.* / / there exists a polynomial A0(ξ, τ) and
polynomials aoj(ξ) (of degrees I — mό) such that

* If q = n we know from [2] that (4.16) holds for every p of degree I.
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<4.15) P(0,ξ, τ) = A0(ξ, τ)L(0, ξ, τ) + Σ αOί ( | ) ^ (O, f, τ) ,

(4.16) ,

THEOREM 4.3. {Necessary condition.) Again let 0 <L q <^n — 1.
A necessary condition on P{ξ, τ) {normalized and homogeneous of
degree I) in order that the estimate (4.16) hold for all φi infinitely
differentiate and with compact support is that there exist a poly-
nomial A0{ξ, τ) and functions aoj{ξ), 1 ^ j ^ m, with aQj{—ξ) =
(-iγ-™Jaoj{ξ) such that (4.15) holds.

The difference between the two conditions is that only in the
first case are the aO3 {ξ) assumed to be polynomials. The author is of
the opinion that the condition in Theorem 4.2 is necessary as well as
.sufficient. Theorem 4.3 is proved in Appendix B.

Proof of Theorem 4.2. The case q = 0 is essentially the above-
mentioned result (4.5) obtained in [2]. Therefore assume 1 ^ q <
n — 1. From (4.15) it follows that

P{ζ, τ) = Λ(|, τ)L{ζ, τ) + ±aoj{ξ)Bj{ζ, τ) + Q{ξ, τ) ,

where Q is a polynomial every term of which contains as factor
some component of ξ. We write

P{D)w - Wτ + W2,

where (using (4.3), (4.6)),

W1 = A(Λ Dt)L{D)Kά*φj

(Here s is an integer of the same parity as n such that n + s + m5

— Z > 0.) Since LIT,- = 0, we may write

Also, writing iϋ = Σ ^ i αo;#; + β, we follow the procedure in [2] and
write

if £ — m,- is even, and

dxk

 >s dyk
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if I — mά is odd. For simplicity we consider only the even case.
Theorem 2.1 may now be applied by identifying the u in it with Wx

or W2f g with aojφs or ΔW){ι-m^φh and K with BJKJ or B4{ll*Hn+8mJ-l)

KjιS. Conditions (2.2) and (2.3a) must be verified. The first follows
from (4.8a), and for (2.3a) we use Lemma 4.3 and (4.8b):

\\BάK5dx ^ Ct(\ X

also, using (4.8c) and the fact that Q(0, ξ, τ) = 0 ,

= I R(0, D, A) "IS'

This establishes Theorem 4.2.

COROLLARY 4.2. If Dι is any derivative of order I involving
at least one differentiation with respect to a component of x, then

(4.17) [Dιw]r ^ C\φ&-m^ .

Proof. The operator Dι is a particular case of the type treated
in the theorem but in this case Wx = 0 and R(0, D, Dt) — 0, so t h a t
in applying Theorem 2.1 we see that C2 = 0 and the second statement
in that theorem holds.

We shall now return to the system (4.1). Our object will be to
find operators Q(D) such that Q{D)u will be estimable in various
senses in terms of / and φju Our first result is an immediate con-
sequence of Theorems 3.1 and 4.2. For these we shall think of t as.
the (n + l)-st component of x, t = xn+1, and let [u\Ul denote

[βjffii = Lu.b. I £>>u(x) I + l.u.b.

where the l.u.b.?s are taken over points x, xlf x2 in the domain of
definition of u, and over derivatives Dι which involve at least one
differentiation with respect to a component of x.

THEOREM 4.4. Let the normalized polynomial P(ξ, τ) of degree
I >̂ 2m satisfy (4.15) and u,f, and φά of compact support satisfy
(4.1). Then

(4.18) [P(D)u]l <Z

Furthermore if I > max [mj] and q > 0, then
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(4.19) [a]rϋ ^ c{[f]u~+* + Σ M - . i + « ) .

Proof. We use representation (4.2). Theorem 3.1 yields

mm ^ C[f]Um+« ,

and

The latter is obtained directly for derivatives Dιv containing at least
one differentiation with respect to a component x{ (1 g i ^ n) by
setting q = w; but we may differentiate Lv = f I — 2m times with
respect to #w+1 and solve for dιv/dxι

n+1 in terms of such, thus obtain-
ing the estimate in general.

Thus it follows that

and

m+« ( for Z > m , ) .

The former, together with Theorem 4.2, yields (4.18). To derive
(4.19) we represent

ΐ)ιKό*ψά = Dm)Kά*Dι-msfj ,

then apply Theorem 4.2 with q = n to obtain (4.19).

THEOREM 4.5. All the interior and boundary-type estimates
proved so far {i.e., Theorems 3.1 and 4.-4.4) remain true when the
smoothness requirements of the functions involved are relaxed to the
extent that they have only the differentiability and boundedness
properties implied in the statement of the corresponding estimate.
For example, (4.18) is true if only ue ^Ua, / e f̂-2m+*> d
Ψi e

Proof. The theorem follows from the fact that every function
φ e ^? + α ί may be approximated by functions φs e <έfl+1 in such a way
that lime_o IΦ* |!+« = IΨ |!+«. The φs may, for example, be defined by
<pε(x) = je(^)*φ(^)f where j e is the Friedrichs mollifier, jε(x) = e^j^x/ε),
ii(a?) being a function in <g^+1 with lii(a?)da? = 1, and £ = 0 for
\x\ > 1. Then it is an easy consequence of the "smearing" action
of i ε that I φs $ ^ I ψ |2. Also it is seen that at every point x where
φ is continuous, φε(x) —• φ(x). Since for every δ we can find such a
point of continuity x with | φ(x) \ > | φ \°0 — δ, it follows that
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limε_0 inf | φz |° ^ | φ |°. Combining the two inequalities, we have
lim^o I φs \o — I φ |§. But the same reasoning may be applied to de-
rivatives and difference quotients of φ, since these processes commute
with the convolution. Hence

lim I ψz \U« = I φ \UΛ
ε->o

as stated. Now in treating a typical Theorem such as 4.4, we first
continue u a short distance into the region t ^ 0 as a function with
the same smoothness properties as it has for t > 0, then define us =
js*u, fε = Lus, and φjs = Bάuz | ί=0. Then the theorem is true for utf

/ „ φ^ but [Pus]l -> [Pu], [fs]Um+« - [f]Um+; and [<pitγlMJ+Λ ->

[φjYi-mj+Λt s o it is true as stated.

5. Variable coefficients* The foregoing results concerning equa-
tions with constant coefficients in a half-space permit the derivation
of certain similar results for more general domains and variable coef-
ficients. The procedure we shall use is basically that in [2, § 7];
however, the arguments here will be more involved, and in the case
q < n, the results are much less general.

Let ^ be a domain in (n + l)-dimensional space with boundary
ϋ^, and consider the problem

L(x, D)u = f(x) , x e 3f ,

B3(x, D)n = <pj(x) , xe&r .

L(x, D) is assumed to be uniformly elliptic in 3f with ellipticity
constant E, and to satisfy the root condition of [2]. Also the Bά

are to satisfy the complementing condition of [2] with "determinant
constant" Δ.

As before let q be an integer, 0 S q ^ n9 and I an integer with
I ^ max [2m, m, ]; but now we permit the = sign in this latter in-
equality to hold only in the case m3- < 2m for all j . Let μQ = max
[1,1 — 2m] and μ, = max [1,1 — m.,]. We assume the coefficients of
L and i?,- to belong to classes ^l+lJ^Sί) and ^l+lJί&r) respectively,

and to have | I J ^ and | |;j+Λ norms bounded by the constant H.
In addition to these assumptions on L and Bjf we shall require

that coordinate tranformations may be introduced which, at least
locally, flatten out the boundary ^ , and such that the operators L
and Bj transform into operators of a special type. This special type
is that in which the coefficients of all derivatives of order 2m in L
and those of order ms in Bjf which involve only differentiations with
respect to "undistinguished" variables, be constant on the new flat
boundary. As will be shown in § 6, this assumption involves no loss
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of generality when q — n (this is the case when there is one "undis-
tinguished" direction, and it is normal to &). However for q < n
it limits substantially the generality of the results. There is one
exception however: the case when m = 1, Bx = 1, q = 0, and n = 1 or
2. In this case such transformations as required above are always
possible; however in this case the same a priori estimates may be
obtained much more easily by use of the known maximum principle
for second order elliptic equations.

Theorem 5.1 treats the case when the domain & is the half-
space xn+1 > 0, and L and B3 are of the special type. Theorem 5.4
indicates the same results to hold if L and B3 may be transformed
locally to operators of the special type, 2& at the same time being
flattened locally. Theorem 5.2 treats the case when L and B3 are
of special type throughout 3f\ then the full Holder continuity of /
is no longer required.

Constants appearing in this and the following section which
depend only on E> Δ, H, m, m3, a, and I will all be denoted by the
letter C. Whenever an operator appears with a tilde (~) over it, it is
to be understood that every term of the operator involves at least
one differentiation with respect to a component of x or in a "dis-
tinguished direction.". Symbols such as | \q..fx, where &x is a sub-
domain of ^ , simply mean the same as | |?.., except that the func-
tion in brackets is considered to have only ϋ?\ as its domain of defi-
nition. We shall also use the symbol | u \t+^ as defined on page 526.
An operator Q(x, D) with variable coefficients is said to be normalized
if the l.u.b. of all its coefficients for all x in its domain of definition
is one.

THEOREM 5.1. Let L(x, D) and B3(x, D) satisfy the above condi-
tions, and in addition assume L and B3 to be of the forms

(5.2) L{x, D) = L0(D) + L(x, D) + L^x, D) + lower order terms ,

(5.3) B3(xy D) = Bj0(D) + Bj(x, D) + lower order terms ,x

where Lo and B30 have constant coefficients, and Lx has coefficients
which vanish for xn+1 = 0. Let u{x),f(x), and ψ3{x) satisfy (5.1) in
the half-space xn+1 > 0, and have smoothness and boundedness prop-
erties which will guarantee the norms in (5.5) and in the proof of
the theorem to exist. Let P(x, D) be any homogeneous normalized
operator of degree I with coefficients in ^7+2 whose | |?+2 norms are

1 Terms of the form R(x, D)Bi(x, 0) (i Φ j), R an operator of degree mj - nn, would
also be permissible in the expression for Bf, but if they are present we may replace
Bj by Bj — RBί and ψj by φj — R(x, D)φu obtaining an equivalent boundary-value
problem in which they no longer appear.
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bounded by H, and which may be represented in the form

(5.4) P(x, D) = A(x, D)L0(D) + Σ as(xf D)Bj0(D) + P(x, D) + Px(x, D) m
3

where Px vanishes for xn+1 = 0, ond the aό involve no differenti-
ations with respect to xn+1. Then

(5.5a) I P(x, D)u | ^ CJl/lfiU. + Σ I <Pj |ί- ,+. + I u |s} ,

(5.5b) I u | Γ ϋ ̂  c{\f\ΐ±L+* + Σ I<Pi \ϊ-mj+« + \ n ή .

Proof. The proof will employ the following two lemmas, the
first of which is contained in the results of [2].

LEMMA 5.1. Let u e <g=7.ίί+β,, / e <g"l±}m+Λf φ3- € ̂ °ι-mj be solutions
to (5.1) in an arbitrary domain & with smooth enough boundary..
Then

(5.6) i u ir±i+e s c{\f\τ±L+. + s I <ps ι?- , + I u is}.

Proof. If i > max [2m, m, ] this follows directly from [2, Theorem
7.3]: there sf is identified with ^ , I is replaced by Z — 1, and the

inequalities \f\ΐ±}m-i+* ^ l/|?im-i+ and |9>y|r±i£i+ ^ l^yli-^ are em-
ployed. The other possibility is that max [m,] < 2m and I = 2m. Let
Si and S2 be concentric balls with radii 1 and 2 respectively, and center
in £&. Let a be some number such that the hyperplane xx = α in-

/(f > ^2, , »»+i)df (we may need to ex-
tend/outside & for this to be defined), and Fβ = 0 for β > 1. Then
Theorem 9.3 of [2] is applicable: set p = 2m — 1 and Jϊf = Sx. The
conclusion of that theorem is:

I u |?ii+? ^ C{Σ I Fβ \l+1 S2 + Σ I Ψi I?ίi i-. J + . + I ̂  IS}.

But l ^ l ^ 1 5 2 ^ 4 | / |2 + 1 and Fβ = 0, /9 > 1, so (5.6) holds in this case
also if a superscript Si is adjoined to the norm on the left. But i t
does not appear on the right and its center is arbitrary, so (5.6) is
valid as written.

LEMMA 5.2. Consider again the case when the domain sp is
the halfspace xn+1 > 0. Let b(x) be a function in ^ f ί i such that
b(χ) = 0 for xn+1 = 0, and \ b \f£ < H. Then for every derivative of
order I,

(5.7) \b(x)D*u i r 1 ̂  C{\f\ΐ±L+« + ψ<P, I?-, + I u|S} .
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Proof. Let v — b(x)u. Then

L{x, D)v = bf +

It follows from Lemma 5.1 that

ck(x)Dhu =
l

\1-mj I u 1
and

Φj \ΐ- Σ

Hence from the main boundary estimate of [2] (Theorem 7.3),

I v |f£ ^ C{\ f i r i 1 .^ + Σ I ̂  I?-, + I * 18 + M » .

But since for every derivative Dι we have

bDιu = Dιv + lower order terms

and since the lower order terms may be estimated by (5.6), and also
since | v \°0 ^ C\ u \°0, (5.7) follows.

Now to proceed with the proof of Theorem 5.1, let g% be the
class of homogeneous operators of degree I which have a representa-
tion of the form (5.4), and whose coefficients

(1) are in and have 1 norms bounded by if; and
(2) have first derivatives with respect to xn+1 in < ^ + 1 with norms

I ]£+1 bounded by H. Let If be the subclass consisting of those
operators in gf 0 with coefficients in r^ltl whose | |Γ+i norms are
bounded by H. Let 8 be a fixed number, 0 < δ < 1, which will be
defined later. We define the number M as

M = 4S-* lub I Q(x, D)u \l + lub | Q(x, D)u \l + [u\ΐ£
go %

with the lub's taken over all operators Q(x, D)e&0 and g7 respec-
tively. Then from the definition of | \% there is a point y and an
operator Q(x, ΰ ) G ^ 0 or in g3, or a derivative D\ such that one of
the following four quantities is > JΛf:

I Q(y, D)u{y) \ ,

(5.8)
( f o r s o m e , w i t h . =

(for some
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with U2 and U4 missing if q = 0. We shall carry out the proof first
under the assumption that U2 > J M. The proof for other cases will
then require only slight additional arguments. Therefore we assume
q > 0, Q 6 g% and U2 > Jikf. It may be assumed that | z — y | ^ δ
since if not, the quotient U2 will be < 2δ~° \Qu\l, and there will be
a point y' such that

U[ = 4 3 - I Q(u', i?M»') I > 2δ- I Q^ |°0 > U2

The argument thus reduces to the case when the first of the four
quantities in (5.8) is > JΛf, which case is treated separately.

Let ζ(t) be a ^oo function of a single variable such that ζ(t) = 1
for I ί I < 1 and ζ(ί) = 0 for | ί | > 2. Define

<5.9a) w(x) =

if both 7/ any 2 are further than 28 from <kf\ i.e., both /̂ and z have
(w + l)-st component ^ 2δ; and

(5.9b) W(χ) =

if either /̂ or z is nearer than 25 from £&; here T/̂  is the projection

of y onto &r, so that if y = (yx 2/n+1), ^ = (1/1, ••-,!/», 0).
Let us assume the latter alternative (5.9b) to be the case; the

proof for the former is similar. First, on the basis of (5.4), also
considering (5.2) and (5.3), we may express Q(y, D) as

(5.10) Q(y, D) = Qx(y, D) + Q2(y, D) ,

where Q2 vanishes for y on & and

Q1(y, D) = A(y, D)L'(yB, D) + % aά{y, Ό)B]{yB, D) + Q3(y, D) ,

where L' and B] are those parts of L and Bj consisting of highest
order terms only. Let us decompose the quotient Ϊ72 as follows:

(5.U) ±
8 M<
8 \z-y\

where

Q(z, D) - Q(y, D) u(z)

I, D)u(z) - Qjy, D)u(y) \
z-y\a
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τ - 1 Q>(v, D)fΦ) - Qi(v, DMv) 1
\z-y\"

Owing to the smoothness of the coefficients of Q and to the definiton
of g?0, we have

(5.12) 2\ S Cδ1-* lub | Q(x, D)u(x) |jj ^ C3M .
Qβ2

Theorem 4.4 (4.18), with Theorem 4.5 may be invoked to estimate
T2. In view of the definition of Qlf that theorem tells us the follow-
ing (where we have used u(y) = w(y), u(z) = w(z); notice also that
condition (4.15) "neutralizes" Q3):

(5.13) T2 =
2

l« - v\
^ C{[L'(yB, D)w(x)]U»+* Z ,

(yB, of course, is to be considered a constant when the norms on the
right are computed.) To further estimate the terms on the right,
we introduce the symbol Sδ to denote the sphere of radius 6<? about
yB. First, for any derivative Dl~2m,

(5.14) Dι-*»L'{(yB, D)w = ζDι~*»L'(yB, D)u

From (5.1), (5.2),

(5.15) Dι-^L'(yB, D)u(x) = Dι~^L{x, D)u(x) + Dt^(L(yB, D)

- L(x, D))u{x) - Dι-%mLx{%, D)u(x) + l.o.t.

= Dι~^f(x) + Q*{x, D)u -

+ l.o.t. ,

where

Q*(x, D) = (L(yB, D) - L(x,

Also

(5.16)

Now since the coefficients of L are in "gT+i, Q* is a combination of
derivatives of the form Dι with coefficients bounded in | |^+1 norm
by QHδ, for x e Ss. Since also | ζ |2+1 < Cδ-01, we have

[ζQ*(x, D)u\l ί£ C(δ[u\ΐ+a + δ^[u]J) .

By a standard calculus lemma (see for example [2, § 5]),

[β]? < e[ff]?+β + C(ε) I w [2
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for arbitrarily small ε. Choosing ε = δ°, we have

(5.17) KQ*u\l ^ CδM + C(δ) \u\l.

Lemma 5.1 easily yields

(5.18) [ζ (lower order terms)]: ^ C{|/|?_2w + Σ\φ3 \^mj + |u\°0}

For the same reasons

Combining this result with (5.14-18), we find

[L'(yB, D)w]Um+a ^ CδM + C(fl){|/!?-.*+- + Σ \ <ps |?_m. + | u |0
0}

|u 1

In exactly the same way one obtains

[B's(yB, D)wYι-~J+. £ CδM + C(δ){\f

Combining these results with (5.13), (5.12), and (5.11), we have

(5.19) M£ C2δM + C(δ){\f\U^« + Σ\ΨJ | ! - J + . + Iu|S}

with C2 independent of δ. The last two terms may be estimated
with the use of Lemma 5.2. We shall illustrate the method by
estimating T3. By hypothesis the coefficients of Q2 are in ^f+i and
vanish for xn+1 = 0; hence we may take out a factor xn+1 from each
and have left a function in ^ * + 1 . More specifically, define b(xn+1) to
be an infinitely differentiate function with \b\*?i< H assuming the
values

(ISO.

Then b may be factored out, and we have

Q2(x, D) = b(xn+1)Q4(x, D)

where the coefficients of Q4 are in ί^«+1 with | |;+1 norms bounded
by H. Since b satisfies the hypotheses of Lemma 5.2,

I b(xn+1)Q4(y, D)u(x) \:+ί ^ C{\f\ΐϋm+* + Σ I Ψi IS-., + I u |°0} .
3 J

But since zn+1 = yn+1, we may write

(5.20) T3 - 1 HVn+i)Q*(y> DM*) ~ b(yn+1)Qt(y, D)u(y) \

\% y\*
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_ I b(Zn+i)Q*(v, D)Φ) - b(Vn+ύQ*(y, D)u(y) \
\z - y\«

^ I b(xn+1)Q<(y, D)u(x) \l+1 ^ C{\f\p}m+. + Σ\φ5 |?_w. + | u |?] .

The same estimate holds for the next to last term in (5.19), so that
in all,

-(5.21) M ^ C2δM + C(δ){\f\ΐ±}m+a + Σ\φs | ?_ m j + β + | u |°0} .

If any one of the other three quantities Uu U3, or UA in (5.8) is
assumed to be > JJIf, then an inequality similar to (5.21) with other
constants C19 C8, C4, all independent of δ, may be derived, In the
case Ui > iM, then we define w again according to (5.9) (forgetting
about z). Tx will be missing from (5.11) and T2 and Γ3 are no longer
quotients, but rather 4δ-» \ Qλ{y, D)u{y) | and 4d~« \ Q3(y, D)u(y) \ re-
spectively. Theorem 4.5 again yields (5.13) except for an extra
factor <5~* on the right. Repeating the argument from this point
on, we obtain (5.21) with C2δM replaced by Cβ^M. Us and U4 may
be treated in similar manners.

Now the definition of δ is clear:

<5.22) 8 = min [(2C1)"1/1"a, (2C2)~\ (2C3)-\ (2Q- 1] ,

so that C1δ
1~αi ^ 1/2, and Cfi ^ 1/2 (i = 2, 3, 4). Putting all terms in

M on the left, (5.21) now implies (5.5a). Also since | u \Ui = I S \ΐ±i+» +
\u\Ui = M + I u iΓ-iί+β a n ( i since the last term here may be estimated
with Lemma 5.1, (5.5b) is deduced and the theorem proved.

The condition (5.2) imposed on L is really only a condition on L
at the boundary xn+1; consequently the full Holder-continuity of / is
needed for the estimate (5.5). The following theorem will only utilize
jf's Holder continuity with respect to So; but as a price for it a con-
dition on L analogous to (5.2) is imposed throughout the domain; and
also the class of operators which are estimable is reduced.

THEOREM 5.2. Let L, Bjy u,f, and φά satisfy the hypotheses of
Theorem 5.1, except that f is required merely to be in ^7?-2m+α>, αwd
L(x, D) is of the form

{5.23) L(x, D) = LID) + L(x, D) + lower order terms.

Then

<5.24) I u |?+i ^ C{\f\Um+« + Σ*\<Pi \ϊ-mj+« + I " IS}

Proof. The proof is the same in outline as that of Theorem 5.1;
the following are the only differences. The pseudonorm [uYttl takes
the place of M, so that U1 and U2 are missing from the list in (5.8).
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Taking the case Z74 ̂  l/8[β]Γ£l, Theorem 4.4 (4.18) is again invoked
to yield (5.22). Again this takes the place of (5.13) and the argument
is the same, except that the superscripts n in (5.16-19) are to be
replaced by q, and last two terms in (5.19) are now missing. This
proves the theorem.

Theorems 5.1 and 5.2 were based on the assumption that £& is,
or may be mapped onto, a half-space in such a manner that the
transformed operators L and B3 satisfy certain properties. The fol-
lowing theorem serves to indicate that such a transformation property
of ϋ^, L, and B3 need only be local; i.e., we assume only that every
point in £& near the boundary has a neighborhood which may be
mapped onto a hemisphere, L and B3 being transformed under this
mapping in the desired manner.

Specifically, we assume that some portion Γx of the boundary ϊ&
(it may happen that Γx = <%r) is covered by a network of q families
of "distinguished curves," each of class ^f+i, with no two curves
of the same family intersecting each other, and no two curves from
any two families tangent at any point. Then there will be q curves,
one from each family, passing through each point in Γlm It is
along these curves that we shall assume certain functions to be Holder
continuous. If Γ1 Φ 32, we speak of another portion Γ2 with Γx U Γ2 =
&, and Γ2 overlapping Γx so that the boundaries Γx and Γ2 are
bounded away from each other by some number cZx > 0. We also
assume these q families may be extended in some manner to cover a
subdomain 3f± adjacent to Γu 3fx having the properties that 3fx Π
3ί — Γ19 every point of Sfx is nearer than 2dx to Γlf and every point
of 3ί-3ίx is further than dt from Λ-Γ2.

Our smoothness assumptions on £^will be very much the same
as those made in [2, Theorem 7.3]. First of all, we assume Γ2 to be
of class ^Γ+2 and to satisfy the other requirements which are imposed
in Theorem 7.3 of [2] on the boundary portion Γ spoken of there.
Next, concerning Γx and £&x, we suppose there is some number
d tίdx such that evey point y e 3Pλ has a neighborhood Ny whose
boundary contains a portion of Γx and which may be mapped by a
one-to-one ^Γΐί mapping J7~y onto the hemisphere Sίf (|α?| = 1, xn+1

> 0) of radius 1 and center at origin in (n + l)-dimensional ^-space
in such a manner that the following conditions are fulfilled:

(1) The image of y is closer than 1/3 to the origin.
(2) Ny Π ikf is mapped onto the flat portion <^ 0 of the boundary

of 3$f. Also, denoting the image of Ny (Ί 3fi by Jg^, the distin-
guished curves in Ny n 3f\ are to be mapped onto line segments in
3$fly which are parallel to the first q coordinate axes. In accordance
with our usual practice, the first q coordinates of a point x in
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will be grouped together in x, and the others in x (these will not
be defined outside <%?ly).

(3) L and B3 are transformed into new operators Ly and Bjy

with the same smoothness, ellipticity, and complementing conditions
as the original ones. We assume the same constant H will serve for
the transformed operators independently of y.

(4) The transformed operators Ly and Bjy may be expressed, in
Sίf, in the form:

(5.25) Ly(x, D) = Xy(x)Loy{D) + Ly{x, D) + Lly(x, D)

+ lower order terms ,

where D denotes differentiation with respect to the x9 Loy is an
operator with constant coefficients, Lly vanishes on ^ϋ(i.e., for xn+1 — 0);
and for x e 3ίfly, each term of Ly involves a differentiation with
respect to a component of x (this with be true of all operators below
with a " ~ " ) . Also for xn+1 = 0,

(5.26) Bjy(x, D) = βy(x)Bjoyφ) + Bόy{x, D) + l.o.t.

Note that the ellipticity and complementing conditions guarantee Xy

and βy to be bounded away from zero by a constant depending on H.
Referring back to the original coordinate system, let g" be the

class of operators P(x, D) defined in &r with coefficients in c^ltl,
whose I Ifίi norms are bounded by H, with the property that when
subjected to any transformation _^7, P assumes the form

(5.27) P,(x, D) = Ay(x9 D)Loyφ) + Σa,{x, D)B30yφ) + Py(x, D) + P19(x, D),

where Py and Ply have the same properties as Ly and Lly. Let if
be the subset of g7 consisting of those P which assume the form

(5.28) Pv(x, D) = Py(x, D)

with each transformation J7~ y. Of course for points x in 2$-2$x

there are no distinguished directions and consequently there is no
condition (except smoothness) imposed on P(x, D) there.

The symbol [ψix)]^1 will be used below to denote

(5.29) Mf+?> = lub I D'ψ(x) I + tub ' D ^ ~ D'

where the first lub is over all points x e & x and derivatives of order
I; the second, over all derivatives Dι and points xu x2e &λ such that
whenever x2eNXl, the images xx and x2 have the same components x
(i.e., xx and x2 may be joined by a curve pieced together from portions
of distinguished curves). A similar meaning is attached to | ψ \\£*
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and \ψ\UΪ.

THEOREM 5.3. Let L, BJf and & satisfy the above conditions.
Let u9f, and φs satisfy (5.1) and have the differentiability prop-
erties implied below. Then if P(x, D)e g ,

(5.31) I P(x, D)u|i^i <£ C{\f\ΐlL+a + Σ\Ψj \\X£m + Σ \φ5\tl%

Furthermore, if P e g 7 , then

(5.32) I Pu | :+ 1 ^ C{\f\ΐ+L+« + Σ\φό \U%% + Σ\φj \tl% + \u

Proof. We first define a third class g 0 consisting of all oper-
ators P{x, D) with the same properties a those in g% except that
the coefficients need not be differentiate in any tangential direction.
Nevertheless, they are to be in £f «+1. In other words, when subjected
to any ^ y , the coefficients are to be in ^ £ + 1 and to have Holder
continuous derivatives with respect to xn+1. The corresponding norms
are to be bounded by H. Let δ be a number to be defined later,
and define

(5.33) M = 4δ-« lub | P(x, D)u |§ ̂  + lub | P(x, D)u | ί ^ + lub | Pu \:+1 .

Then there is a point ye£& and an operator Q(x, D)e& (or go) or

an operator Q(x, D)eξf such that one of the following four quan-

tities is >

(5.34) U1 = 4δ-

U __ \Q(z,D)u(z)-Q(y,D)u(y)\

z-VΓ

(for some z e 3fx with z = y for every transformation

U4 = \Q(z,D)u(z)--Q(y,DMy)\ {fo

lί yί &ι, Ux and U2 are missing from the list, and if q == 0, ?72 and
Z74 are missing.

First we assume g > 0 , ye &lf Q e g , and ί72 > &Af. It may be
assumed that z e Ny and that \z — y\^δ (see the proof to Theorem 5.1).
Subject the coordinates to the transformation ^~%. Then | z — y \ ^
δ' = (1/A;)S, where Λ: is the minimum expansion coefficient for the
transformations j ^ \ . We assume δ to be small enough so that δ* ^
i. Define
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<5.35a) w(x) =

if both y and z are further than 2δ' from βg?0; and

(5.35b) w(x) =

if not (here yB is the projection of y onto βg?0). Since | y | ^ i and
,| y — 2 I <* I it follows that w always has support in , ^ .

We assume alternative (5.35b) as the proof for the other is similar.
It is seen from (5.25), (5.27) that after transformation the operator
Q may be written as

(5.36) Q(y, D) = Qx{y, D) + Q2(y, D) ,

where

QiiV, D) = J&J2-L',(yB, D) + Z a i g ' ^ B'jt(y, D) + Q3(y, D) ,

where L'y and B'jy are those parts of Lυ and Bjy consisting of high-
est order terms only, and Q2 vanishes for yn+1 = 0. Then

(5.37) \M ^ Tγ + % + Ts ,

where

τ _ I (Q(z, D) - Q(y, D))u{z) \
1 ιF^¥r '

τ _

τ _

I Qι(y, D)Φ) - Qi(ϋ,

1Q4S, D)Φ) - QJLy,

\z-y\

The smoothness of the coefficients of operators in £? tells us

(5.38) T^CM.

Theorem 4.4 (4.18), with the aid of (5.36), may be applied to yield

,<5 39) Ά = 1 Qjy, D)w(z) -Qjy, D)w(y) \

12-1/1"
^ C{[L'y(yB, D)w]Um+» + X, [B'jy(yB, D)w}^mj+a} .

Ss, be the sphere of radius 6§' about yB, so the support of w is
in Ss>. As in (5.14), we have

Dι-*»L'y(yB, D)w = ζDι-™L'y(yB, D)u + γiΊk
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and from (5.25),

Di-*"L'k(yB, D)u(x) = λ ^ X λ ^ ) ) - ^ ! - 2 - ^ , D)u + Q*(x, D)u(x)

(5.40) + λ ^ X λ ^ ) ) " 1 ! ^ , D)Dι-^u{x)

+ lower order terms ,

where

Q*(x, D)u = {Ly(yB, D)D1-^ - Xy{xB){X{x))-'Ly{x, D)Dι~2™}u .

Since Ly(x, D)u = f(x) and \y is estimable from above and below in.
terms of H, the first term on the right in (5.40) makes a contribution,
to Dι~2mL'y(yB, D)w which is estimable in [•]; norm by C(δ) |/|?_2m+α,
(as in (5.16)). Now Q*(x, D) is clearly the image under ^~y of an
operator in g", and furthermore this operator has coefficients bounded
in | |*+1 norm by Cδ for some C depending only on H. Therefore, as.
in (5.17),

I ζQ*(x, D)u(x)]:+1 ^ CδM + C(δ) I u

Thus by continuing the reasoning we obtain

(5.41) I L'y{yBy D)w]ΐ_2m+« < CδM + C(δ){\f\ΐ_2m+a + Σ\Ψj | U , + I u \°0}

λ ^ ) ) - 1 ! , ^ , D)D*-*»u]l

In the same manner we obtain

(5.42) [B},(ya, D)w]Umj+α £ CδM + C(δ){\f |?_2w +

In this latter we use the fact that

then combine (5.41) and (5.42), estimate Γ3 and the last term irt
(5.41) by Lemma 5.2, define δ to be small enough so that all terms,
involving M may be transposed to the left side of the inequality,
and (5.31) is proved for this case. A similar proof goes through if
the other alternative in (5.35) holds or if U19 U3, or U4 is >\M and
y e ^ i . Finally, if y £ &rl9 the boundary estimates of Agmon, Douglis,.
and Nirenberg [2, Theorem 7.3] may be applied directly to estimate
U3 and U4 in terms of \f\ΐ±lfj and Σ\φj\ι^α. This completes the
proof.

6» The case q = n. In this section we shall see that somewhat
more concerning equations with variable coefficients may be said when
q = n than when q < n. In fact, most of the properties of solutions-
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of elliptic boundary value problems which are true under complete
Holder-continuity assumptions (q — n + 1) of the functions involved
Are also true (or analogs of them are true) under assumptions cor-
responding to the case q = n. Assuming q — n we shall be able (1)
to demonstrate improved versions of Theorems 5.1 and 5.3, and (2)
to prove an existence theorem concerning problem (5.1).

First we consider the problem when 3f is the half-space xn+1 > 0.
The assumption q — n means that all functions concerned are Holder
-continuous in all directions except possibly that of the #w

THEOREM 6.1. Let L and Bj satisfy the ellipticity, complement-
ing, and smoothness conditions stated as hypotheses to Theorem 5.1.
If u(x) e ςf ?+Λf f(x) e <έ?Um+«, <Pj(x) e 9f ?—,+«,, satisfy (5.1) for xn+1 >
€, then

{6.1) \u\ΐ+.+ \u IΓK + ^ C{|/|?_2m+* + Σ\φ3- \^mj+ω +\u\°0}.

Proof. We shall first show that without any further hypotheses,
L and B3 may be put into the form (5.2), (5.3), and that the corre-
sponding set & includes all derivatives Dι. Then an estimate of
the form (6.1), with, however, l/lΓίL+c* replacing |/|Γ_2»+* on the
right, clearly follows immediately from (5.5). With no loss of gener-
ality we may assume the coefficient of d^/dx^ in L(x, D) to be identi-
cally 1. Then setting LQ(D) = d2m/dxT+1 and Lx = 0, (5.2) is obtained.
Since the complementing condition assures us that in each B3 there
is a derivative dmήdxZlx with non-vanishing coefficient, we do the
same thing here (Bj0 = dmj/flαC+i). Also every derivative Dι is trivially
of the form (5.4) with, in fact, Px — 0 and a3 = 0, so is contained
in g\

Lastly we must show that (6.1) is correct as it stands, rather
than with |/|Γ-2m+α> on the right. To do this we refer to the proof
of Theorem 5.1, in particular to (5.19). At that stage the proper
superscript n appears on the right, but it is changed to n + 1 when
the last two terms are estimated (by means of Lemma 5.2). In the
present case, however, these last two terms are absent (we have
mentioned that Lx — 0, and T3 is absent because Q2 = 0 in (5.10)), so
that the superscript n remains, and (6.1) is valid.

We now pass to the analog of Theorem 5.3. In that theorem
q families of distinguished curves were assumed to cover £grlf a
portion of &. It will be more convenient in the present case to
speak of a one-parameter family of ^-dimensional hypersurfaces cover-
ing ^ Ί , the boundary portion Γx = 3ίx Π 3ί being one of this family.
This amounts to the same thing, and the proof is unchanged; moreover
this permits the inclusion of the important case when Γx — !2f but
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£2f may not be covered with an ti-parameter family of curves with,
the required regularity properties holding everywhere (for example,
when ^ is a sphere in 3-space). Along with this change in point
of view, assumption (2) preceding Theorem 5.3 should be changed to
require that these ^-dimensional hypersurfaces be mapped onto hyper-
planes xn+1 = const. We shall discard hypothesis (4) altogether.
Lastly we define a new domain ϋ^2 with the properties that 3fx U
^ 2 = ^ , ^ 0 ^ = Γ2. If Λ = 3ί, Γ2 = 0 and ^ 2 is an interior
domain.

THEOREM 6.2. Let St, &lf &2, L, and Bά satisfy the hypotheses
of Theorem 5.3, with the above modifications, and excluding (5.25),
(5.26). Then if u(x),f(x),φ3- satisfy (5.1) and have the required
smoothness properties,

(6.2) iuirs + iuir^1 ^ αi/ir-iv. + \f\tlf+ι + Σ\φi\τ£J+Λ +1ui».

Proof. Since q = n, any operators L and Bj automatically sat-
isfy (5.25) and (5.26); and in fact with Lly — 0. Also clearly any
derivative Dι is in g% and any such directional derivative involving
a differentiation in a direction tangent to a distinguished hypersurface
is in gΓ. Hence (6.2) would immediately follow from Theorem 5.3 if
the first two terms on the right were replaced by \f\ΐ-L+<* But a&
in Theorem 6.1, the fact that Lly = 0 and that Ply is not needed in
(5.27) results in our not having to require Dι~2mf to be Holder con-
tinuous in the one undistinguished direction, for points in i ^ > ^ 2 .
This completes the proof. This theorem is analogous to Theorem 7.3
Of [2].

The domain ^ 2 was introduced not only for greater generality,
but also because in general such a domain would be needed for
topological reasons; it is not always possible to cover the entire domain
3f with a regular family of hypersurfaces, one of which is &. I t
is therefore important that such a covering be resticted to &fx»
However the theorem may be improved to the extent that / still
need not be fully Holder continuous in £^2 If there is a second
family of distinguished hypersurfaces covering &% in a regular man-
ner, and not necessarily fitting in with the first family in ^ Π ^ 2 ,
then the second term on the right of (6.2) may be replaced by
\f\"JvJ+ay which is of course to be understood as defined with re-
ference to the second family. The proof offers no difficulties but we
shall not give it.

Our final task will be to prove that a solution to the basic prob-
lem (5.1) may be expected to exist under the smoothness hypotheses
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corresponding to q = n, provided one exists under the stronger hy-
potheses corresponding to q — n + 1. But first we consider questions
of uniqueness. It is clear from the remark on page 517 that if
fe ί r r i m + α ^ ) (and ψi e ΐf Γ-mj+«(^)) then any solution u e ^7+Λ^i)
Π ̂ Γΐ i (^ 2 ) to (5.1) is in 9r?ΐ*(^). For any ίth order directional
derivative Dιu written in terms of local coordinate system, which
involves a differentiation in a distinguished direction is completely
Holder continuous; but then the only derivative Dι not involving
such a direction is also completely Holder continuous, for it may be
expressed by means of the differential equation in terms of / and
derivative Dι. Hence under the hypotheses of Theorem 6.2, if problem
(5.1) has at most one solution in ^ Γ ί i ( ^ ) for every fe ^ΐ-L+Λ^)*
then it has at most one solution u e ^Γ+Λ(^Ί) Π ̂ Γ ί i ί ^ ) for every
fe <g"ΐ-2m+a Π ^ r ^

THEOREM 6.3. If uniqueness holds in problem (5.1) with q = n,
then the term \u\°0 may be omitted from (6.2).

Proof. If this were not true, there would be a sequence uv of

functions in <if ? + X^) n <£f ΓΐX^i) with \ IM* \£\J*ll \Lu |?J^+Λ> and
I Bάu

v \γjiJ+a bounded, but | u" |0° and | u |?+J or | u |f+f1 — oo. Define the
new sequence W = t6v/|^v|S Then

but I W |S = 1, and according to (6.2), | Uv |Γίi and | u> \n

x^ are bounded.
From this last fact we know the derivatives of the form DιϊΓ to be
equicontinuous, and there is a subsequence v,k—*u with Dιΰk —*Dιύ,
and Dλύι —> Dλΰ, λ ^ I — 1, all these convergence processes being
uniform. Write L in terms of local coordinates xjf where x =
(xlf " ,xn). Then if a(x) is the coefficient of d2m/dx2™+1 in this ex-
pression, we have dιΰk/Θxι

n+1 = Σ (coeffs.) Dιΰk + lower order terms +
(a(x))-\dι-2mldxι

n-+\m)Lΰk. Since the last term approaches 0 as fc-^oo,
dιΰk/dxn+1 converges uniformly to a function, which will therefore be
dιΰ/dxι

n+lf and U will satisfy

Lΰ = 0 in & ,

Bjΰ = 0 on & .

But ΰ Ξ£ 0, which contradicts the uniqueness assumption, and the
theorem is proved.

THEOREM 6.4. Let &, &rl9 &2, L, and Bj satisfy the hypothe-
ses of Theorem 6.2. Suppose the problem (5.1) has a unique solution
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for every fe <g"i±l»+Λ(3r) and φJe<ϊfΐ-mj+Jk&)- Then
it has a unique solution u e ^*+«(^Ί) Π ̂ ΐ+ii^t) for every fe

Π if fίiW^i) and φj e <&ϊ-mj

Proof. Given any fe ίr?_2 m + α(^i) Π ΐf ? i W ^ ) , let the family
fs(x) be made up of functions in ^-L+A-S?) such that as ε —> 0,
Dkf2—>Dλf,X^l — 2m, for every point in 3! at which the latter
derivatives are continuous; and |/ s IΓ-fLv*—* l/IΓ-flV*. For example,
we could set /ε(#) = je*f with j ε as defined in the proof to Theorem
4.6. By assumption and Theorems 6.2, 6.3, for each ε there is a
unique uΈ(x) e ^?+a(^r) such that

Lus = / ε in

#;^ε = 9>i on

and

I β. i r i 1 ^ +1 ^ ιr+fi ^

Hence the norms | us \ΐ+^ and | uε \"J^1 form bounded sets. We shall
show that the set of functions uz is compact in ^Γ+Λ-^i)- The
boundedness of the norms |Se|Γ+«, shows the set of derivatives Dιus

to be equicontinuous. Denoting by £^δ the portion of 2$λ that remains
after a ^-neighborhood of every point of discontinuity of Dι~2rrιf has
been deleted, it is clear that the Dι~2mfs will be equicontinuous in
^ δ . Solving the differential equation for dιus/(dxn+1)\ the only ίth
order derivative not of the form Dιus, we see that it, hence all DιuZJ

are equicontinuous in i^θ, and a subsequence of the us converges to
a function uh which satisfies the differential equation Lu5 = / in £^δ,
and the boundary conditions BjU& — ψj on &. Now taking a sequence
of positive numbers 3V —> 0 and a diagonal subsequence of the us, we
find that the latter converges to a function u e <if f+*(^Ί) Π ^Γ+iί^j)
which satisfies (5.1).

APPENDIX A. Proo/ o/ Lemma 4.3. What we shall show spe-
cifically is that if the contour 7 and function F(ξ, r) are as in Lemma
4.1, k > q, and ί1 is differentiate with respect to ς for r e 7 , [f | =
1, then

(A.I) ( (βg( dωξ[ F(l I; τ)(aj. + ξ + tτ)~kdτ
J x —space J If 1=1 JY

) ( f c - g - l ) ! Γ ^ f
(fc — 1)! J i f i=i J1)!

With this established, (4.9) will follow as a special case, in view of
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(4.6) (see the definition of bJtS in [2]). The lemma tells us nothing
new in case q — 0. First we prove it for the case q = 1, x = xλ\ an
obvious iteration process will then yield the result for the general
case. First we recognize that

)(χ.ξ + tτ)-kdτ

i \ / i
1 — k dxx J I?ι=i ξ1

where " P F " indicates that the integral is taken in the principal
value sense. This is easily checked by forming the derivative as the
limit of difference quotients. Letting / denote the left side of (A.I),
it follows that

(A.2) / = rr^-τ-W dω,\ J - F(ξu | ; τ){χ.ξ
1 — k Uίf=i J7 ξ1

Now let ζδ(ίi) be an infinitely differentiate function depending on a
small parameter d > 0, such that

ζβ(f1) = O for

!) = l for

The principal value integral (A.2) may be converted into an ordinary
integral by subtracting from the coefficient of ξr1 in the integrand
any even smooth function of fx which takes on the same value as
the original coefficient when ξx = 0. For this function we choose

F(0, ξ(l - 3)-1'1; rJCifOil - ξiy-n+3)l\χ l(l - fϊ)-1/s + ίr)1-^.

Carrying out the subtraction in three parts, we obtain I = Ix + /2 +
73, where

- F(0,1(1 - ^)- 1 / 2; τ)
1 — k Uιeι=i ()y

— As Uiίi=i

(x ξ + tτγ-hd

F(0, |(1 - a

i rr r

— fc Uieι=i
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The coefficient of (...) 1 + f c in the integrand of Iλ is a continuous and
bounded function of ? on \ξ \ — 1; hence by Lemma 4.1 the integral
is bounded by C(\ x |2 + t2f~k (C possibly depending on <5), which
approaches 0 as a?!—• ±oo. Hence Ix = 0.

Next we use the mean value theorem to write the fraction in
the integrand of I2 as

/I £2\-l/2 1

i ± ^ i ί 6(A! - l)(x& + $ ξ{l- ξYm + tτ)-k ,
SI

and observe that

(Λ £2\-l/2 1

-^ ^ < ?χ for fx < 1/2 .
SI

It is then easy to see that for xλ large enough and fi ^ I #i l~1/2> the
integrand of J2 is bounded by C(x, t) \ xλ |~1/2 independently of ξ and
T. Also for ξλ^\x11~1/2 and x1 large enough the integrand is bounded
by O(δ, x, t) I x& \~k ̂  C(8, x, t) \ xx \~x (since k ^ 2). Both of these
bounds approach zero as x1—• ±oo, so we conclude that /2 = 0.

To analyze I3 we use the fact that

( G(ξl9 ξ)dωξ = [ dξS A G(ξ191(1 - £ )

and obtain, after rearranging terms,

(A-3) / = / , = f
1 — fc J i ί i = i

• Σ(« l + ίrHΓ x& ξ +
r=l U - l

Now changing to a new integration variable ^ = xλξu

First we estimate the last integral. For xx large enough, \ξ1\ > 1 —
2<5, \x£t + α | + tτ\ > ί̂ i/2, so that the integral is less in absolute
value than 2dx1(x1/2y-k = C<5#i+1-fc. For r < fc - 1 this vanishes as

Xl—> +oo, and for r = fc — 1 it remains bounded by Cδ. As for the
first integral,

lim ί*1 (u + x-ξ + tτ)r-kdu = lim (u + ί | + tr) r + 1 -*l β l = 0
βi-^ooj-*! r + 1 — fc J-*i

for r < fc — 1. For r = fc — 1 the same integral
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= limlog ». + g j + fc = T π i .

Hence all terms of the summation in (A.3) vanish except the one
with r = k — 1, and

I = - ^ i - ί Λ dωΛ ^(0,1; r)(δ, I + tr)l-*dr + 0(3) .
fc — 1 J I 5 I - 1 JY

But since 5 may be arbitrarily small, the term here of order δ is
really zero, and we have proven (A.I) for the case q = 1. But if
q > 1 the above procedure may be iterated by integrating successively
with respect to x19 , xq. Thus Lemma 4.3 is proved.

APPENDIX B. Proof of Theorem 4.3. We shall prove that a
necessary condition for (4.16) to hold is that in every representation
(4.14), the a,j(ξ) satisfy

(B.I) α i ( 0 f - D = ( - l ) I - i α i ( 0 f | ) .

That this implies the condition stated may be demonstrated by setting
αoi(l) = aiΦ, I) and showing that there is a polynomial A0(f, r) such
that

α(0,1, r)M+(0, ξ, τ) = Ao(|, r)L(0f I, r) .

Since

P(-f, -τ) = (-l) ! P(ί, τ), M+(-f, - r ) = (- l ) M"(ff r)

where M+(ξ, τ)M~(ξ, τ) = L(ξ, τ), and B^-ξ, - r ) = ( - l ) - ^ , ^)- we
have from (4.14) and (B.I)

α(0,1 τ)M+(0, ξ, τ) + Σ oy(0,1)^(0,1, r)
i

= P(0,£,r) = ( - l ) ι P ( 0 f - £ - τ )
= (~iy+wα(0, - I , -τ)M-(0, £ r) + J? ̂ (0,1)5,(0, | , r) .

Hence

, - I , -τ)ilί-(0, ξ, τ) = α(0, | , τ)M+(0, | , r) .

But for I Φ 0, 7kf+(0, | , r) and Λf~(0, | , τ), as polynomials in r, have
no factors in common; hence ikf~(O, f, τ) must divide α(0, | , r):

α(0,1, τ)M+(0,1, τ) = A0(ξ, τ)M~M+ = Ao(l τ)L(0, | , τ) .

Now we proceed to show that (B.I) is necessary. Assume, on
the contrary, that there is a value f = | 0 such that αy(0, — | 0 ) ^
(—l)*-miα(0, | 0 ) . We shall construct a family of functions
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that [9>5]?-»j+* are bounded as ε —> 0, whereas [Pw*]l are not (here w*
is defined in terms of φ) by (4.3)). We may rotate the coordinate
system so that | 0 is directed along the αvaxis; also since the aά are
homogeneous of degree I - mjf it may be assumed that | ξ01 = 1: f0 =
(0, - . . ,0 ,1) .

Define

η*(s) = 0 for s g - ε ,

= sι~mJ for s ^ ε ,

and smooth it off in the range — ε ^ s ^ ε so that it is an infinitely
differentiable function whose derivatives of orders ^l — m, are mono-
tonically increasing in — ε ^ s <g ε. Our sequence 9>* will be

where ζ(s) is a ^ ^ function with ζ = 0 for | s \ > 1 and ζ = 1 for
I s I < 1/2. It is easily checked that φι-mηdxι-mj)φ)(x) is bounded in-
dependently of ε; hence so is [<^]!_mj+Q>. We shall show that P(D)w*
may be made arbitrarily large by choosing ε and t small. We assume
I — m5 to be even; the proof for odd case is similar. At this point
we apply representation (2.7) to (4.3) after integrating by parts as
before; and for this purpose we redefine x — (xx , xn^)9 x — xn.
Hence

P{D)w* - PJW^s-i+^Kj.AΛ^^'ψjiy) ~ Δ{ι-m^φ\(xx, . ..,&•-!, yn)]

+ \^J{1>2)iι-mM<Xi * -i, VnW*(xn -yn; t)dyn

where

K*(xn; * ) = ( ( " PΔ{m{n+s~ι+mj)KJιS{xf t)dxx dxn^ .

Since the behavior of φ) with respect to the variables x19 , xn-t

is essentially independent of ε, the bracketed expression in the first
term on the right is certainly bounded by const. \x — y \", where the
constant is independent of ε. Hence by the methods of Theorem 2.1,
this first term and its Holder difference quotients are bounded by a
constant independent of ε. Also Lemma 4.3 with (4.6) and (4.14)
tell us

.; ί ) = const. Σ ί P(0> £., r)W0, &., r) dτ

' A ) AΓ+(0, ξ., τ)[xnξn + tτ]

= const. Σ t
« M = ± i J y , ξn, τ)
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const. Σ (».£• + ^o)'1 Φ, ξn, τ)Nj(0, £., τ)

, Σa^O, ξJBijO, ξn, τ)N3{0, ξ%, τ) An.
+ Jf+(0, ?., τ) ώ Γ '

where τ0 is a point on 7 and on the imaginary axis: τQ = i | r o | The
first term on the right may be written as

const. Σ «t dτ[ J^-(xnξn +
ξn=±i Jγ Jr0 M +

hence estimated (Lemma 4.1) by const. t{x\ + ta)~1. By virtue of the
properties of iV3 , the final term may be expressed as

1 + (-». + ίTo)"1

, 1) - a3{0, -1))
j(0, l ) r o ί , Δθj

where Δa3- = α,(0,1) — α/O, —1). Thus

K*(xn; t) = K*(xn; t) + const.
xn - τot

where | Kf \ < const. t{x\ + t2)'1. Therefore, using the fact that

S oo

[tl((%n — VnY + t2)]dVn ^ bounded independently of t and xn, and
—00

Δ{ m{ι~mi)φ){x) is bounded independently of ε, we have (setting x — 0)

, xn)

TΓε + const. (Jαy)Γ ζ(| yn \)^SMl[(Xn ~ yβ) - tτo]^dyn ,

where | Wz\ < const, (independent of ε). Now this last integral may be
written as Iλ + 72, the two parts corresponding to the ranges — ε <
yn < 1/2 and 1/2 < yn < 1 (the integrand vanishes for yn < — ε and
2/Λ > 1). At this point we set xn = 0. Then since (dι~m^'/dyι~mήψ(yn)
= (Z — my)! for yn > ε and | yn — ίr 0 1" 1 < 4 for #Λ > 1/2, I2 is easily
estimated as

|72(0, ί ) | < const. (Z-my)I

For 7L we obtain

S l/2

Dι—η*[-yu - tτJr'dy,
- ε

(-yn - ίrβ)]
ι_'ϊ



550 PAUL FIFE

S l/2

_D*-»s+ψ log (-yn - tτo)dyn

= -(Aa,i)(l - mj)l log (-1/2 - tr0)

^ - tτo)dyn .

The first term in the last expression is independent of ε and t. By-

construction, Dι~m^ιη2{yn) is a nonnegative function vanishing for

Z)t-*j+iy*dyn = (ϊ — m,-)!. Since r0 is imaginary,

-I fe l o g ( - v . - ί r Q ) = i I log(yi + I ίr 0p) I ̂  11 log(ε2 + * Ί τ01
2) |

for t and ε small enough and \yn\ < ε. Therefore the last integral
in the expression for iί(0, t) is unbounded as ε and t approach 0, and
the theorem is proved.
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