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#### Abstract

Let $X$ be a discrete symmetric Banach function space with absolutely continuous norm. We prove by the method of generalized hermitian operator that an operator $U$ on $X$ is an onto isometry if and only if it is of the form: $$
U f(.)=u(.) f(T .) \quad \text { all } \quad f \in X,
$$ where $u$ is a unimodular function and $T$ is a set isomorphism of the underlying measure space. That other types of isometries occur if the symmetry condition is not present is illustrated by an example. We completely describe the isometries of a reflexive Orlicz space $L_{\Delta \phi}\left(\neq L_{2}\right)$ provided the atoms have equal mass (the atom-free case has been treated by G. Lumer); similarly for the case that no Hilbert subspace occurs.


We shall reproduce some definitions and results from [4] which will be needed in the sequel.

Definition. Let $X$ be a vector space. A semi-inner-product on $X$ is a mapping [,] of $X \times X$ into the field of numbers (real or complex) such that

$$
\begin{aligned}
{[x+y, z] } & =[x, z]+[y, z] \\
\lambda[x, z] & =[\lambda x, z] \text { for all } x, y, z \in X \text { and } \lambda \text { scaler } . \\
{[x, x] } & >0 \text { for all } x \neq 0 \\
|[x, y]|^{2} & \leqq[x, x][y, y]
\end{aligned}
$$

We call $X$ a semi-inner-product space (in short, s.i.p.s.). If $X$ is a s.i.p.s., one shows easily that $[x, x]^{1 / 2}$ is a norm on $X$. On the other hand, let $X$ be a normed space and $X^{*}$ its dual. For each $x \in X$, there exists by the Hahn-Banach theorem, at least one (and we shall choose one) functional $W x \in X^{*}$ such that $\langle x, W x\rangle=\|x\|^{2}$. Given any such mapping $W$ from $X$ into $X^{*}$ (ank in general, there are infinitely many such mappings), it is at once verified that $[x, y]=\langle x, W y\rangle$ defines a semi-inner-product (s.i.p.).

Definition. Given a linear transformation $T$ on a s.i.p.s., we call the set $W(T)=\{[T x, x]:[x, x]=1\}$ the numerical range of $T$.

An important fact concerning the notion of numerical range is the following [4, Th. 14]:

Let $X$ be a complex Banach space, and $T$ an operator on $X$.

Although there may be many different s.i.p. consistent with the original norm of $X$, in the sense that $[x, x]=\|x\|^{2}$, nonetheless, the convex hulls of numerical range of $T$ relative to all such s.i.p. are equal. It has real numerical range with respect to one s.i.p., then it has real numerical range with respect to any other s.i.p. inducing the same norm.

Definition. Let $T$ be an operator on a complex Banach space $X$, then $T$ is called hermitian if its numerical range is real, relative to any s.i.p. consistent with the norm.

1. A general setting. We shall call an algebra $A$ over the complex field $C$ a ${ }^{*}$-algebra if there is a mapping $*$ defined on $A$ satisfying:
(i) $a \in A$ implies $a^{*} \in A$.
(ii) $(a+b)^{*}=a^{*}+b^{*}$ and $(\lambda a)^{*}=\bar{\lambda} a^{*}$.
(iii) $\left(a^{*}\right)^{*}=a$ and $(a b)^{*}=b^{*} a^{*}$ for all $a, b \in A$ and $\lambda \in C$. An element $a$ such that $a^{*}=a$ is said to be self-adjoint (s.a.). Every element $a$ of a ${ }^{*}$-algebra can be written in a unique way: $a=u+i v$ where $u$ and $v$ are s.a. A *-algebra-isomorphism $\rho$ is an algebra isomorphism on a *-algebra $A$ with the condition that $(\rho(\alpha))^{*}=\rho\left(\alpha^{*}\right)$ for all a in $A$.

Let $X$ be a complex s.i.p.s. and $A$ be a *-algebra with a topology. Assume that $X$ is a two-sided module over $A$. Suppose that there is a net $\left\{e_{\alpha}\right\}$ in $A$ such that $\lim _{\alpha} f e_{\alpha}=f$ for all $f$ in $X$. For a ${ }^{*}$-subalgebra $A_{0}$ of $A$ such that $A_{0}$ is a subset of $X$, and $\left\{e_{\alpha}\right\}$ is contained in $A_{0}$, the following holds:

Theorem 1. Suppose that for any s.a. $h$ in $A, H_{h} f=h f$ for all $f$ in $X$ defines a bounded hermitian operator on $X$; and that conversely every bounded hermitian operator is of this form. Then any onto isometry $U$ of $X$ when restricted to $A_{0}$ is given by

$$
U f=\lim _{\alpha} \rho(f) U e_{\alpha}
$$

where $\rho$ is $a^{*}$-algebra-isomorphism on $A$.
Proof. Let $h$ in $A$ be s.a., then $H_{h}$ is a bounded hermitian operator on $X$. On the other hand, let a s.i.p. [,] on $X$ be given, then $[f, g]^{\prime}=\left[U^{-1} f, U^{-1} g\right]$ defines another s.i.p. on $X$ inducing the same norm. It follows that

$$
\left[U H_{h} U^{-1} f, f\right]^{\prime}=\left[H_{h} U^{-1} f, U^{-1} f\right] \text { is real for all } f .
$$

Thus $U H_{h} U^{-1}$ is another hermitian operator on $X$, and by hypothesis there is a s.a. $\hat{h}$ in $A$ such that

$$
U H_{h} U^{-1} f=H_{\hat{h}} f \quad \text { for all } f \text { in } X .
$$

Clearly the mapping $h \rightarrow \hat{h}$ is linear. If $\hat{h}=0$, then for all $f \in X$, $U H_{h} U^{-1} f=0$; in particular $U H_{h} U^{-1} U e_{\alpha}=U\left(h e_{\alpha}\right)=0$. Since $U$ is one to one, $h e_{\alpha}=0$ and $\lim _{\alpha} h e_{\alpha}=h=0$. Hence this mapping is one to one. We shall set $\rho(h)=\hat{h}$. With s.a. $h$ and $h^{\prime}$ in $A$,

$$
H_{\rho\left(t k^{\prime}\right)}=U H_{l k^{\prime}} U^{-1}=U H_{k} U^{-1} U H_{k^{\prime}} U^{-1}=H_{\rho(k)} H_{\rho\left(h^{\prime}\right)} .
$$

Thus $\rho\left(h h^{\prime}\right)=\rho(h) \rho\left(h^{\prime}\right)$. Extending $\rho$ on $A$ trivially by letting

$$
\rho\left(h+i h^{\prime}\right)=\rho(h)+i \rho\left(h^{\prime}\right),
$$

it can easily be shown that $\rho$ is a *-algebra-isomorphism on $A$. For all $f$ in $A_{0}, U\left(f e_{\alpha}\right)=U H_{f} U^{-1} U e_{\alpha}=\rho(f) U e_{\alpha}$, so that

$$
U f=\lim _{a} \rho(f) U e_{\alpha} .
$$

2. Function spaces. Let $X$ be a Banach function space with absolutely continuous norm [6] over a $\sigma$-finite measure space $(\Omega, \Sigma, \mu)$.

Lemma 1. Assume that $\omega$ is a measurable subset of $\Omega$ and let $P$ be the projection of $X$ onto the subspace $E$ of functions in $X$ vanishing outside $\omega$. Then for any hermitian operator $H$ on $X$, PHP is a hermitian operator on $E$.

Proof. Since $X$ has absolutely continuous norm $X^{*}=X^{\prime}$, the associated space of $X$. Let $W$ be a mapping as before. Then a consistent s.i.p. on $X$ is given by: with each $g \in X$,

$$
[f, g]=\langle f, W g\rangle=\int f W g \quad \text { for all } f \in X
$$

Without loss of generality we can take $W g$ to be $\chi W g$ if $g \in E$ where $\chi$ is the characteristic function of $\omega$. Then for all $g \in E$ such that $\|g\|=1$, we obtain

$$
[H g, g]=\int H g \chi W g=\int \chi H g \chi W g=[(P H P) g, g]
$$

which is real valued. Thus $P H P$ is hermitian on $E$.
Lemma 2. [5, Lemma 7]. If $h \in L_{\infty}$ is a real function, the operator $H_{h}$, defined by $H_{h} f=h f$ for all $f \in X$, is a bounded hermitian operator on $X$; and $\left\|H_{k}\right\|=\|h\|_{\infty}$.

We shall use the following fact several times later.

Lemma 3. For $\alpha, \beta, \gamma$ complex numbers such that $e^{2 \theta} \alpha+e^{-i \theta} \beta+\gamma$ is real for all $0 \leqq \theta<2 \pi$, then $\alpha=\bar{\beta}$ and $\gamma$ is real.

Let $E$ be a two-dimensional Banach space. Denote the element $f$ of $E$ as a function defined on the set $\Omega=\{x, y\}$. We shall assume that the norm in $E$ has the following properties:
(1) $\quad\|f\|=\||f|\|$.
(2) $|f| \leqq|g|$ implies that $\|f\| \leqq\|g\|$ with all $f, g \in E$.

The real functions in $E$ can be considered as points in the twodimensional Euclidean plane; let $\gamma$ be the convex curve of the boundary of its real unit ball. At each point $p \in \gamma$ there is a supporting hyperplane, and suppose that the normal vector at $p$ to the hyperplane is given by $(\alpha, \beta)$. We shall define $\operatorname{sgn} g$ as the function

$$
\operatorname{sgn} g= \begin{cases}0 & \text { if } g=0 \\ \frac{|g|}{g} & \text { otherwise }\end{cases}
$$

Lemma 4. For any nonzero $g \in E$

$$
[f, g]=\|g\| A(g)\{f(x) \operatorname{sgn} g(x) \alpha(g)+f(y) \operatorname{sgn} g(y) \beta(g)\}
$$

where

$$
A(g)=\left\{\frac{|g(x)|}{\|g\|} \alpha(g)+\frac{|g(y)|}{\|g\|} \beta(g)\right\}^{-1} \quad \text { and } \quad(\alpha(g), \beta(g))
$$

is a normal vector at $(|g(x)| /\|g\|,|g(y)| /\|g\|)$ for all $f \in E$, defines a consistent s.i.p. on $E$.

Proof. Clearly it is linear in $f$ and $[g, g]=\|g\|^{2}$. First we assume that $f$ and $g$ are real valued. The fact that $\|g\|=\| \| g\| \|$ implies that the curve $\gamma$ is symmetric with respect to both axes. The function $A(g)\{s \alpha(g)+t \beta(g)\}$ has absolute value no greater than one on the region between the two lines $L_{1}$ and $L_{2}$ where they are two chosen supporting hyperplanes at $(|g(x)| /\|g\|, \mid g(y)\|/\| g \|)$ and $(-|g(x)| /\|g\|,-|g(y)| /\|g\|)$ with normal vectors $(\alpha(g), \beta(g))$ and $(-\alpha(g),-\beta(g))$ respectively. So that $A(g)\|g\|\{|s \alpha(g)|+|t \beta(g)|\} \leqq\|g\|$ for all $(s, t) \in \gamma$. For all nonzero $f \in E,(|f(x)| /\|f\|,|f(y)| /\|f\|) \in \gamma$, we obtain

$$
A(g)\|g\|\{|f(x) \operatorname{sgn} g(x) \alpha(g)|+|f(y) \operatorname{sgn} g(y) \beta(g)|\} \leqq\|f\|\|g\|
$$

Now in the above inequality, only the absolute values are involved, it holds for all complex functions $f$ and $g$ as well.

Let $X_{n}$ be a $n$-dimensional real Banach space ( $n \geqq 2$ ) and $S$ its unit ball. We shall fix a basis for $X_{n}$ and denote every element $x$ as a point in the $n$-dimensional Euclidean space $E_{n}$. Define a function $F$ on $E_{n}$ as $F\left(x_{1}, x_{2}, \cdots, x_{n}\right)=\left\|\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right\|-1$. For each $i=$ $1,2, \cdots n$, let $e^{i}=(0, \cdots, 0,1,0, \cdots 0)$ ( 1 at the $i$-th position).

Lemma 5. Let $S^{\prime}$ be an open set of $E_{n}$ consisting of smooth points of $X_{n}$, then the function $F$ has continuous first partial derivatives at every point of $S^{\prime}$.

Proof. If $x$ is a point of $S^{\prime}$, then the norm function is Gateaux differentiable at $x$ [7]. Therefore with $i=1,2, \cdots, n$

$$
\lim _{t \rightarrow c} \frac{\left\|x+t e^{i}\right\|-\|x\|}{t}=\frac{\partial F}{\partial x_{i}}(x) .
$$

Suppose $W$ is as before, then from [5, Lemma 1]

$$
\|x\| \frac{\partial F}{\partial x_{i}}(x)=\left\langle e^{i}, W x\right\rangle=\left[e^{i}, x\right]
$$

Since the norm topology of $X_{n}$ and that of $E_{n}$ are equivalent, the weak star compactness of the unit ball of $X_{*}^{*}$ and the smoothness of $S^{\prime}$ implies that this mapping $W$ is weak star continuous on $S^{\prime}$. Thus $\partial F / \partial x_{i}(x)$ is continuous on $S^{\prime}$.

Lemma 6. Let $H$ be a hermitian operator on $E$ and

$$
H=\left[\begin{array}{cc}
a & b \\
c & d
\end{array}\right]
$$

Then either $b=c=0$ or else $b / \bar{c}>0$ and $E$ is a Hilbert space; in either case $a$ and $d$ are real numbers.

Proof. We shall start by proving that the set $S^{\prime}=\{(s, t): s \neq$ $0 \neq t\}$ consists of smooth points if $b$ and $c$ are not both zero. For $0 \leqq \theta \leqq 2 \pi$, let $f=\left(e^{2 \theta} s, t\right)$ be such that $(s, t) \in S^{\prime}$ and $\|f\|=1$, then by Lemma $4[H f, f]=A(f)\left(a s \alpha+d t \beta+e^{-i \theta} b t \alpha+e^{i \theta} c s \beta\right)$ is real, where $(\alpha, \beta)$ is the normal vector of a supporting hyperplane to the real unit ball $S$ at $(s, t)$. We have by Lemma 3 that

$$
\text { bt } \alpha-\bar{c} s \beta=0
$$

We assume that $c \neq 0$. If $b=0$ then $\beta=0$ for all such $f$ and $\gamma$ is a rectangle. As $\beta=0$ cannot occur on all four sides of a rectangle, $b$ and $c$ are not zero. $(\alpha, \beta)$ is uniquely determined up to a scaler multiple. Therefore the hyperplane is unique and every point of $S^{\prime}$
is smooth. Now for $b$ and $c$ being nonzero, the function $F(s, t)=$ $\|(s, t)\|-1$ is differentiable at $(s, t) \in S^{\prime}$. The hyperplane is thus given by the tangent plane. So that for all $g \in E$ such that $g(x) \neq$ $0 \neq g(y)$, the linear functional in Lemma 4 can be replaced by

$$
[f, g]=A(g)\|g\|\left\{f(x) \operatorname{sgn} g(x) \frac{\partial F}{\partial s}+f(y) \operatorname{sgn} g(y) \frac{\partial F}{\partial t}\right\}
$$

and we obtain the equation

$$
\frac{b t}{\bar{c}} \frac{\partial F}{\partial s}-s \frac{\partial F}{\partial t}=0
$$

Now $(b / \bar{c}) t^{2}+s^{2}$ satisfies the partial differential equation. By the uniqueness of solution, the curve $\gamma$ is given by the equation $s^{2}+(b / \bar{c}) t^{2}=$ $K$. Since the unit ball is bounded, $b / \bar{c}$ and $K$ must be positive. Then an inner-product on $E$ can be defined by

$$
(f, g)=\frac{f(x) \overline{g(x)}}{K}+\frac{b f(y) \overline{g(y)}}{\bar{c} K} .
$$

Thus $E$ is a Hilbert space.
For nonzero $g \in E$ such that $g(y)=0$, by Lemma $4[f, g]=$ $\|g\|^{2} f(x) / g(x)$ for all $f$ in $E$. As $[H g, g]=a\|g\|^{2}$ is real, $a$ is real; similarly $d$ is real.
3. Discrete symmetric Banach function spaces. Let $X$ be a Banach function space with absolutely continuous norm and the measure is purely atomic; so that $X$ is a sequence space. Assume that $X$ is symmetric, i.e., if $f$ in $X$ and $\phi$ is an isomorphism of the atoms, then $\|f\|=\|f(\phi)\|$. Choose the set of all characteristic functions of atoms to be a fixed basis for $X$. Let $H$ be a hermitian operator on $X$ and be represented as an infinite matrix $\left(\alpha_{i j}\right)$, then Lemmas 1 and 6 imply that $a_{i j}=\bar{a}_{j i}$.

Lemma 7. If there is a hermitian operator $H$ on $X$ such that its matrix representation is not diagonal, then there is a hermitian operator $H^{\prime}$ on $X$ with all nonzero off diagonal entries.

Proof. We write $H=\left(a_{i j}\right)$. Assume that without loss of generality that $a_{12} \neq 0$; then $\bar{a}_{21} \neq 0$. Suppose that $i_{1}$ is the smallest positive integer such that $a_{1 i_{1}}=0$. Define $U_{1}$ on $X$ as operator obtained from the identity $I$ by interchanging its 2 nd and $i_{1}$-th row. Then $U_{1}$ is isometric and $H_{1}=U_{1} H U_{1}$ is hermitian. Choose $\alpha_{1}>0$ such that $\left\|\alpha_{1} H_{1}\right\| \leqq 1 / 2$ and the matrix entries of $a_{1 j}$ of $H+\alpha_{1} H_{1}$ are nonzero for all $2 \leqq j \leqq i_{1}$. Assume that this has been done for $i_{n}$ steps and
let $i_{n+1}$ be the smallest integer greater than $i_{n}$ such that $\alpha_{1 i_{n+1}}=0$. Again let $H_{n+1}=U_{n+1} H_{n+1} U_{n+1}$ where $U_{n+1}$ is the isometric operator obtained from $I$ by interchanging the 2 nd and $i_{n+1}$-th row. Take $\alpha_{n+1}>0$ with $\left\|\alpha_{n+1} H_{n+1}\right\| \leqq 1 / 2^{n+1}$ and the matrix entries $a_{i j}$ of $H+\sum_{1 \leqq k \leqq n+1} \alpha_{k} H_{k}$ are not zero for $j=2, \cdots, i_{n+1}$. Then the operator $G_{1}=H+\sum_{k \geqq 1} \alpha_{k} H_{k}$ is a bounded hermitian on $X$. Its entries $a_{1 j} \neq 0$ for all $j \geqq 2$. With $i=2,3, \cdots$ let $V_{i}$ be the operator by interchanging first and $i$-th row of $I$. Then $G_{i}=V_{i} G_{1} V_{i}$ is hermitian and its entries $a_{i j} \neq 0$ for $j=1,2, \cdots, i-1, i+1, \cdots$. Choose a sequence $\left\{\beta_{i}\right\}$ of positive numbers such that $\sum_{\beta_{i}}<\infty$ and for each $k=2,3, \cdots$ the first $k$ rows of $\sum_{1 \leq j \leqq k} \beta_{j} G_{j}$ are not zero except may be at the $(j, j)$ position. Then $H^{\prime}=\sum \beta_{j} G_{j}$ is the required hermitian operator.

Let $X_{n}=\{f \in X: f(k)=0$ all $k>n\}$. Suppose that $S$ is the real unit ball in $X_{n}$ as represented in the $n$-dimensional Euclidean space $E_{n}$ and $\gamma$ its boundary. For $\alpha \in \gamma$ there exists at least one supporting hyperplane to $S$ at $\alpha$ with a normal vector ( $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ ).

Lemma 8. For nonzero $g \in X_{n}$,

$$
[f, g]=A(g)\|g\|\left\{\sum_{1 \leqq j \leqq n} f(j) \operatorname{sgn} g(j) \alpha_{j}\right\} \quad \text { all } f \in X_{n}
$$

where $A(g)=\left\{\sum_{j=1}^{n}|g(j)| /\|g\| \alpha_{j}\right\}^{-1}$ and $\left(\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}\right)$ is the normal vector to a hyperplane at $\left(\frac{|g(1)|}{\|g\|}, \frac{|g(2)|}{\|g\|}, \cdots, \frac{|g(n)|}{\|g\|}\right)$, defines a consistent s.i.p. on $X_{n}$.

The proof is similar to that as in Lemma 4.

Lemma 9. If there is a $H^{\prime}$ as in Lemma 7, then the set $S^{\prime}=$ $\left\{f \in X_{n}: f(j) \neq 0\right.$ all $\left.j\right\}$ consists of smooth points.

Proof. Let $\left(x_{1}, x_{2}, \cdots, x_{n}\right) \in S^{\prime} \quad$ and $\quad k=1,2, \cdots, n-1, g_{k}=$ $\left(x_{1}, x_{2}, \cdots, e^{i \theta} x_{k}, \cdots, x_{n}\right)$ in $X_{n}$ is of unit norm where $0 \leqq \theta<2 \pi$. The restriction of $H^{\prime}$ to $X_{n}, H_{n}=\left(a_{i j}\right)_{i, j=1,2, \ldots n}$ is hermitian by Lemma 1 and

$$
\begin{aligned}
{\left[H_{n} g_{k}, g_{k k}\right]=} & A\left(g_{k}\right)\left\{\left(a_{11} x_{1}+\cdots+e^{i \theta} a_{1 k} x_{k}+\cdots+a_{1 n} x_{n}\right) \alpha_{1}+\cdots\right. \\
& +e^{-i \theta}\left(a_{k 1} x_{1}+\cdots+e^{i \theta} a_{k k} x_{k}+\cdots+a_{k n} x_{n}\right) \alpha_{k}+\cdots \\
& \left.+\left(a_{n 1} x_{1}+\cdots+e^{i \theta} a_{n k} x_{k}+\cdots+a_{n n} x_{n}\right) \alpha_{n}\right\} \\
= & A\left(g_{k}\right)\left\{e ^ { i \theta } \left(a_{1 k} x_{k} \alpha_{1}+\cdots+a_{k-1 k} x_{k} \alpha_{k}+a_{k+1 k} x_{k} \alpha_{k+1}+\cdots\right.\right. \\
& \left.+a_{n k} x_{k} \alpha_{n}\right)+e^{-i \theta}\left(a_{k 1} x_{1}+\cdots+a_{k k-1} x_{k-1}\right. \\
& \left.\left.+a_{k k+1} x_{k+1}+\cdots+a_{k n} x_{n}\right) \alpha_{k}+\cdots\right\}
\end{aligned}
$$

is real valued. By Lemma 3 we obtain the system of equations:

$$
\begin{equation*}
\left(\sum_{\substack{j=1 \\ \neq k}}^{n} a_{k j} x_{j}\right) \alpha_{k}-\sum_{\substack{j=1 \\ \neq k}}^{n} \bar{a}_{j k} x_{k} \alpha_{j}=0 \tag{1}
\end{equation*}
$$

for $k=1,2, \cdots, n-1$.
For every real number $\beta$, let $U$ be a diagonal matrix whose first diagonal element is $e^{-i \beta}$ and the rest is one. In place of $H^{\prime}$ we substitute $U H^{\prime} U^{-1}$. Then the resulting matrix elements are changed only for the first row and first column; and the subsequent form of equations (1) are:

$$
\begin{gathered}
\left(\sum_{j=2}^{n} a_{1 j} e^{-i \beta} x_{j}\right) \alpha_{1}-\sum_{j=2}^{n} \bar{a}_{j_{1}} e^{-i \beta} x_{1} \alpha_{j}=0 \\
\left(a_{k 1} e^{i \beta} x_{1}+\sum_{\substack{j=2 \\
\neq k}}^{n} a_{k j} x_{j}\right) \alpha_{k}-\left(\bar{a}_{1 k} e^{i \beta} x_{k} \alpha_{1}+\sum_{\substack{j=2 \\
\neq k}}^{n} \bar{a}_{j k} x_{k} \alpha_{j}\right)=0
\end{gathered}
$$

for $k=2,3, \cdots, n-1$. With any fixed $\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ where $x_{j} \neq 0, j=$ $1,2, \cdots, n$, we shall show that this system is linearly independent for some $\beta$; equivalently we show that the following matrix is rank $n-1$ :

$$
\left[\begin{array}{ccccc}
\sum_{j=2}^{n} a_{1 j} e^{-i \beta} x_{j} & -\bar{a}_{21} e^{-i \beta} x_{1} & \cdots & -\bar{a}_{k 1} e^{-i \beta} x_{1} & -\bar{a}_{n 1} e^{-i \beta} x_{1} \\
-\bar{a}_{12} e^{i \beta} x_{2} & a_{21} e^{i \beta} x_{1}+\sum_{j=3}^{n} a_{2 j} x_{j} & \cdot & -\bar{a}_{n 2} x_{2} \\
\vdots & & \cdot & & \vdots \\
-\bar{a}_{1 k} e^{i \beta} x_{k} & \cdot & a_{k 1} e^{i \beta} x_{1}+\sum_{\substack{j=2 \\
\neq k}}^{n} a_{k j} x_{j} & \cdots & -{ }_{n} \bar{a}_{k} x_{k} \\
\vdots & \cdot & & & \vdots \\
-\bar{a}_{1 n-1} e^{i \beta} x_{n-1} & -\bar{a}_{2 n-1} x_{n-1} & \cdot & \cdot & \cdot \\
\hline
\end{array}\right.
$$

If we take the first $n-1$ columns, we obtain a square matrix and its determinant is a polynomial $P\left(e^{i \beta}\right)$ of degree $n-2$. The coefficient of the $e^{i(n-2),}$ term is obtained by finding the determinant of the following matrix:

For $k=2,3, \cdots, n-1$, we add $\bar{a}_{k 1} e^{-i \beta} / a_{k 1}$ multiple of $k$-th row to the first row. We obtain by the condition that $a_{1 k}=\bar{\alpha}_{k 1}$ a matrix of non-
zero diagonal elements and whose entries above diagonal are zero. Thus the polynomial $P$ is not identically zero and the original matrix has rank $n-1$ for some $\beta$. Thus we may assume that the system (1) is linearly independent. This implies that the normal vector ( $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{n}$ ) is uniquely determined up to a multiple of constant. The proof is complete.

Theorem 2. Suppose that $H$ is a hermitian operator on $X$, then either there is real valued function $h \in l_{\infty}$ such that

$$
H f=h f \quad \text { for all } f \in X
$$

and $\|H\|=\|h\|_{\infty}$ or else $X$ is a Hilbert space. Conversely for every real valued function $h \in l_{\infty}$ the above formula defines a hermitian operator on $X$.

Proof. The converse is the content of Lemma 2. Assume that there is a hermitian operator $H$ on $X$ which is not diagonal, then Lemmas 7 and 9 imply that the function $F$ defined on $E_{n}$, given by $F\left(x_{1}, x_{2}, \cdots, x_{n}\right)=\left\|\left(x_{1}, x_{2}, \cdots, x_{n}\right)\right\|-1$, is differentiable at points of $S^{\prime}$. So that the supporting hyperplane at $g \in S^{\prime}$ is given by tangent place and the system (1) can be replaced by

$$
\sum_{\substack{j=1 \\ \neq k}}^{n} a_{k j} x_{j} \frac{\partial F}{\partial x_{k}}-\sum_{\substack{j=1 \\ \neq k}}^{n} \bar{a}_{j k} x_{k} \frac{\partial F}{\partial x_{j}}=0
$$

$k=1,2, \cdots, n-1$. Observe that the function $\sum_{i=1}^{n} x_{i}^{2}$ satisfies this system. Let $x^{0}=\left(x_{1}^{0}, x_{2}^{0}, \cdots, x_{n}^{0}\right)$ be a point on the unit ball and $\sum_{i=1}^{n}\left(x_{i}^{0}\right)^{2}=K$ for some $K>0$. For all other $x \in S^{\prime}$ which is on this sphere we have

$$
F(x)=F\left(x^{0}\right)+\int_{\Gamma} \operatorname{grad} F=\int_{\Gamma} \sum_{i=1}^{n} \frac{\partial F}{\partial x_{i}} \frac{d x_{i}}{d s} d s
$$

where $T=\left(d x_{1} / d s, d x_{2} / d s, \cdots, d x_{n} / d s\right)$ is the unit tangent vector. If $F(x) \neq 0$, since $\operatorname{grad} F . T$ is continous, then there is a $s_{0}$ such that $x\left(s_{0}\right) \in \Gamma$ and $\operatorname{grad} F\left(s_{0}\right) . T\left(s_{0}\right) \neq 0$. But $T\left(s_{0}\right)$ at $x\left(s_{0}\right)$ is on the tangent plane to the sphere at $x\left(s_{0}\right)$ and grad $F\left(s_{0}\right)$ is normal to this plane, this is a contradiction. Therefore $F(x)=0$ and all $x \in S^{\prime}$ such that $\sum_{i=1}^{n} x_{i}^{2}=K$ are on the real unit ball. As the surface $\gamma$ is continuous, this equation gives the set of points on $\gamma$.

This will suffice to imply that $X_{n}$ is a Hilbert space, since an inner-product on it can be found to give the original norm. The absolute continuity of the norm thus implies that $X$ is a Hilbert space.

If $X$ is not a Hilbert space, then every $H$ on $X$ is real diagonal and the rest is clear.

Theorem 3. Suppose $U$ is an isometry from $X$ onto itself and assume that $X$ is not a Hilbert space. Then there is a fixed unimodular function $u$ and an isomorphism $T$ of atoms such that

$$
U f(.)=u(.) f(T .) \quad \text { for all } f \in X
$$

Conversely such a transformation always defines as isometry on $X$.
Proof. The line of argument follows that of Theorem 5 below. $u$ is unimodular because of the symmetry condition on $X$.
4. Reflexive Orlicz spaces. Let $L_{M \Phi}$ be a reflexive Orlicz space defined by the convex function $\Phi$. We assume that $\Phi$ is everywhere finite. Suppose that the measure is finite.

Lemma 10. [5, Lemma 6]. Let $H$ be a bounded hermitian operator on $L_{\mu_{\phi}}$. If $\Omega^{\prime}, \Omega^{\prime \prime}$ are a.e. disjoint, i.e., $\mu\left(\Omega^{\prime} \cap \Omega^{\prime \prime}\right)=0$, let $\chi^{\prime}$ and $\chi^{\prime \prime}$ be their characteristic functions; then $\int_{\Omega^{\prime}} H \chi^{\prime \prime}=0$ if and only if $\int_{\Omega^{\prime \prime}} H \chi^{\prime}=0$.

Lemma 11. [5, Th. 9]. Suppose $H$ is as above, and $\mu$ is purely nonatomic, then either there exists a real valued function $h \in l_{\infty}$ such that $H f=h f$ for all $f \in L_{M}$ and $\|H\|=\|h\|_{\infty}$ or else $L_{M \Phi}=L_{2}$.

Let $(\Omega, \Sigma, \mu)$ be a general measure space and decompose $L_{M \Phi}=$ $L_{M \Phi}^{\prime}+l_{M \varnothing}$ where $L_{M \phi}^{\prime}$ are functions on nonatomic part and $l_{M \phi}$ are functions on purely atomic part.

Lemma 12. Suppose $H$ is as above, then either $L_{\alpha_{\varphi}}$ is $L_{2}$ or else $L_{M \oplus}^{\prime}$ and $l_{M \oplus}$ are both invariant under $H$.

Proof. Assume that $L_{M \phi}$ is not a $L_{2}$ space. Let $\Omega^{\prime}$ be a nonzero atom and $\chi^{\prime}$ its characteristic function. Suppose that $H \chi^{\prime}$ is not zero on a nonatomic set $\Omega^{\prime \prime}$, and $\int_{\Omega^{\prime}} H \chi^{\prime} \neq 0$. Take $\chi^{\prime \prime}$ to be the characteristic function of $\Omega^{\prime \prime}$. Then for $\alpha \geqq 0$ we obtain the equality as in the proof of Lemma 11 [see 5]:

$$
\Psi\left(\frac{\alpha}{\left\|\alpha \chi^{\prime \prime}+\chi^{\prime}\right\|}\right)=\alpha \Psi\left(\frac{1}{\left\|\alpha \chi^{\prime \prime}+\chi^{\prime}\right\|}\right)
$$

where $\Psi=1 / 2\left(\Phi^{+}+\Phi^{-}\right)$and $\Phi^{+}, \Phi^{-}$are the right and left hand derivatives of $\Phi$ respectively. Since $\Omega^{\prime \prime}$ is nonatomic, we may replace
$\Omega^{\prime \prime}$ by subset of $\Omega^{\prime \prime}$ with arbitrarily small measure, so that

$$
\Psi\left(\frac{\alpha}{\left\|\chi^{\prime}\right\|}\right)=\alpha \Psi\left(\frac{1}{\left\|\chi^{\prime}\right\|}\right) \quad \alpha \geqq 0 .
$$

Then $\Phi(t)=c t^{2}$ and $L_{M O}$ is actually a $L_{2}$ space. This contradict our hypothesis, $H \chi^{\prime} \in l_{\mu \ell}$.

Conversely, if $\Omega^{\prime \prime}$ is nonatomic and $\chi^{\prime \prime}$ its characteristic function, then by Lemma $10, \int_{\Omega^{\prime}} H \chi^{\prime \prime}=0$ if and only if $\int_{Q^{\prime \prime}} H \chi^{\prime}=0$ where $\Omega^{\prime}$ is any atom. The previous result shows that $H \chi^{\prime} \in l_{31}$ for every atom $\Omega^{\prime}$. Hence $\int_{\Omega^{\prime}} H \chi^{\prime \prime}=0$. Therefore $H \chi^{\prime \prime} \in L_{s \varphi}^{\prime}$. Since the step functions are dense in their respective subspaces, both $L_{s \dot{\prime}}^{\prime}$ and $l_{M \phi}$ are invariant under $H$.

Theorem 4. Suppose $H$ is a bounded hermitian operator on $L_{M}$ o which is not a $L_{2}$ space, then one of the following three cases holds:
(1) $l_{M \circ}$ is a Hilbert space.
(2) $l_{\text {Mo }}$ contains a two-dimensional Hilbert space but is not a Hilbert space.
(3) There is a fixed real valued function $h \in l_{\infty}$ such that $H f=$ $h f$ for all $f \in L_{x \ominus}$ and $\|H\|=\|h\|_{\infty}$.

Proof. By Lemma 12 and Lemma 11 it is enough to consider the restriction $H^{\prime}$ of $H$ on $l_{\mu \varphi}$. If $l_{\mu \varphi}$ dues not have a two-dimensional Hilbert subspace, the $H^{\prime}$ is real diagonal by Lemma 6 and case (3) follows.

Remark. Let $\mu$ be a $\sigma$-finite measure and $\Omega=\bigcup_{n=1}^{\infty} \Omega_{n}$ where $\left\{\Omega_{n}\right\}$ is a fixed increasing sequence of measurable sets with finite mass. Suppose that for each $n, P_{n}$ is the projection onto the subspace $X_{n}$ of functions restricted to $\Omega_{n} . \quad H_{n}=P_{n} H P_{n}$ is hermitian. As $L_{m \theta}$ has absolutely continuous norm, we have for $g \in L_{u r \rho}\left\|H g-H P_{n} g\right\| \rightarrow 0$ as $n \rightarrow \infty$, and $\left\|H g-H_{n} g\right\| \leqq\left\|H g-H P_{n} g\right\|+\left\|H P_{n} g-H_{n} g\right\|$, so that $H g=\lim _{n} H_{n} g$. Thus we show that Theorem 4 holds for $\sigma$-finite measure as well.

Let $L_{M \phi}^{b}$ be the set of all $f \in L_{\mathscr{M} \theta} \cap L_{\infty} . L_{\infty}$ forms a *-algebra under the ordinary conjugation with the set of elements $\left\{\chi_{n}: \chi_{n}\right.$ characteristic functions of $\left.\Omega_{n}\right\}$ satisfying $\lim _{n} f \chi_{n}=f$ for all $f \in L_{M \varphi}$. $L_{M \phi}^{b}$ contains this sequence. Suppose that $l_{\mu \mathscr{}}$ is not a Hilbert space and contains no Hilbert subspace. Then the following is true.

Lemma 13. Suppose that $U$ is an isometry of $L_{\text {ngo }}$. Then there is $a^{*}$-isomorphism $\rho$ on $L_{\infty}$ such that $U g=u \rho(g)$ for all $g \in L_{\Delta v}^{b}$, where $u \neq 0$ a.e.

Proof. By Theorem 1 and Theorem 4 we have for all $g \in L_{M \Delta}^{b}$, $\lim _{n} \rho(g) U \chi_{n}=U g$. It is enough to show that $U \chi_{n}$ converges a.e. to a nonzero function $u$. Since $\rho$ is an isomorphism, it sends characteristic functions onṭo themselves. Define $T \omega=\omega^{\prime}$, where $\rho\left(\chi_{\omega}\right)=\chi_{\omega^{\prime}}$. For every $n \geqq 1, U H_{\chi_{n}} U^{-1}=H_{\rho\left(\chi_{n}\right)}=H_{\chi_{T \Omega_{n}}}$, so that $U\left(\chi_{n}\right)=\chi_{T \Omega_{n}} U \chi_{n}$. That is $U \chi_{n}=0$ on $\Omega-T \Omega_{n}$. Similarly $U\left(\chi_{\Omega_{n}-\Omega_{m}}\right)$ vanishes on $\Omega-T\left(\Omega_{n}-\Omega_{m}\right)=\Omega-\left(T \Omega_{n}-T \Omega_{m}\right)$ for $1 \leqq m \leqq n$; therefore $U \chi_{n}=U \chi_{m}$ on $T \Omega_{n}$ and $\lim _{n} U \chi_{n}=u$ exists a.e.

Assume that $\omega$ is a measurable subset of $T \Omega$ such that $0<\mu(\omega)<$ $\infty$ and $u=0$ on $\omega$. For every $h \in L_{M \varnothing}^{b}, U h=u \rho(h)=0$ on $\omega$. $L_{M \phi}^{b}$ is dense in $L_{M \varphi}$, so that with every $f \in L_{M \varnothing}$, there is a sequence $\left\{f_{n}\right\}$ in $L_{M \infty}^{b}$ such that $f_{n} \rightarrow f$ as $n \rightarrow \infty$. Since the norm is absolutely continuous, there is a subsequence $\left\{f_{n_{k}}\right\}$ such that $U f_{n_{k}} \rightarrow U f$ a.e. Thus $U f=0$ on $\omega$. But $U$ is onto and $\chi_{\omega}$ is in the range of $U$. Hence $u$ is nonzero a.e.

Definition. A regular set isomorphism of a measure space ( $\Omega, \Sigma, \mu$ ) will mean a mapping $S$ of $\Sigma$ into $\Sigma$ defined modulo set of measure zero, satisfying: (i) $S(\Omega-\omega)=S \Omega-S \omega$. (ii) $S\left(\bigcup_{n=1}^{\infty} \omega_{n}\right)=\bigcup_{n=1}^{\infty} S \omega_{n}$ for disjoint sets $\left\{\omega_{n}\right\}$. (iii) $\mu(\omega)=0$ if and only if $\mu(S \omega)=0$.

Lemma 14. T, defined as in the proof above, is a regular set isomorphism of the underlying measure space; and it induces a linear transformation on $L_{M \phi}\left(f(.) \rightarrow f\left(T^{-1}.\right)\right)$.

Proof. It is routine to show that $T$ is regular. Let $f \in L_{M \varnothing}$ be $a \leqq f<b$ on a measurable set $\omega$ and zero elsewhere. Assume that $\left\{f_{n}\right\}$ is a sequence of step functions whose values lying between $a$ and $b$ on $\omega$ and zero elsewhere, such that $f_{n} \rightarrow f$ as $n \rightarrow \infty$. Then $U f_{n}=$ $u \rho\left(f_{n}\right)$ converges to $U f=u \rho(f)$ as $n \rightarrow \infty$. There is a subsequence $u \rho\left(f_{n_{k}}\right)$ converging to $u \rho(f)$ a.e. Since $u \neq 0, \rho\left(f_{n_{k}}\right) \rightarrow \rho(f)$ a.e. We denote the step function $\rho\left(f_{n_{k}}\right)$ as $f_{n_{k}}\left(T^{-1}\right.$. $)$. Then $a \leqq f_{n_{k}}\left(T^{-1}.\right)<b$ on $T \omega ; \rho(f)$, the a.e. limit of $f_{n_{k}}\left(T^{-1}.\right)$, has the same property. We shall let this function be $g$. For any nonnegative function $f$ of $L_{M \phi}$, let $\omega_{n}=\{x: n \leqq f(x)<n+1\}$ and $f_{n}$ be the restriction of $f$ to $\omega_{n}$. Then $g_{n}$ is $n \leqq g_{n}<n+1$ on $T \omega_{n}$ and zero elsewhere. Since $T$ is regular, we can compose these functions to be a function $g$; and denote it by $f\left(T^{-1}\right.$.). Extend this definition to negative and then complex functions. The mapping so defined is clearly linear.

Combining the results, we obtain the following isometry theorem:
Theorem 5. Let $U$ be an isometry from a reflexive Orlicz space $L_{M \oplus}=L_{M \oplus}^{\prime}+l_{M \oplus}$ onto itself. Suppose that $L_{M \Phi} \neq L_{2}$, then $U$ can be
decomposed into $U_{1}+U_{2}$ where $U_{1}$ and $U_{2}$ are isometric on $L_{M \oplus}^{\prime}$ and $l_{M \oplus}$ respectively. Moreover one of the following three cases holds.
(1) $l_{M \odot}$ is a Hilbert space.
(2) $l_{د \otimes}$ is not a Hilbert space but contains a two-dimensional Hilbert subspace.
(3) There is a regular set isomorphism $T$ of the underlying measre space and a fixed a.e. nonzero function $u$ such that

$$
U f(.)=u(.) f\left(T^{-1} .\right) \quad \text { for all } f \in L_{M \varnothing}
$$

Proof. We first show that $U$ decomposes. For all real function $h \in L_{\infty}, U^{-1} H_{h} U L_{y \oplus}^{\prime} \subseteq L_{M \oplus}^{\prime}$ by Lemma 12. Hence $H_{h} U L_{M \oplus}^{\prime} \subseteq U L_{M 凶}^{\prime}$. If $U L_{M \oplus}^{\prime} \not \equiv L_{M \varnothing}^{\prime}$, then there is a characteristic function $\chi$ of some atom $\{a\}$ such that $U g=\chi$ with some $g$ in $L_{M \varphi}^{\prime}$. Without loss of generality we may assume that $g$ is a characteristic function of a nonatomic set $\omega$. For two disjoint sets $\omega^{\prime}, \omega^{\prime \prime}$ and $\chi^{\prime}, \chi^{\prime \prime}$ their characteristic functions, $\left\|U\left(\chi^{\prime}+\alpha \chi^{\prime \prime}\right)\right\|=\left\|U \chi^{\prime}+\alpha U \chi^{\prime \prime}\right\|=\left\|\chi^{\prime}+\chi^{\prime \prime}\right\|$ where $|\alpha|=1$ and $\omega=\omega^{\prime} \cup \omega^{\prime \prime}$. Thus $U \chi^{\prime}$ and $U \chi^{\prime \prime}$ cannot be both nonzero at $\{a\}$. Since $\omega$ is nonatomic, we may replace it by subset of arbitrarily small measure; $U g=0$. This contradicts the fact that $\chi \neq 0$. Hence $U L_{M \oplus}^{\prime} \subseteq$ $L_{M \phi}^{\prime}$; simiarly $U^{-1} L_{M \phi}^{\prime} \cong L_{M \phi}^{\prime} . U\left(L_{M \phi}^{\prime}\right)=L_{M \phi}^{\prime}$. It follows that $U l_{M \phi} \cong l_{M \phi}$ with an application of Lemma 12.

Now if $l_{M \Phi}$ is not a Hilbert space and does not contain a twodimensional Hilbert subspace, then Lemma 2 and Theorem 4 imply that $H$ is a hermitian operator on $L_{M \oplus}$ if and only if it is of the form as stated in case (3) of Theorem 4. Hence case (3) holds for all $g$ in $L_{M \phi}^{b}$ by Lemma 13 and Lemma 14. Since $L_{M \phi}^{b}$ is dense, the proof is thus complete.

As a special case of the theorem, we record the following result as a corollary.

Corollary. With the conditions as before and assume that the atoms in the measure space have equal mass, either
(1) There is a regular set isomorphism $T$ and a fixed a.e. nonzero function $u$ such that $U f()=.u() f.\left(T^{-1}.\right)$ all $f$ in $L_{M \phi}$, or else
(2) $U_{1}$ is of the form as stated in (1) ( $T$ and $u$ in this case are defined only on the nonatomic part) and $U_{2}$ is unitary on $l_{M \oplus}$ which is a Hilbert space.

Remark. $U_{1}$ is always characterized in (3) of the Theorem 5 if $L_{M_{\Phi}}$ is not a $L_{2}$ space.
5. An example. The following example shows that the Theorem

3 does not hold if the symmetry condition is not present. It also shows that isometries other than the type in Theorem 5 occur if the atoms in the underlying measure space have unequal mass.

Let $(\Omega, \Sigma, \mu)$ be a measure space with contains two atomic sets $m_{1}$ and $m_{2}$ each with measure 16 and at least one other measurable set $m_{3}$ of mass 1 . With $\Phi(x)=\int_{0}^{x} \psi(t) d t$ where

$$
\psi(t)= \begin{cases}2 t & 0 \leqq t<1 / 2 \\ t^{2}+3 / 4 & t>1 / 2\end{cases}
$$

the obtained $L_{M \Phi}$ is not a Hilbert space. Specifically the two dimensional subspace on $\left\{m_{2}, m_{3}\right\}$ is not a Hilbert space, because the convex curve $\{(y, z): 16 \Phi(|y|)+\Phi(|z|)=1\}$ is not an ellipse. Now write $L_{M \Phi}=$ $l_{1}+l_{2}$ where $l_{2}$ is the two dimensional space of functions vanishing on $\Omega-\left\{m_{1}, m_{2}\right\}$ and $l_{1}$ of those being zero on $\left\{m_{1}, m_{2}\right\}$. Define $U=U_{1}+U_{2}$ where $U_{2}$ on $l_{2}$ in matrix form is

$$
U_{2}=\left(\begin{array}{ll}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{array}\right)
$$

and $U_{1}$ is identity on $l_{1}$. Then for any $L_{M \varnothing}$ such that $\|f\|=1$, we have $0 \leqq\left|f\left(m_{1}\right)\right|,\left|f\left(m_{2}\right)\right| \leqq 1 / 4$, so that

$$
\begin{aligned}
& \int \Phi(|U f|)=16\left\{\Phi\left(\left|U f\left(m_{1}\right)\right|\right)+\Phi\left(\left|U f\left(m_{2}\right)\right|\right)\right\}+\int_{\Omega-\left\{m_{1}, m_{2}\right\}} \Phi(|U f|) \\
& \quad=16\left\{\left|f\left(m_{1}\right)\right|^{2}+\left|f\left(m_{2}\right)\right|^{2}\right\}+\int_{\Omega-\left\{m_{1}, m_{2}\right\}} \Phi(|U f|)=\int \Phi(|f|)
\end{aligned}
$$

Therefore $\|U f\|=\|f\|=1 . \quad U$ is isometric.
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