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DILATIONS OF RAPIDLY DECREASING FUNCTIONS

S. R. HARASYMIV

Let S be the space of rapidly decreasing indefinitely differ-
entiable functions on the n-dimensional Euclidean space Rn,
and suppose that φ e S. We attempt to characterize the closed
vector subspace of S which is generated by the set of all
functions of the form

(Xl, * * , Xn) -* Φ(βlXl + 6l, * ' * , dnXn + bn)

where aίt , an, bίf -"tbn are real numbers, with au , an

nonzero. We also consider an analogous approximation problem
in the space Sf of temperate distribution on Rn.

l Notation* We write Rn for the ^-dimensional Euclidean space.
Addition and multiplication in Rn are defined component-wise. If k^
n is a positive integer and x e Rn, then we write xk for the Λ-th com-
ponent of x. The set R* is defined by i2* = {xe Rn: xk Φ 0 for all k).

The Pontryagin character group of Rn is identified with Rn. We
denote typical elements of Rn by %, y, , or by χ, ζ, if we are
thinking of Rn as its own character group. If χeRn then the bound-
ed continuous character determined by χ is defined by

x —> exp (— 2πiχ oχ)(χe Rn) .

If W is an open subset of Rn, then C°°(W) will denote the set
of functions which are defined in W and are indefinitely differentiate
there. D{W) will denote the set of indefinitely differentiable functions
with compact support in W. D'{W) will be written for the space of
distributions which have support in W. The space of rapidly decreas-
ing indefinitely differentiable functions on Rn and the space of tem-
perate distributions on Rn will be designated by S and S', respectively.
We shall always assume that S' is equipped with the strong topology
β(S', S). For details of these spaces, see Schwartz [4] and [5].

If / is a continuous function on Rn, then Z(f) will denote the
set of zeros of /.

Throughout, we use the standard notations of the calculus of n
variables; see, for example, Hδrmander [3, p. 4], If k g n is a posi-
tive integer, then j k will denote the projection of Rn onto its A -th
factor: jk(x) = xk for all x e Rn. In general, if a is a multi-index then
j a will be written for the function on Rn which is defined by ja(x) =
xΐ1 x£* for all x e Rn.

Suppose that φeD(Rn) and that aeR*. Then the function
φa e D(Rn) which is defined by φa(x) — φ(ax)(x e Rn) is called a dilation
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of φ. If b e Rn then the function φb e D(Rn) which is defined by ψb(x) =
φ(x + 6) is called a translate of φ. The dilation Mα and translate ub

of an arbitrary distribution ueD'{Rn) are defined as follows: we set
ua(φ) = I l/j(a) I u^""1) and ub(φ) = %(̂ 6) for all φeD(Rn). It is easy
to see that for any distribution u, supp uα — or1, supp u; and that if
ueS' then wβ e S' and ua = \ l/j(a) \ ύa~\ The latter statement may
be verified by direct computation, or by reference to relation (5.15.14)
in Edwards [1]. Finally, if u is a function then ua(x) = u(ax) and
ub(x) = u(x + b) for all xeRn.

2. Preliminaries. We gather into this section some results which
we need in what follows. In our arguments we find it convenient to
use the following notation. If ψ is an arbitrary function in S and
w is an arbitrary temperate distribution then we shall write ψ\7 w
for the function on iϋ* which is defined by ψ\/w(x) — w(ψz)(xe R*).

LEMMA 2.1. Suppose that ηeS and seS' are such that

(2.1) ηaoS = 0 for all aeR* .

Then for each multi-index a it is true that

(2.2) Daηaoj«s = 0 for all aeR* .

Proof. The proof proceeds by induction on | a \ — ax + + an.
The assertion is certainly true if | a \ — 0. Thus, we assume that
a > 0 and that

(2.3) D^aojβs = 0 for all α e ί *

whenever β is a multi-index such that \β\ < \a\. We have to show
that these assumptions entail that

(2.4) Daηaojas = 0 for all aeR% .

With this end in view, let aeR* be arbitrary but fixed. If φ is
an arbitrary function in D(Rn) then Lemma 2.5 (b) in Harasymiv [2]
tells us that the function η V φs is indefinitely differentiate on iϋ*
and that

(2.5) ja(a) o D«[η V φs](a) = Σ CfijWy) V φs](a)

where Cjf = al/βl(a — β)!. If we notice that for each β we have
(jβDβη)a = jβ o Dβηa then (2.5) may be rewritten in the form

ja(a) o Da[η V φs](a) = Σ Cf o φs(jaD37]a)
(2.6) ^ α
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Now, if β is a multi-index such that β<a then certainly \β\ < \a\.
We may therefore invoke the inductive hypothesis (relation (2.3)) and
deduce from (2.6) that

(2.7) D«ηaoj«s(φ) = j*(a) o D*[η V φs](a) .

Next we notice that, because of relation (2.1), we have for each x e i?#

the equality

η V φs(x) = φs(ηx)

= 0 .

Therefore the function τ]\7 φs vanishes everywhere on iϋ* and con-
sequently the same must be true for each of its derivatives. If we
combine this fact with relation (2.7) we find that

(2.8) Daηaojas{φ) = 0 .

Now, the function φeD(Rn) was arbitrarily chosen. Thus we infer
from (2.8) that Daηaojas = 0. Since αeϋ?1 was arbitrarily chosen, we
now conclude that (2.4) holds. This completes the proof of the validity
of the inductive step and hence of the lemma.

COROLLARY 2.2. Suppose that rj e S and se S' are such that

ηa o 8 = 0 for all aeR* .

Then for each multi-index a

supp (jas) c n {a o Z{D?η): β Sa,aeR*} .

In the proof of the next lemma only, we shall use the following
notation. If s is a temperate distribution such that jas = 0 for at
least one multi-index a then we shall write q(s) for the nonnegative
integer which is defined by q(s) = min {| a\: jas = 0}. Otherwise, we
shall write q(s) = oo.

REMARK. We notice that supp s Π i2* Φ 0 whenever s is a tem-
perate distribution such that q(s) = oo. This is a consequence of the
fact that every temperate distribution is of finite order.

LEMMA 2.3. Suppose that rje S and se S' are such that for each
multi-index a

(2.9) supp (jas) c Π {α o Z(Dβτj): β ^a,aeR*} .

Then it is true that
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(2.10) ψoS = 0 for all aeR* .

Proof. If q(s) = oo then (see the remark above) supps Π JR*=£0.

Relation (2.9) then is easily seen to entail that η = 0 on the whole of
Rn; and the assertion of the lemma becomes a triviality.

It remains to show that Lemma 2.3 is true in the case when q(s)
is finite. We shall do this via induction on q(s). More precisely, we
shall use induction to demonstrate that the following statement is
true for each nonnegative integer m.

Pm : Let s e S ' be a temperate distribution with q(s) = m. Then
(2.10) is true for every function ηeS which satisfies (2.9).

If m = 0 there is nothing to prove. Thus, assume that m > 0
and that Pk is true for each nonnegative integer k < m. We have to
show that these assumptions imply the truth of P m .

Choose a multi-index a such that | a \ = q(s) = m. Since m > 0,
it follows that ak > 0 for some positive integer k ^ n. Without loss
of generality, assume that aλ > 0.

Now let φ be an arbitrary function in D(Rn). Reference to Lemma
2.5 (b) in Harasymiv [2] shows that

(2.11) jJDSjη Vψs) = ηVφ8 + UtDfl) V φs on R* .

Next notice that q(j\s) <^ |α | — l = m — 1. In view of this, it is easy to
see that the distribution j\seS' and the function DjjeS satisfy the
hypotheses of Pk for some nonnegative integer k<m. We may there-
fore appeal to the inductive hypothesis and assert that (D^yoj^ ~
0 for all x e RK This in turn entails that (JιDj])x o s = 0 for all x e R*.
Therefore for each xeR*

(iiA?) V Φs(x) -

- 0 .

By virtue of this last identity, relation (2.11) may be rewritten in the
form

(2.12) 3ιDi(V V Φs) = η\7 φs on i?* .

In a similar way (using in turn Lemma 2.5 (b) in Harasymiv [2] and
the inductive hypothesis) it can be shown that

(2.13) j\D\{η χ/φs) = ηX7φs on R* .

Relations (2.12) and (2.13) together entail that on R* we have the
identity
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V V Φs = iiA(>? V Φs)

- iiAO? v φs) + iϊ£>ϊo? v ^β)
= yVφs + yVΦs .

It follows for this last identity that η V φs — 0 on iϊ*; whence we see
that for each aeR*

Vaos(φ) = φs(ηa)

= ηV φs(a)

= 0 .

Since φeD(Rn) was arbitrary, we infer that (2.10) holds. This estab-
lishes the truth of Pm; and the proof of Lemma 2.3 is complete.

3. Some results about approximation* Let φeS. We shall
write T[φ] for the closed vector subspace of S generated by the set
of all functions which have the form x —> φ(ax + b)(x e Rn) where ae 12*
and heRn. Similarly, if ueS' then we shall write T[u] for the
closed vector subspace of S' generated by the set of distributions
{(ub)

a:aeR*, beRn}.

THEOREM 3.1. Suppose that φeS and that ψeS. Then ψe T[φ]
if and only if for each multi-index a

(3.1) Z(Daψ) 3 Π {aoZ(Dβφ): β ^a,aeR*} .

Proof. If we bear in mind the Hahn-Banach theorem then the
necessity of (3.1) is easy to verify. To establish sufficiency, consider
any distribution ue S' such that

(3.2) φa*u = 0 for all aeR* .

Relation (3.2) is seen (if we remember the comment about the Fourier
transform of a dilation which was made in § 1) to entail that

(3.3) φ*oίi = Q for all aeR* .

Next notice that relation (3.1) implies that for each multi-index a

(3.4) Π {a o Z(D^): β ^ a, a e R*} Z) n {a ° Z(Dβφ): β^a,aeR*} .

In view of (3.3) and (3.4), we may apply successively Corollary 2.2
and Lemma 2.3, and deduce that ψ°u — 0. Hence also

ψ*u — 0 .

An appeal to the Hahn-Banach theorem now yields the information
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that feT[φ].

THEOREM 3.2. Suppose that ueS' and that w e S'. Then w e T[u]
if and only if for each multi-index a

(3.5) supp (jaw) c n {α o supp (jau): aeR*}

Proof. Once again the " only if " part is obvious. It remains to
establish the truth of the reversed implication; and, according to the
Hahn-Banach theorem, we will have done this if we succeed in show-
ing that

(3.6) w*φ = 0

whenever <f> e S is such that

(3.7) ua*φ = 0 for all a e JS*.

Thus, suppose that ue S' is such that (3.7) holds. Then it is
clear that φa*u — 0 for all aeRK Reference to Corollary 2.2 now
tells us that for each b e 22* we have

δ-1 o supp (jaύ) = supp (jaub) c Π {a o Z(Dβφ): β ^ α, a e J2*} .

It now follows that for each multi-index a

(3.8) U{aosupp (jau): αeff}cn{α°Z(Dβφ): β ^a,aeR*} .

Relations (3.5) and (3.8) allow us to invoke Lemma 2.3 and assert that
φow — 0; whence we conclude that (3.6) holds.

4* An alternative form of the results* Theorems 3.1 and may
be phrased in such a way that Fourier transform do not figure ex-
plicitly in their statement. We give below this alternative form of
our previous results.

THEOREM 4.1. Suppose that φeS and that f e S . Then ψ e T[φ]
if and only if the following statement is true:

If fan i ^k} is a subset of {1,2, , n) and {alf , ak) is a
set nonnegative integers such that

(4.1) f [ < xίk

kφ(xu , xn)dxni . . . dxnk - 0

everywhere for each set {β19 , βk) of nonnegative integers such that
βλ^alf , βk ^ ak, then

(4.2) ί . . . ί xl\ . . xl\ψ{xιy , xn)dxnχ . dxnk = 0
J R J R
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everywhere.

Proof. We first prove the " if" part. To this end, we assume
that (4.2) is always implied by (4.1). We have to show that this as-
sumption entails that condition (3.1) in the statement of Theorem 3.1
is satisfied.

Thus, let a be a multi-index; and let χ e Π {a o Z(Dβφ): β <^a, ae i?*}.
Without any loss of generality, assume that χι = = χk — 0 and
χk+1 Φ 0, , χn Φ 0. It is easy to verify that this entails that
ξ e Π {Z(Dβφ): β ^ a) whenever ξ e Rn is such that ξ, = = ξk = 0.
It follows that if {βίf •••,£*} is a set of nonnegative integers such
that βx ^ a19 , βk ^ ak, and {ξk+1, •••,?»} is a n arbitrary set of real
numbers, then

x exp [-2πi(ξk+ίxk+ί + . . .)]da?i dxn

- 0 .

In view of (4.3), we infer that (4.1) holds for each set {βl9 •••,£*} of
nonnegative integers such that βι-^a1J , βkS cck. Our initial as-
sumption now allows us to assert that (4.2) holds; whence it follows
readily that χ 6 Z(Daf). Since χ e Π {a o Z(Dβφ): β ^a,aeR*} was arbi-
trary, we conclude that condition (3.1) in the statement of Theorem
3.1 is indeed satisfied.

The "only if" portion of Theorem 4.1 may be established by carry-
ing out an analogous computational argument and then using Theorem
3.1; or, alternatively, we may employ the Hahn-Banach theorem direct-
ly and reach the same conclusion.

THEOREM 4.2. Suppose that ue S' and that w e S'. Then w e T[u]
if and only if Daw = 0 whenever a is a multi-index such that Dau — 0.

Proof. Suppose that Daw = 0 whenever a is a multi-index such
that Dau — 0; but suppose that, contrary to Theorem 3.2, there exists
a multiindex β such that supp (jβw) Φ U{α° supp (jβu): a e i?*}. Then
we may choose χ e supp (jβw) such that

(4.4) χ ί U{Λ°supp (jβu): aeR*} .

Without loss of generality, assume that χx Φ 0, , χk Φ 0 and χk+ί =

We assert that
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(4.5) supp (j'3u) c Z(j\) U U Z(jk) .

For if there were a f e supp (j3u) such that f e f|r-i [Rn\Z(jr)\ then
we would have ξι Φ 0, , ξk Φ 0; and it would follow that

χ e u {αf: αei ί*}cu(αosupp (jdu): aeR*}

which would contradict (4.4).
Now recall that every temperate distribution is of finite order.

In view of this, relation (4.5) ensures the possibility of choosing a set
{aly , ak) of nonnegative integers such that jΐ1 ja

k

k oj'3u — 0. It
then follows that

(4.6) A*1--- β ? ° ΰ % = 0 .

On the other hand, if1 ja

k

k(χ) = χΐ1 χa

k

k Φ 0. Since χ e supp (j?w),
we conclude that χ e supp (iί1 ja

k

k oj3w). Thus

(4.7) Z>fi - - - DlkoD?w Φ 0 .

Relations (4.6) and (4.7) together contradict our initial assumption.
Hence we infer that condition (3.5) in the statement of Theorem 3.2
is satisfied, and that we T[u],

The "only if" part of Theorem 4.2 may be obtained as an immedi-
ate consequence of either Theorem 3.2 or the Hahn-Banach theorem.

BIBLIOGRAPHY

1. R. E. Edwards, Functional analysis: theory and applications, Holt, Rinehart and
Winston, New York, 1965.
2. S. R. Harasymiv, A note on approximation of distributions by quasi-analytic func-
tions, (to appear, J. Austral. Math. Soc.)
3. L. Hormander, Linear partial differential operators, Springer-Verlag, Heidelberg,
1963.
4. L. Schwartz, Theorie des distributions, Tome I, Hermann, Paris, 1950.

5. y Theorie des distributions, Tome II, Hermann, Paris, 1951.

Received February 16, 1968.

UNIVERSITY OF CONNECTICUT




