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AN ESTIMATE FOR WIENER INTEGRALS
CONNECTED WITH SQUARED ERROR

IN A FOURIER SERIES
APPROXIMATION

FREDERICK STERN

If a function x(σ), 0 ̂  σ S t, is in Lip-α:, 0 < a < 1, x(0) = 0
and if ck (k = 0,1, 2, •) are its Fourier coefficients with re-
spect to the functions V2/t sin [π(k + J)σ/£], then it is known
[1, pp. 171-172] that

where A is a positive number not depending on n. We will
show a connection between this estimate and an estimate for
Wiener integrals. Let Ew{ } denote expectation on a Wiener
process, that is, a Gaussian process with mean function zero,
covariance function min (σ, τ), 0 ̂  σ, τ ^ t and sample func-
tions z(σ) with z(0) = 0.

THEOREM: Let x(σ) be in C[0, t] and let Ck be the Fourier
coefficients of x(σ) with respect to the normalized eigenfunc-
tions associated with min (σ, r). That is

ck — i/— \ %(σ) sin [π(k + \)σ\t\dσ .
r t Jo

Let 0 < a < 1. Then estimate (1) is a necessary and sufficient
condition for the estimate

Ew\e-W2)\\z(σ) - x{σ)fdσ\
(2) e-(5/2)vi-« < I h L .

for all positive υ9 where B is a positive number not depend-
ing on υ.

Proof. From Cameron and Donsker's proof of a lemma [2, p.

27-28], we have that, for the case pk — [π(k + h)/t]2, the right side of

(2) equals

Hence estimate (2) holds if and only if

( 3 )
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for all positive v. To prove that (2) implies (1) note that for each
fixed value of v, as k —> oo, [pk \ (pk + v)] \ 1. Therefore for each n, by
the remark and (3),

2 oo 2 ~D

Pn >Γ~» -2 <-̂  X^ ^kPk <-* V^1 @kPk <* &
pn + V ten k^n pk + V k=0 pk +

for all positive v. Letting v = pn we have

2 B A
Σc|<

( ί l

which is estimate (1).
We now show that the latter estimate implies (3). Since the left

side of (3) is bounded by Σ~=o CL estimate (3) holds for 0 < v <^ 1.
Hence it suffices to prove (3) for v > 1. To simplify notation set

( 4 ) S(n) = y] c2

k < ^
ten ~ (% + ±)2a

by hypothesis. For any n ^ 1

Σ r τ Σ + S(»)
ft=° (ft + y) *=» (ft + v) ft + y

+ Σ ()
*=»+i L^fc + v (Oft-! +

For the first two terms on the right side of (5) we have
( 6 ) Σ , C ^ f e , + S(n)- =

k=o (pk + V) pn + V V

To estimate the third term consider first

pk + v Pk~i + v J ( ^ + (̂/Ofĉ  + v)

Since ^ - ^ i = 2(π/t)2k and ( ^ + v)(ρk^ + v) ^ [(πfc/2ί)2 + y]2, the
right side of (7) is dominated by 2(π/t)2vk[(πk/2t)2 + v]~2. Applying
(4) and the above, we have

(8) Σ S(k)\ μk - — ί ^ — ^ 2(π/ί)2A^
Λ ^ r + i x Ύpj, + v j o f c _ 1 + v Λ - k^+i [(πkβtγ + v]2

To get the desired estimate we will use standard integral estimates.
For a Ξ> J, the summands in the right side of (8) decrease monotonic-
ally with k for fixed v. If a < J, the function
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has a unique local and absolute maximum at

VτrV3 + 2a

In this case if n ^ f *, the summands in the right side of (8) decrease
monotonically as & increases and

2(—)AV)AV Σ _
t > *=τ+i [{πkβtγ + vf ~ v J» [(πξ/2t]/ v )2 + I]J» [(πξ

/zίW (Ϋ + I ) 2

< 8 ( l ) Aί(rf + iydV:t"'
In the case α g: J, (9) holds for any n and in both cases the last
integral converges since 0 < a < 1. To complete the proof we fix in
(5) n = n* ^ f* in the case α < J or n = n* ^ 1 if a ^ J. Estimates
(6), (8), and (9) complete the proof.

REFERENCES

1. N. I. Achiezer, Theory of Approximation (Ungar, New York, 1956).
2. R. H. Cameron and M. D. Donsker, Inversion formulae for characteristic functionals
of stochastic processes, Ann. of Math., 69 (1959) 15-36.

Received September 25, 1970. This work is contained in the author's doctoral dis-
sertation done under the direction of Professor M. D. Donsker at the Courant Institute
of Mathematical Sciences, New York University.

SAN JOSE STATE COLLEGE






