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ON THE SOLUTION OF LINEAR G.C.D. EQUATIONS

DAVID JACOBSON AND KENNETH S. WILLIAMS

Let Z denote the domain of ordinary integers and let

m ( ^ l ) , w ( ^ l ) , ί»(i = l, •••, m), Z<Xΐ=l, * ,m; j = l, - ,n)eZ.
We consider the solutions xeZn of

, G.C.D. (ZnίB! + + hnXn + h, ,

where e(=£ 0), d(^l)eZ and G.C.D. denotes "greatest common
divisor". Necessary and sufficient conditions for solvability
are proved. An integer t is called a solution modulus if
whenever A; is a solution of (1), x + ty is also a solution of
(1) for all y e Zn. The positive generator of the ideal in Z
of all such solution moduli is called the minimum modulus of
(1). This minimum modulus is calculated and the number of
solutions modulo it is derived.

!• Introduction* Let Z denote the domain of ordinary integers
and let m ( ^ 1), n(^ 1), Z<(i = 1, , m), liS(i — 1, , m; j = 1, ,
n) e Z. We write I = (ll9 , lm) and for each i = 1, , m we write
/. = (liu . . . , lin) and /• = (lil9 , lin, k) so that / e Zm, each l{ e Zn, and each
Γi e Zn+1. If x = (xu ' * , xn) e Zn we write in the usual way Ẑ  x for the
linear expression l^x^ + . . . + linxn. We let L denote the m x n
matrix whose ith row is U and U denote the m x (n + 1) matrix
whose ίth row is /••

Henceforth in this paper we will write the abbreviation G.C.D.
for "greatest common divisor" of a finite sequence of integers, not
all zero, and consider the solutions x e Zn of

(1.1) G.C.D. (lrx + ll9 •••,**•* + lm, c) = d,

where c(^ 0), d(^l) e Z. A number of authors have either used or
proved results concerning special cases of this equation (see for
example [1], [5]) so that it is of interest to give a general treatment.
This equation is clearly connected with the system

(1.2) li'X + k = 0 (mod d) (i = 1, , m) .

If we denote the number of incongruent solutions modulo d of (1.2)
by N(d, Z/), then N(d, L') > 0 is a necessary condition for the solva-
bility of (1.1). A complete treatment of the system (1.2) has been
given by Smith [4]. Let Όι = greatest common divisor of the deter-
minants of all the i x i submatrices in L (ί — 1, , min(m, n)), Ώ\ —
greatest common divisor of the determinants of all the i x i sub-
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188 DAVID JACOBSON AND KENNETH S. WILLIAMS

matrices in Lf (ί — 1, , min(m, n + 1)), 7* = greatest common divisor

of d and ^ p ~ , i = 1, , min(m, ri), where Do = 1, and Ί\ — greatest

J9
common divisor of d and -JFJΓ-* i — 1, •••, min(m, ri), where DO = 1.

Smith has shown t h a t (1.2) is solvable if and only if

min(m, n) min(m, n)

τι Ύi= π v'i
i=ί i=l

and

D'
-=^r = 0 (mod d), if m>n .

When solvable he shows that

N(d, U) = ΎdmΆMn~m>0) ,

where

min(m, n)

7 = Π 7,.

We show in Theorem 1 that the conditions

(1.3) d\c, N(d, L') > 0, G . C . D . (/,, ---,lM,d) = G . C . D . (IJ, . . , l'm, c)

are both necessary and sufficient for solvability of (1.1). When (1.1) is
solvable, (1.3) shows that the quantity g = G.C.D. (ll9 •••, lm, d) is a
factor of li9 l{ (i = 1, , m), c and d. Cancelling this factor throughout
we obtain the equation

G.C.D. (IJg-x + IJg, , IJg x + IJg, c/g) = d/g .

This equation is equivalent to (1.1) in the sense that every solution of
this equation is a solution of (1.1) and vice-versa. Thus we can
suppose without loss of generality that

G.C.D. (lu . . . ,/„,(*) = 1 .

The solution set of (1.1) is denoted by 6^d

c = <9*d

c{Lr) that is,

(1.4) ^ C = ^ ( L ' ) = { x 6 ^ | G . C . D . ( / 1 . χ + ί1, . . . , / m . χ + Zm, c) = d}.

Moreover when £fd

c Φ 0 , we have

d\c, N(d, Π) > 0, G.C.D. (/;, , l'm, c) = 1 ,

and we write e for the integer c/d.
If t e Z, a = (al9 * -,an)eZn and b = (bu , bn) e Zn, we say t h a t
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a and 6 are congruent modulo t (writing a^b (mod t)) if and only
if cii = bi (mod t) for each i = 1, , n. This congruences is an equi-
valence relationship on Zn. If Sic Φ 0 , any integer t for which this
equivalence relationship is preserved on *$ζβ(S Zn) is called a solution
modulus of (1.1). Thus a solution modulus ί has the property that
if Λ: e S^d then JC + ty e £fd

c for all y e Z*. Clearly 0 and ± c are solution
moduli. In Theorem 2 it is shown that the set of all solution moduli
with respect to Stf viz.,

Wle

d = mc

d(L') = {teZ\x + tyeS*d

c for all xe&"A and all yeZn} ,

is a principal ideal of Z. The positive generator of this ideal is
denoted by Mc

d{U) and called the minimum modulus of the equation
(1.1). We show

(1.5) Mc

d = M%{U) = d Π P
| i V ( d L ' ) 0

(Here and throughout this paper the empty product is to be taken
as 1). The product in (1.5) is taken over precisely those primes p\e
for which the system of congruences lt x + lt = 0 (mod pd) (i = 1,
• , m) is solvable.

In §5 we consider the problem of evaluating 9^ = %le

d (Z/), the
number of incongruent solutions x of (1.1) modulo the minimum
modulus Mc

d, from which the number of solutions modulo a given
modulus can be determined. In Theorem 4 we derive a technical
formula which allows the evaluation of yid in some important cases
(see §6). In particular we prove that if G.C.D. (d, e) = 1 then

(1.6) % = N(d, U) Π
\N(dp\e,NΓpd,L')>0~ v /n<->£)

where r(p, L) is the rank of the matrix L{p) obtained from L by re-
placing each entry liS by its residue class modulo p in the finite field Zp.

Finally in § 7 an alternative approach is given which enables us
to generalize a recent result of Stevens [6].

2* A necessary and sufficient condition for £^d

c Φ 0* We begin
by dealing with the case d = 1. We prove

LEMMA 1. <pfc Φ 0 if and only if

(2.1) G.C.D. (ίί, . . . χ , c ) = l .

Proof. The necessity of (2.1) is obvious. Thus to complete the
proof it suffices to show that if (2.1) holds then Sζc Φ 0 . In view
of (2.1) for each prime p\c there must be some U or li3^0 (mod p).
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If some li φ 0 (mod p) we let xr(p) = 0, otherwise we have some l^ Ξ£
0 (mod p) and we let x*(p) = (0, , 0, xd, 0, , 0), where the jth entry
Xj is any solution of l{ix5 = 1 (mod p), so that in both cases we have

G.C.D. (h xHp) + k, , lm-x'(p) + lm,p) = l.

We now determine Λ: by the Chinese remainder theorem so that x ==

x\p) (mod p), for all p\c. Hence we have

G.C.D. (lrx + k, , lm-x + lm, Π p)

= Π G.C.D. (lrx + ̂ , , Ox + Zw, p)

= Π G.C.D. ft.x^p) + k, , L-XKP) + ϊ , P)
= 1 ,

proving that x e S^c.
Now we use Lemma 1 to handle the general case d ^ 1. We prove

THEOREM 1. £^d

c Φ 0 if and only if

(2.2) d\c, N(d, U) > 0, G.C.D. (/,, . ., lm, d) = G.C.D. (U, . . . , Vm, c).

Proof. The necessity is obvious. Thus to complete the proof we
must show that if (2.2) holds then ^ c Φ 0 . As N(d, U) > 0 there
exists k G Zn and h = (hu , hm) e Zm such that

(2.3) Irk + li = dhi9 i = 1, •••, m .

W e w r i t e ^ = d/^r, gi = lt/g e Zn, g\ = ίj/flr e Z % + 1 , gi = IJg eZ(i = l, - ,
m) where g = G.C.D. (lu , lm, d) and suppose that

(2.4) G . C . D . (gl9 --; gm, h,e) > 1 ,

where e = c/d. Then there exists a prime p such that

(2.5) gt = 0 (i = 1, , m), AΞO, β^O (mod p) .

Now from (2.3) we have

ϋi k + gt = dΛ, i = 1, , m ,

and so appealing to (2.5) we deduce gi = 0 (mod p) (i = 1, •••, m),
giving sr' = 0 (mod p) (i = 1, , m). Thus we have G.C.D. (#', ,
fir«, ê β) Ξ 0 (mod p), which contradicts G.C.D. (g[, •• ,g'm,d1e) = 1.
Hence our assumption (2.4) is incorrect and we have G.C.D. (gu •••,
gmy h, e) = 1. Thus by Lemma 1 there exists XeZn such that

G.C.D. (gr\ + hu ---,gm-\ + hmie) - 1

and so JC = d,X + k e S^ά

c.
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3* Throughout the rest of this paper we suppose that S^d

c Φ 0
and G.C.D. (lu , Zm, d) = 1. Thus by Theorem 1 we have d\c, N(d,
L') > 0 and G.C.D. (l[, •• , Z'm, c) = 1. Also throughout this paper
corresponding to any xeS^d

c we define ueZm by u — (uu * , ^ m ) ,
where li x + h = du^i — 1, , m), so that G.C.D. (u, e) = 1. The
following lemmas will be needed later.

LEMMA 2. (i) If xe S^c and p is a prime dividing e for which
the system of simultaneous congruences

(3.1) li'Z + Ui = 0 (mod p), i — 1, , m ,

is solvable then N(pd, U) > 0.
(ii) Conversely if p is a prime dividing e for which N(pd, U) > 0

then there exists x e S^c such that (3.1) is solvable.

Proof, (i) For x e <5ic and z a solution of (3.1) we let w — x + dz.
Then for i = 1, , m we have

Z M? + li = (li'X + Zi) + dli z

= d{Ui + Ifz)

ΞΞ 0(mod pd) ,

showing that N(pd, U) > 0.

(ii) We define vt by l^w + ϊ, = pdt;,- (i = 1, , m) and claim that

(3.2) G.C.D. (ίlf , /m, p V l , , pvm, e) = 1 .

For if not there is a prime p ' | e such that

/̂  ΞΞ 0, pVi = 0 (mod p') (i = 1, , m) .

Thus from l^w -\- U — d pvi we have ^ ΞΞ 0 (mod pf) (i = 1, , m),
giving Zί ΞΞ 0 (mod p') (i = 1, , m), which contradicts G.C.D. (ZJ, ,
/ς? de) = 1. Hence (3.2) is valid and so by Lemma 1 we can find teZn

such that

G.C.D. (lrt + pvlf ••-,/«•* + pvm, β) = 1 .

We set Λ: = H? + cί t so that for ΐ = 1, , m we have

giving

G.C.D. (h-x + k, ~-,l.-x + l~,c)

= d G.C.D. (Zi f + pvlf , Zm ί + ^vw, e)
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so that x e Stf. Finally taking z = — t we see that the system

li z + Ui = 0 (mod p) (i = 1, , m)

is solvable, as %< = /<•<

LEMMA 3. Lei t be a positive integer, A a subset of Zn which
consists of A(t) distinct congruence classes modulo t. Now if V is a
positive integer such that t\t' then A consists of (t'/t)nA(t) congruence
classes modulo V.

Proof. It suffices to prove that a congruence class C modulo t of
A consists of (ί'/ί)* classes modulo i\ This is clear for iί xeC then
so does x + tyif (i = 1, •••, (t'/t)n), where the y€ are incongruent
modulo ί'/ί, moreover the x + ty{ are incongruent modulo V and every
member of C is congruent modulo t' to one of them.

4* The m ί n u m u m modulus* In this section we determine the
minimum modulus Mc

d. We prove

THEOREM 2. // Sfd

c
 Φ 0 and G.C.D. (lίf , Zm, d) = 1 the min-

imum modulus Mc

d with respect to S^ά

c ώ given by

(4-1) ΛΓ5 = d Π P .

Proo/. As ^ c ^ 0 , 2 K r f — t h e set of all solution moduli with
respect to £Sd

c—is well-defined and moreover Wlc

d is non-empty as 0
and ± c belong to Έid. The proof will be accomplished by showing
that Md is a principal ideal of Z generated by d Π P

p\e,N(pd,L')>0

(i) We begin by showing that j£fld is an ideal of Z. It suffices
to prove that if t, e Md and t2 e Έlc

d then t, - t2e Wd. For any x e 6^°
and any yeZn we have JC + tγy e <PΓ, as ^ e SK .̂ Hence as ί2 e Wlc

d

we have

(x + t,y) + U- y) e 6^c ,

that is

so that

ίt — ί! e

(ii) Next we show that k = d Π p G
p | i V ( d /

For JC e S^c and any y eZn we have
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G.C.D. (Zx (x + ky) + llf , Zm (x + ky) + lΛ, c)

= G.C.D. (lrx + k + Hh-y), ••,/••* + L + Wm-y), de)
= d G.C.D. (^ + k, (lry), --,um + k, (lm-y), e) ,

where kγ — k/d. To complete the proof we must show that for all
y e Zn we have

G.C.D. (u, + h (lry), -• ,um + k1 (lm y), e) = 1 .

Suppose that this is not the case. Then there exists y0 e Zn and a
prime p\e such that ut + kx (lry0) = 0 (mod p) for i = 1, , m. Let
J2Γ = x + &#o so that for i = 1, , m we have

= d (ut + Λi (

that is,

Zi z + U = 0 (mod

so that N(pd, U) > 0. Hence as p\e we have p\kx and so p\u{ for
i = 1, « ,m. This is the required contradiction as G.C.D. (uλ, •••,
ww, e) = 1, since x e ̂ 1 C .

(iii) In (i) we showed that 9KJ is an ideal of Z and since Z is a
principal ideal domain, 2K̂  is principal. Thus by the definition of the
minimum modulus Ml we have Wd = (ΛfJ). In (ii) we showed that
k 6 2Kc

d so that Mc

d | k. Hence to show that Mc

d = fc we have only to
show that Jfc|Λίd.

Now for all x e ^ c and all y e Zn we have
G.C.D. (lr(x + Mly) + i l f « ,/m (x + M ^ ) + lm, c) = d .

Hence

G.C.D. (du, + MS Zi if, , d^m + M^ Zm z/, d e) = d ,

and so we must have

u ^ / , . # = 0 (modd) ,

for all y eZn and all i (1 ^ i ^ m). Taking in particular # = (0, ,
0,1, 0, , 0), where the 1 appears in the j t h place we must have for
ί = 1, ••, m and j = 1, , n

Mc

d lij = 0 (mod d) ,

t h a t is

G.C.D. {Mc

d ίu, , Mc

d lmn) = 0 (mod d)

or
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MJ G.C.D. (l19 , /„) = 0 (mod d) .

But G.C.D. (lt , Zw, d) = 1 so we must have ΛfJ = 0 (mod d). Thus
it suffices to prove that

, where k: = &/ώ = Π P α ^ πd = Mdjd .
| J V ( d /

We suppose that hγ\πd so that there exists a prime p e for which
the system l^w + i4 = 0 (mod pc£) (i = 1, •••, m) is solvable yet p\
πc

d. By Lemma 2 (ii) there exists * e Z% such that for some JC e ^ c

we have

li z + Ui = 0 (mod #), i = 1, •••, m .

As p \ πc

d we can define λ by TΓJ λ = 1 (mod p) and let ί/ = λ̂ r so that
for i = 1, , m we have

(4.2) % + ττcrf li-y = 0 (mod j>) .

But as AfS is the minimum modulus and xe S^d

c we must have

G.C.D. (lr(x + Md y) + i l f . . . , lm-(x + Md y) + Zm> c) = d ,

that is

G . C . D . ( ^ + πd lry, ---,um + πc

d lm-y, e) = 1 ,

which is contradicted by (4.2). Hence πc

d = Π V and this com-
p\e,N(pd,L')>0

pletes the proof.

We note the following important corollary of Theorem 2.

COROLLARY 1. x e Zn is a solution of

(4.3) G.C.D. (lrx + llf •••,/*•* + L, c) = d

if and only if

(4.4) G.C.D. (lrx + k, •••, /» ΛΓ + iw,MS) = d.

Proof, (i) Suppose x is a solution of (4.3). Then we can define
Ui (i = 1, , m) by /^-x + Zi = ώ^ and we have

G . C . D . (ulf ...,um,e) = l .

Hence we deduce

G.C.D. (u19 --.,um, Π P) = l
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and so

G . C . D . (lrx + k, ...,lm.x + lm,d Π P) = d,
p\e,N(pd,L')>0

which by Theorem 2 is

G.C.D. (lί-x + k, •• , / m x + lm,M°d) = d.

(ii) Conversely suppose x is a solution of (4.4). Then there exist
ui (i = 1, , m) such that l^x + Z* = du{ and

G.C.D. (ulf ---,um, Π P) = 1
p\e,N(pd,L')>0

Suppose however that

G . C . D . ( u l f - - - , u m , e ) Φ l .

Then there exists a prime p such that

^ = 0 (i = 1, , m), β Ξ 0 (mod p), iSΓ(pd, L') = 0.

But for i = 1, , m we have

/ί jc + li = d^i = 0 (mod pd) ,

that is N(pd, Lr) > 0, which is the required contradiction. Hence we
have

G . C . D . (u19 - - - , u m , e ) = l

and so

G.C.D. (lrx + ?!,••-, /m x + ίm>c) = d .

5* Number of solutions with respect to the minimum mod-
ulus* We begin by evaluating 5ft;, that is, the number of solutions of
(1.1), when d = 1, which are incongruent modulo M\. We prove

THEOREM 3. 91; = Π 2Π1 - — r τ τ \ w/^re r(p, L) is the
p\c,N(p,L')>0 \ rprKP,^) J

rank of the matrix L[p) obtained from L by replacing each entry liά

by its residue class modulo p in the finite field Zp.

Proof. By Corollary 1 the required number of solutions 9ΐJ is just
the number of solutions taken modulo Mΐ of

G.C.D. (/1 ΛΓ + k, . . . , / m x + lm,Mϊ) = 1 .

Thus as ilίί = Π V is a product of distinct primes, a standard
ρ\c,N(p,L')>0
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argument involving use of the Chinese remainder theorem shows that
this number SSl{ is just Π STi(ί>), where <3l{p) is the number of solutions

P\M{

x taken modulo p of

(5.1) G.C.D. (k-x + k, . . . , / m x + lm,p) = l .

Now x is a solution of (5.1) if and only if x{p) is not a solution of the
system (T denotes transpose)

Since N(p, U) > 0, this system is consistent over the field Zp and has
pn-rip, L) solutions. Thus the number of solutions (modulo p) of (5.1)

is pn - p*-'<*>» = pn ( l - -^^j-X giving

as required.
In the proof of Theorem 2 we have seen that any solution

modulus M of (1.1) is a multiple of Mc

d. As £^ά

c consists of 3lc

d con-
gruence classes modulo Mc

d, Lemma 3 shows that S^c consists of
(M/Mc

d)
n<$ld congruence classes modulo M. Hence by Theorem 3 we have

COROLLARY 2. The number of solutions x of (1.1), with d = 1,
determined modulo M—a multiple of Mc

d—is

,α4'.>o V1

As a consequence of Corollary 2 we have the linear case of a
result recently established by Stevens [6]. A generalization of this
result is proved in § 7.

COROLLARY 3. (Stevens) The number of solutions of

G . C . D . (a.x, + &!,•••, anxn + bn1 c) = 1 ,

taken modulo c, is

where Vi(p)(i = 1, , n) is the number of incongruent solutions modulo
p of diXi + 5 { Ξ 0 (mod p).

Proof. The system
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diXt + h = 0 (mod p) (i = 1, , n) ,

is solvable if and only if

G.C.D. (ai,p)\bi(i = 1, ...,w) ,

that is, if and only if

p\ di or p I G.C.D. (α*, 6;) (ΐ = 1, , n) .

Hence by Corollary 2 the required number of solutions is

(5.2) e D

where the dash (') denotes that the product is taken over all p such
that p\di or p\G.C.D. (α<, bt) (1 <^ i <: n) and r(p) is the number of
a,i (i = 1, •• , ri) not divisible by p. As

1, P Jf di ,

0, p α o p | bi ,

for i = 1, , n, (5.2) is just

which is the required result.
We now turn to the general case d >̂ 1. Let p be a prime and

let E denote an equivalence class of S^d° consisting of elements of S^l
which are congruent modulo d. We assert that if x(1), x(2) e E then
the system l^z{1) + u! ι) = 0 (mod p) (ί = 1, , n) is solvable if and only
if the system li z{2) + ^ ( 2 ) = 0 (mod p) (i = 1, •••, n) is solvable. As
χ(D Ξ χ(2) ( m o d p ) t h e r e e χ i s t s f e ^ s u c h t h a t χi2) = χ(D + rfίβ Hence

for ΐ = 1, , n we have

dnf = lrx
{2) + k

= lrx
{ι) + lt + dlrt

= duίι) + dirt

giving

nf = uϊ1} + Irt .

If there exists z{1)eZn such that / j ^ + i t i ^ O (mod p) (i = 1,
. , w) letting z(2) = z(1) - ί we have Zΐ z

(2) + uf = /ί z(1) - Z-f + ulυ +
li t = 0 (mod p), which completes the proof of the assertion. Hence
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the solvability of the system

li'Z + Ui ΞΞΞ 0 (mod p) (i = 1, , n)

depends only on the equivalence class E to which x (recall U x + U =
dUi) belongs. Thus we can define a symbol δp(E) as follows:

rl, if for some xeE (and thus for all x e E) the system

δp(E) = | h z + ut = 0 (mod p) (i = 1, , m) is solvable,

10, otherwise.

We now prove the following result.

N{d,L') f / I \δp(E^))Λ

THEOREM 4. 3ίj = Σ i Π W l - —Ty \, ivhere
3=1 {.p\e,N(pd,L')>Q \ PKV' V J

the EU) denote the N(d, U) congruence classes modulo d in S^0.

Proof. We let

l/ί ΛΓ + Z< = 0 ( m o d d ) , i = 1, « , m }

so that we have Sfd

c g ^ . Now ^ consists of JV(d, L') congruence
classes modulo d and if we restrict this equivalence relation modulo
d to SHe, we show that £fd

c also contains the same number of classes.
We write E(x) (resp. E'(x)) for the equivalence class to which x e 6^
(resp. x G S?) belongs. From the proof of Theorem 1 we see that for
each x e y there exists Xe Zn such that x + dλ e ^ c . We define a
mapping / from the set of equivalence classes of S? into the set of
equivalence classes of 6^d

c as follows: For x e S^

f(E>(x)) = E (x + dX) .

This mapping is well-defined for if x' e S? is such that E\xf) = £"(x)
then E{x> + ώλ') = E(x + dX). f is onto for if x 6 S^c then / (E'(x)) =
E(x) and is also one-to-one, for if f{E'{x)) =f(E'(y)), then E(x + dX) =
E'^ + dλ'), that is x = x/ (mod d), giving Er{x) = £ % ) . Thus the
number of equivalence classes of ,9^d

c is the same as the number of
equivalence classes of Sf, that is N(d, U).

Since d\Mc

d, each equivalence class £7 of Sie, consists of a certain
number of distinct classes in S^d

c modulo Me

d. We now determine this
number. If xe E, x + dt also belongs in E if and only if it belongs
in S^.% that is, if and only if,

G.C.D. (ίt (x + dt) + k, , Zm (x + dt) + lm,c) = d,

that is, if and only if,
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(5.3) G.C.D. (u, + l^t, , um + ln-t, e) = 1 .

Thus the number of distinct classes modulo Md contained in E is
just the number of distinct classes modulo πΰ

d = Mc

d/d which satisfy
(5.3). But the minimum modulus of (5.3) is ΓLιe pδp{E). By lemma
2 (i) δp(E) = 1 implies N(pd, U) > 0, so that Y[pU pδ*(E) divides
ILp\e,N(Pd,L>)>o P = ^ . Writing Πίϊ. f ° r ΪLie ,^ , L Ί > 0 and Π°Piβ for
ϊlp\β,N(pd,L>)=oi the required number of classes is by Corollary 2

»<£>

as N(pd, U) = 0 implies δ^J?) = 0.
Finally letting Ea), . . , ί/(Λ) denote the h = N{d, U) distinct equi-

valence classes in 6^c we deduce that the total number of incongruent
solutions modulo Mc

d of (1.1) is

S { R 1 ) Γ

We remark that r(p, L) ^ 0 , for p\e and δp(E) = 1. Otherwise,
if r(p, L) = 0, li = 0 (mod p) (i = 1, , m). But as 5P(JE7) = 1 then for
xe E the system ^ z + ut = 0 (mod p) (i = 1, , m) is solvable con-
tradicting G.C.D. (t&i, , um, e) = 1.

6* Some special cases* We note a number of interesting cases
of our results.

COROLLARY 4. If G.C.D. (d, e) = 1 ίΛ,β^ ίΛe number %lc

ά of solu-
tions of (1.1) modulo Mc

d is

U) 11 p
p|e,Λ7(?)G;,L')>0

Proof. By Theorem 4 it suffices to show that if G.C.D. (d, e) =
1, p\e, N(pd, U) > 0 then for all xe £Sd we have δp(E) = 1, that is the
system li z + ut = 0 (mod p) is solvable. Let w be a solution of
ίi ΪΓ + Zt = 0 (mod pd), say Z-u? + li = p d ^ (i = 1, , m). As p | d we
can define * = d " 1 ^ — x), where dd"1 = 1 (mod p) so that for i =
1, , m we have
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li z + Ui = drl(li'W — li x) + u{

— k — dUi + lt) + Ui

— Ui) + Ui

= 0 (mod p) ,

as required.

COROLLARY 5. If N(d, U) = 1 then the number %ld of solutions
of (1.1) modulo Md is

(6.1) 9lJ= Π
\N(dp\e,N[pd,L')>0 \ p'"->V

In particular N(d, U) = 1 when L is invertible (mod d), and so
%lc

d is given by (6.1). Moreover if L is invertible modulo d JJple p or
c, then (1.1) is solvable and 9ΪJ = ΐ[p]e(pn — 1).

Proof. This is immediate from Theorem 4 since by Lemma 2(ii),
δp(E) = 1 for all p\e, N(pd, U) > 0. Also (1.1) is solvable when L is
invertible modulo d ]Jp]e p as

G.C.D. (l19 , lm, d) = G.C.D. (/;, , l'm, c) = 1 .

COROLLARY 6. If L is invertible modulo Π V then the
p\e,N(pd,L')>0

number of solutions of (1.1) modulo Md is
yic

d = N(d, Π) Π (Pn - 1) .
p\e,N(pd,L')>0

Proof. Let p be any prime such that p\e and N(pd, L') > 0.
Then L is invertible modulo p and so for any x e Sζc the system

li z + u,i == 0 (mod p) (1 = 1, , n)

is solvable and so δp(Eij)) = 1, j = 1, , N(d, U). Moreover as L is
invertible modulo p we have r(p, L) = n and the result follows from
Theorem 4.

COROLLARY 7. //

(6.2) G.C.D. (α1? « ,α w , d) = 1

^ e equation

(6.3) G.C.D. ( α ^ + . + αwa?Λ + b,c) = d

is solvable if and only if

(6.4) d I c, G.C.D. (αlf , αft, 6, c) = 1 .
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The minimum modulus of (6.3) is

dlί'P
p\c/d

and the number of solutions x modulo this minimum modulus is

p\cld

where the dash (') means that the product is taken over those primes
p\c/d such that G.C.D. (α l t , αw, p) = 1.

Proof. According to Smith [4] or Lehmer [3] the number of
solutions x taken modulo d of

aγxγ + + anxn + b = 0 (mod d)

is dn~ι G.C.D. (a19

 β , α n , d) if G.C.D. (α iy

 β , α Λ , d) divides δ and 0
otherwise. Thus as G.C.D. (a19 , an, d) = 1, we have JV(d, L') = dn~ι

and so by Theorem 1 (6.3) is solvable if and only if

d\c, G.C.D. (a19 , an, 6, c) — 1 .

Now if (6.3) is solvable and p\c/d then

G . C . D . (a19 ---,an,pd)\b

if and only if

G.C.D. (a19 --,an, p) = 1 ,

in view of (6.2) and (6.4). Thus by Theorem 2 the minimum modulus is

Finally for p\c/d, G.C.D. (aίf « ,α Λ , p) = 1 we have r(p, L) = 1 and
moreover the congruence α ^ + + α ^ + % Ξ= 0 (mod p) is always
solvable so that δp(Eij)) = 1,^ = 1 , . . . , d^ 1. Hence by Theorem 4 the
number of solutions is

dn-l -Q, Λ _
p I c/d V

We remark that in particular ([5])

G.C.D. {ax + 6, c) = 1

is solvable if and only if G.C.D. (a, 6, c) = 1, has minimum modulus
Upicpia Pi and has ELicpfα (p — 1) solutions a; modulo the minimum
modulus.
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COROLLARY 8. There is a unique solution of (1.1) modulo Mc

d if and
only if

(i) N(d, U) = 1 and there is no prime p such that

p\e, N(pd, L') > 0 ,

or

(ii) N(d, U) — 1 and the only prime p such that p\e, N(pd, L') >
0, is p = 2, and r(2, L) = 1, n = 1.

Proof. If (1.1) possesses a unique solution modulo Mj, Theorem
4 shows that S can consist only of a single congruence class modulo
d. Hence N(d, U) — 1. Also by Theorem 4 if there is no prime p
such that p\e and JV p̂d, U) > 0 then 9^ = 1. Suppose however that
there is such a prime p. Then by Corollary 5 we have

1 = Π (Pn - pn~r{p'L)) .
p\e,N(ρd,L')>0

This occurs if and only if

(6.5) p n - pn~r{*>>L) = 1 ,

for all p\e with N(pd, U) > 0. But the left-hand side of (6.5) is
divisible by p unless r(p, L) = n. Then pn = 2 and we have p = 2,
w = 1, r(p, L) = r(2, L) = 1, which proves the theorem.

7. Another method. Although the formula of Theorem 4
applies to some important cases in § 6, this formula seems difficult to
evaluate even for example in the diagonal case

G.C.D. ( α ^ + δi, , anxn + δΛ, c) = d .

The inherent difficulty is in determining for a given prime p which
solutions of this equation have the property that the system atZi +
Ui = 0 (mod p) (ί = 1, •• , n) is solvable. We now present another
method which in conjunction with previous results yields the diagonal
case.

We consider the set U of ueZm with G.C.D. (u, e) = 1 for which
the system

(7.1) li x + U = dUi (mod c) (i — 1, , n) is solvable

It is clear that if u e U and u = u' (mod e) then u' e U. We denote
by K\ the number of distinct classes modulo e contained in IX. Let
91 denote the number of solutions x of (1.1) modulo c. We prove

THEOREM 5. Sfl = Kc

dNc(L*) where L* is the mx(n + l) matrix
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Proof. If xe^dc then there exists ueZn such that i< x + ϊ< =
dUi (i = 1, , m) and G.C.D. (ιι, e) = 1. If x, x ' 6 ̂ 2 C are such that

x = x' (mod e) then dui = d^J (mod c), that is %,»==tt? (mod e).
Conversely if G.C.D. (M, e) = 1 and JC satisfies l^x + l{ = dui (mod

c) (i = 1, , m) then / x + ϊ» = rf(w« + λ<e) and x G ,9T as G.C.D. (M +
λe, e) = G.C.D. (w, e) = 1.

Thus x e S^d

c if and only if x is a solution of li x + i, = d% (mod
c), where G.C.D. (M, e) = 1. Now there are Ke

d incongruent classes of
u modulo e, with G.C.D. (u, e) = 1, for which (7.1) is solvable. For
each one of these, (7.1) has NC(L: 0) incongruent solutions modulo c.
Hence we have

% = Kc

dNc(L*)

as required.
We now obtain the following interesting result.

COROLLARY 9. If heZn and el9 ,ew are divisors of e then the system

(7.2) Uι = hi (mod e<) (i = 1, , w)

a solution u = (^, , ww) ŝ c/̂  ίfeaί G.C.D. (M, e) = 1 if
if G.C.D. (ex, , e», fci, , /̂ w, e) = 1. When this holds (7.2) /ιas

ft («/««) Π' ( i -
distinct solutions u modulo e, for which G.C.D. (u, e) = 1, where r(p) =

number of e< (i = 1, , w) woί divisible by p, and the dash (') means

that the product is taken over those primes p\e such that pJfβi or

pI G.C.D. (ei9hi) (i = 1, ••-,**).

Proof. The system (7.2) has a solution M such that G.C.D.
(u, e) — 1 if and only if

(7.3) G.C.D. ( β ^ + hu , enxn + ΛH, e) = 1

is solvable, which by Lemma 1 is the case if and only if G.C.D. (e19

•••fβnfhi* ' •> ΛΛ> β) = l Applying Theorem 5 to (7.3) we have Sft =
K?Ne{L*) and we note that K? is the number of distinct solutions u
modulo e of (7.2) for which G.C.D. (w, e) = 1. However Ne(L*) is the
number of solutions x modulo e such that e&i = 0 (mod e) (i = 1, ,
^ ) . Clearly iVe(£*) - Π?=i ^ % Corollary 2
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= e" Π (l - -hr) ,

where

Now N(p, U) > 0 if and only if the system etWi + h = 0 (mod p) (i =
1, •••,%) is solvable, that is, if and only if G.C.D. (p, e^\hi or if and
only if v\^% or p | G.C.D (e4, fe4) (i = 1, , n). Also r(p, L) is just
the number of the e{ (i = 1, , n) not divisible by p. This completes
the proof.

We now obtain a generalization of Steven's result [6] (see
Corollary 3).

COROLLARY 10. The equation

G.C.D. (a1xι + b19 , anxn + 6n, c) = d ,

G . C . D . (α,, •• , α w , d ) = 1 ,

is solvable if and only if

d\c, G . C . D . (ai9d)\bi (i = 1, •••, w) ,

G . C . D . (α x, , α n , δi, , δ n , c) = 1.
number of solution modulo c is given by

Π G.C.D. (au d) {φγ Π (l - »MllL»

where v^p) (i = 1, , w) is ίfee number of incongruent solutions modulo

" G C D (a d)G.C.D. (a,i, d) G.C.D. (α<, d)

Proof. The necessary and sufficient conditions for solvability are
immediate from Theorem 1. When solvable we calculate the number
91 of solutions modulo c using Theorem 5. Thus we require the number
of distinct u modulo e with G.C.D. (u, e) = 1 such that

a,iXi + bi = dui (mod de) (i = 1, , n)

is solvable, that is,
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(ajdjxt + (bjdt) = (d/dύUi (mod d/dre)

where d{ = G.C.D (aiy d) (ί = 1, , n).
This is solvable if and only if

G.C.D. ((di/di), (d/dje) \ (d/d^u, - (bjά^i = h , n) ,

that is, if and only if,

(d/dJUi = (h/di) (mod G.C.D. {{ajd,), e) (i = 1, . , n) .

This system is equivalent to

Ui = h (mod G.C.D. (ajdi, e)) (i = 1, , n) ,

where hi = (d/d^bi/di and (djd^)~ι is an inverse of d/di modulo G.C.D.
{dildi, e) since G.C.D. (d/di9 a^di, e) = 1. Thus by Corollary 9 the
number of such u is

n p / I

ϊ γτr (Λ _ 1

n n τ\ ((„ u \ o\ II V /nr^^

where the dash (') means t h a t the product is taken over those p\e
such t h a t p\a,i/di or p | G . C . D . (α*/^, 6 ^ ) , i = 1, , w, as p\G.C.D.
(a,i/di,e,hi) if and only if p\G.C.D. (ajdi, e,bi/di) because {djd^hi =
bjdi (mod G.C.D. (α,/^, e) and G.C.D. (d/di9 ajdi) = 1 (i = 1, , n).
Also r(p) is the number of ajdi (i = 1, , n) not divisible by p.

Next we need the number of incongruent x modulo de such that

diXi Ξ= 0 (mod de) (i = 1, , n) .

This is just

Π G.C.D. (α,, de)
ϊ = l

= P i G.C.D. (αjdί, (d/d()e)
ί = l

= Π ^ G.C.D. (di/di, e) .
* = 1

Hence by Theorem 5 the required number of solutions is

where the dash (') means t h a t the product is taken over those p\e
such t h a t p\ajdi or p\G.C.D. (ajdif bjdi), i = 1, , n. This number
is
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as

(Λ <n V a Id

\)'(Ύ) i — ' 0 Ύ) \ (Ί I (Ί Ύ) Λ u 1(1

p, p I ajdi, p I bt/di .

Finally we state that all formulas are easily modified if we do
not assume g = G.C.D. (l19 , lm1 d) — 1 (See introduction, Theorem 1).

For example we list

THEOREM 2'. If <9T Φ 0 the minimum modulus M% with respect
to (1.1) is given by

p\e,N(pd1,L'lg)>0

COROLLARY 4'. // G.C.D. (d, e) = 1 then the number 9% of solu-
tions of (1.1) modulo Ml is

wd - N(d, u/g) π
p\e,N(pdltL'lg)>0
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