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NONLINEAR EQUATIONS OF EVOLUTION

BRUCE D. CALVERT

We begin by considering various kinds of nonlinear
operators in a Banach lattice X, i.e., a Banach space which
has a compatible lattice structure. With adequate definitions
we are able to develop a theory parallel to the theory of
nonlinear equations of evolutions in a general Banach space,
as carried out by Komura, Kato, Browder and others. Ex-
istence and uniqueness theorems about solutions of the equa-
tion of evolution du(t)/dt = — Au(t) are developed under
conditions on the space X and the operator A. Given a
solution u(t) to du(t)/dt = — Au(t) with initial condition
u(fi) = v, where v lies in the domain of A, a semi-group U(t)
is defined by U(t)v = u(t), t ^ 0.

Conditions are found under which the semi-group is order-preserv-
ing, and under which a trajectory u(t) is itself increasing as t
increases. Under these conditions, the existence of zeroes of the
infinitesimal generator -A is derived, corresponding to fixed points of
the semi-group U(t). These results are stronger than those concerning
the zeroes of accretive operators in a general Banach space.

Under the special condition that the space X be an algebra whose
unit is an order unit, we give conditions on -A in order that it
generates a semi-group, without assuming local uniform continuity
of A.

S n
U(t)vdt

o

as n —> oo is developed, having an intimate connection with the
nonlinear semi-groups U(t) of the type considered above. Nonlinear
ergodic theorems have not so far appeared in the literature.

Furthermore, the existence of a solution to du(t)/dt = + Au(t)
under the condition that A preserves order is discussed. These
results lead to some new open questions, as for example how to carry
over the theory of fixed points and zeroes developed above.

The last two sections deal with equations of evolution outside
the Banach lattice. For the case of a lattice, the concept of x —> 2J(x+)
being a selection of the subgradient of x —*\\x+\\2, with J a duality
map, was used. With G a closed convex subset of x, we now use
the fact that x —> 2J(x — Ux) is a selection of the subgradient of
x —> (d(x, G))2, where Ux denotes a nearest point to x in G. With G
compact, we directly generalise some of the results of the theory of
accretive operators, which correspond here to G = {0}.

Finally, in order to find zeroes of a given operator A, a smoothed
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version of du(t)/dt = + Au(t) is considered. Smoothing refers to the
fact that Banach spaces X2 c X1 and linear operators St, t ^ 0, from
Xι to X2 are considered, which abstract the idea of smoothing or
modification by convolution. This gives results under the conditions
of the Nash-Moser inverse function theorem.

1* Nonlinear Operators in a Banach Lattice* We recall a
Banach lattice X is a Banach space X over the real numbers E, which
is a lattice under the ordering ^ , such that for x9 y and z in X,

(a) x <£ y implies x + z ^ y + z
(b) x <Ξ y implies ax <; α# for α >̂ 0 in R
(c) | a ? | ^ | y | implies ||®|| £\\y\\.
A background in Banach lattices is provided by the books of

Yosida [24], Schaefer [20] and Birkhoίf [2]. Schaefer's notation is
mostly followed, in particular x+ = sup(x, 0) and x~ — sup( — x, 0), so
that x = x+ — x" and | # | = x+ + a?~.

We use where possible nonlinear terminology from Browder [5].
In particular a duality map J is a function from X to its dual X*
such that (Jx, x) = | |^ | | 2 and || Ja?|| = ||α;|| for a? in X. With an order
structure on a Banach space we may consider further properties
possessed by J.

DEFINITION. Suppose X is a Banach lattice, and J a duality
map. Then J is positive if

(1) (Jx, y) ^ 0 if x ^ 0 and y ^ 0
(2) (Jx,y) = 0 if x±y.
Since writing this paper as a thesis the author has found Phillips

[18] used this duality mapping in the theory of linear nonexpansive
semigroups.

We recall: a subset A of X is order bounded if it is contained
in an order interval [α, b] = {z in X: a <J z ^ 6}. X is countably
order complete (sίgma complete in Yosida [24]) if for every order
bounded countable subset A of X, supA and infA exist. X is order
complete if we remove the countability requirement. Following
Krasnoselski [13], if X is an ordered Banach space we say the norm
is monotonic if 0 <g x <J 7/ implies | |x| | <* Ill/ll Schaefer [20] page
215 shows that X has an equivalent monotonic norm iff the positive
cone {x in X: x ^ 0} is normal.

PROPOSITION 1.1. (1) Suppose X is an ordered Banach space with
monotonic norm. Then there is a duality map J satisfying (1) above.

(2) Supposing X is a Banach lattice, then there is a duality
map satisfying (2) as well, i.e., a positive duality map.
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Proof. (1) Suppose x in K, the positive cone of X, and | |x| | = 1.
Let B be the open ball center 0 radius 1 and let B — K be the convex
open set {b — k: b in B and k in K). x is not in B — K, for if
x = b - k, then b ^ x ^ 0. Hence, | |δ | | ^ ||a;|| = 1.

By the Hahn-Banach theorem there is a closed hyperplane con-
taining x which does not intersect B — K. Hence, there is an element
J,x of X* with (J&, x) = 1 and (J&, /) < 1 if / is in B - K. By
continuity, (J&, x — k) <: 1, hence, (J&, k) ^ 0 for A: in iΓ. For 6 in
B, (Λx, 6) < 1, hence, || Jjx\\ ^ 1. Therefore, \\J&\\ = 1 since (JjX, x) = 1.
This gives a duality map on K\J — K satisfying (1). If x is not in
if or — if, we consider the open set B instead of B — K as usual to
obtain a duality map Jx: X —>X* satisfying (1). The device used
above is that of the Brauer: Namioka theorem on extension of positive
functionals. (See Schaefer [20], page 227.)

(2) X may not be sigma complete, but X** is; indeed, it is
order complete. Hence, for x in X** and for y >̂ 0 we define

Px(y) = sup{ infθ \x\,y): n in Z+}

= sup{[0, y] Π Bx)

where Bx = [xL}L is the band generated by x. For general y we define
Px(y) = Px(y+) — Px(y~). Px is a bounded linear operator of norm 1,
idempotent, a lattice homomorphism, and Px{y) = 0 if x±y.

Now the evaluation e: X-+X** defined by (e(x), f) = (x, f) for
/ in X* is a lattice homomorphism and an isometry. If X were
sigma complete with Jλ as in (1) a duality map for X, we could
define Jx = P^J^x).

Given J1 as in (1) a duality map for X**, we define for x in X,
Jx = e*PΐJ1ex.

(a) (Ja;,a?) = {Jxex, Pex{ex)) = \\ex\\2 = \\x\
( b ) (Jic, i/) - (Jies, Pβx(βi/)) g [|βx|| | |βi
( c ) if x, y ^ 0, t h e n e$ ^ 0 and Pex(ey) ^ 0, hence, (Jίc, y) ^ 0;
( d ) if x 1 y, then ex 1 e#, hence, Pex(ey) = 0, hence, (Jίc, ?/) = 0.

Hence, J is a positive dual i ty m a p .

COROLLARY. If X is a Banach lattice and X* is strictly convex,
then the duality map is positive since it is unique.

If g is a convex real valued function on X, then the subgradient
>dg: X—> subsets of X* is defined by: w is in dg(x) iff for all u in X,

g{v) ^ g(x) + (w, u — x) .

A selection of a function i^7: X —> subsets of F is a function
/ : X—> F with f(x) in ^(x) for x in X. The first part of this next

\2;
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result is central to further development.

PROPOSITION 1.2. Suppose X a Banach lattice with positive
duality map J. Then y —• 2J(y+) is a selection of the subgradient of
y-+\\y+\\2. Conversely, if x-+2w(x) is a selection of the subgradient
of x—> \\x+\\2 and w(x) ^ 0 for all x in X, then w(x) is a permissible
value for J(x+).

Proof. Let x and y be elements of X.

(J(x+), y) 5g (J(x+), y+) since J positive and y+ ^ y .

(J(x+), (x) = (J(x+), x+ - xr)

= (J(x+), x+) since J positive and x+ _L x~.

Now (||α;+ | | - \\y+\\)2 ^ 0, hence,

| | r Ί | 2 ^ \\x+\\2 + 2(J(x+),y+ -x+) .

Therefore,

\\y+\\2 ^ \\x+\\2 + 2(J(x+), y - x) , '

and x—>2J(x+) is a selection of the subgradient of x—>\\x+\\2.
Conversely, suppose for y in X we have

( 1 ) \\y+\\2^\\x+\\2 + 2(w(x),y-x) .

Putting y = ax, a real in (1), we have

a \\x+\\2 - 2(w(x), x)a + 2(w(x), x) - \\x+\\2 ^ 0 .

Hence, the discriminant is ^ 0, i.e.,

0 2> (w(x), xY - 2 \\x+\\-(w(x), x) + | | α ; + | | 4

= ((w(x),x)-\\x+\\2)2.

Hence,

(w(x),x)= \\x+\\2 .

((w(x), x+) = (w(x), x) + (w(x), x~)

^ (w(x), x) since w(x) ^ 0 and x~~ ̂  0

= II^ΊI2.

Now given e > 0, there is U(e) in X with || Z7(β)|| = |[w(»XH and

(w(x), U{e)) ^ \\w{x)\\2 - e .

Putt ing y = U(d) in (1), we have

\\U(e)\\2 + | | ^ + | | 2 ^ 2(w(^), U(e))

^ 2 \ \ w ( x ) \ \ 2 - 2 e .
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Therefore,

\\w(xW<ί\\x+\\2 + 2e.

Hence,

giving

| |w(a)| | = | | s + | | and (w(x),x+) = | | ^ | | 2 .

A global ψ system for a Banach space X i s a function ψ: X—>X*
with \\ψ(x)\\ ̂  IMI and (ψ(x), x) ^ c\\x\\z for a? in X, where c > 0 is
in JR. (See Browder [7], Chapter 3)

PROPOSITION 1.3. Suppose X a Banach lattice with positive
duality map J, then ψ(z) = ^{J{z+) — J{z~)) is a global ψ system for
X with constant c = 1/4.

Proof. | | 2 + | | ^ ||;z|| and | | s- | | ^ | | z | | since X SL Banach lattice,
hence,

2(φ(x), z) = (J(z+) - J(z~), z+ - sr)

— ll^ll2 + \\#~ 112 since J positive .

Now

Therefore,

Therefore,

DEFINITION. Suppose X a Banach lattice with positive duality
map J.

A: D(A)-*X, D(A)aX, is T-accretive if for x and y in D(A),
(Ax — Ay, J(x — y)+) ^ 0, and A is hypermaximal T-accretive if also

R(I+ A) = X.

U: D(U) —> X, D(U)czX, is T-nonexpansive if for x and 7/ in D(U)

\\(ϋx- Uy)+\\ £\\(x-y)+\\.

A: D{A) —* X is generalized T-accretive if there is A; > 0 in R with

- Ay, J(x -y)+)^-k\\(x- yy | | 2 .
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U: D(U)-+X is T-Lipschitz if there is k > 0 in R with

A: D(A) —» X is locally generalized T-accretive if for £ in D(A),
there is &z > 0, and a neighborhood Nz of s in X, with

{Ax - Ay, J(x - y Y ) ^ - k z \ \ ( x - y ) + 1 | 2

for as and # in Nz Π

ί7: D(U)-+X is Zocαίfo/ T-Lipschitz if for s in I>(17), there is kz > 0
and a neighborhood Nz of 2 in X with ||(Z7a? — ϊ72/)+|| ^ kz\\(x — y)+\\
for a? and y in Nz f] D(U).
Given a global ψ system φ, A: D{A) —• X is ^-accretive if

(Ax - A2/, ^(a? - ?/)) ^ 0 .

J7: JD(ί7) -*is monotonic iί x ^ y implies Ux ^ Z7τ/.
Ϊ7: D(U) ->X* is T-monotone if (Cta - ί7τ/, (α; - y)+) ^ 0.

The definition of T-monotone functions was given independently
by Brezis-Stampacchia [5] in a particular concrete case. T-monotone
implies monotone, but, in general, T-accretive does not imply accre-
tive. In many function spaces it does, we see later, but we obtain
additional information from the T-accretive property.

T-accretive functions arise as nonlinear partial differential opera-
tors; for example, the conditions (A) of Brower [6] give T-monotoni-
city in the Hubert space L2(G), hence, T-accretivity, for second order
operators.

We now consider certain relations between these classes.

PROPOSITION 1.4. Suppose X a Banach lattice with positive duality-
map, and A: D{A) —• X is T-accretive. Then A is accretive with
respect to ψ{z) = h(J(z+) ~ J{%~)) °f Proposition 1.3.

Proof. Let x and y be in D{A). Now 2f(x — y)+ = J(x — y)+ and
2f(x — y)~ = J(x — y)~ and 2^{x - y) = ψ(x — y)+ — ψ{x - y)~. Hence,

2{Ax - Ay, ψ{x - y)) = {Ax - Ay, J{x - y)+) - {Ax - Ay, J{x - y)~)

= {Ax - Ay, J{x - y)+) + (Ay - Ax, J(y - x)+)

^ 0 since A is T-accretive.

We note A is T-accretive iff (Ax — Ay, Jr(x — y)+) ^ 0 where / r

is a generalized duality map. Hence, if Jr(z) = Jr(z+) — Jr(z~) for 2
in X, then T-accretive maps are accretive. This occurs in Lp spaces,
1 < p < 00. Yamamuro [23] gives a result on generalized duality
maps of this type.
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PROPOSITION 1.5. ( a ) If U is a (locally) T-Lipschitz function,
then —U is (locally) generalized T-accretive and also (locally) Lipsch-
ίtzian.

(b) A T-accretive function is generalized T-accretive and a
generalized T-accretive function is locally generalized T-accretive.

(c) A T-nonexpansive function is T-Lipschitz and a T-Lipschitz
function is locally T-Lipschitz. A T-Lipschitz function is monotonic.

(d) Suppose D(U)aX is convex. U is locally T-Lipschitz iff
there is a continuous function k: D(U) xD{U) —> R with

\\{Ux- Uy)+\\^k{x,y)\\(x - y)+\\ .

In particular, U is monotonic.
(e) Suppose D(A) a X is convex, and J(rx) = rJ(x) for r in R

and x in X. A: D(A) —> X is locally generalized T-accretive iff there is
a continuous function
k: D(A) x D(A) — R with (Ax - Ay, J(x - y)+) ^ - k(x, y) \\{x - y)+\\\

Proof, (a), (b), and (c) are straightforward; we prove (d), and
the proof of (e) is similar.

We suppose U is locally T-Lipschitz, and x and y are in D(U).
We assume z-+kz is continuous, using a partition of unity. The line
segment joining x and y is compact and contained in D(U). Hence,
we divide the line segment:

x = xQ- -y = xn with IKUx^ — UXi)+\\ ^ k{ ||(α?i-i - ^ ) + | |

with ki corresponding to a set containing xi and αv-i
Put k(x, y) = sup {k{: 1 ^ i ^ n).
Now for a and 6 in a Banach lattice, a+ + b+ ^ (a + δ)+. Hence,
( Σ ^ ) + ^ Σ(^ + ) for a finite sum, giving | | ( Σ ^ ) Ί | ^ IIΣfe+)l|. Hence,

\\(Ux- Uy)+\\ =

= k(x,y) || (x - y)+\\ .

Then by a partition of unity, we may assume k is continuous. The
reverse implication is immediate. U is monotonic for suppose x ^ y,
then 11 (a? - y)+\\ = 0. Hence, \\(Ux ~ Uy)+\\ = 0, giving Ux ^ Uy.

PROPOSITION 1.6. Suppose X a Banach lattice with positive
duality map. If U: D(U)—> X is T-nonexpansive, then I — U is
T-accretive.
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Proof. Let x and y be in D{U). Since (Ux - Uy)+ ^ Ux - Uy,

((x - Ux) -(y- Uy), J(x - y)+)

= 110* - v)+\\2 - (Ux - ϋy, J(» - y)+)

PROPOSITION 1.7. Suppose X a Banach lattice with positive duality
map J. If A: D(A) -»X is T-accretive, then for all d > 0, (I + dA)-1:
jβ(I + c£A) —* X is T-nonexpansive. If J is demicontinuous from the
strong to the weak* topology, then the converse is true.

Proof. Suppose w and z in D{A), A is T-accretive, and d > 0
is given, and (J + dA)w = a? and (J + cZA)̂  = y. Since A is T-accre-
tive, we have

\\(w - z)+\\* ^ (x - y, J(w - z)+)

^ ((x - y)+, J(w - z)+)
^\\(x-y)+\\\\(w-zy\\.

Hence, \\(w — z)+\\ ̂  \\(x — y)+\\ and ( / + dA)"1 is T-nonexpansive.
Conversely, suppose for d > 0, (J + dA)w = #d and (/ + eZA)2 = yd.

Then
I K w - ^ + I I ^ I K ^ - ^ l l for d>0.

Hence

2/d)+, w- z)^ (J(xd - yd)
+, (w - z)+)

^\\J(xd-yd)
+\\\\(w-zy\\

Therefore,

^ 0 .

But w — xd = — ώAw and z — yd— — <ZAs. Therefore,

W»d - Vd)+, Aw- Az)^Q .

Now xd — yd—>w — z, hence, (xd — yd)
+ —> (w — ̂ ) + , hence,

(/(^ - z)+, Aw - AJS) ^ 0 ,

and A is T-accretive.

We see that A is hypermaximal T-accretive if and only if there
exists d > 0 with R(I + dA) = X iί and only if for all d > 0,
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= X.

PROPOSITION 1.8. Suppose X a Banach lattice with A: D(A) —> X
hypermaximal T-accretive. Then R(A + dl) — X for d > 0.

Proof. Given y in X, d > 0, we want u with (A + dl)u — y.
Suppose R(A + dol) = X, d0 > 0. We shall solve

(A + dI)(A + doiy'x = y ,

and put u = (A + dj^x. We want x with

α? + d«~\d - doX^A + I)-ιx = y

Now (do^A + I ) " 1 is Γ-nonexpansive, hence, has Lipschitz constant
<̂  2. Hence, if ICZQ"1^ — do) I < 1/2, we have a solution a? by the
contraction mapping principle. Repeating this process a finite number
of times, we have A + dl is surjective for any d > 0.

PROPOSITION 1.9. Suppose X a Banach lattice with positive duality
map, and A: D{A) —> X is hypermaximal T-accretive. Then for d > 0,
A(I + dA)~x is T-accretive and Lipschitzian from X to X.

Proof. A(I + dA)~ι = d~ι(I - (I + dA)"1). By proposition 7,
(I + dA)"1 is T-nonexpansive. By Proposition 6, I — (I + dA)"1 is
jΓ-accretive. Hence, A(I + dA)~ι is T-accretive Also, (I + cLl)"1 is
Lipschitzian, hence, I — (I + dA)~ι is also, consequently, A(I + cZA)"1

is Lipschitzian with Lipschitz constant 3/d.

PROPOSITION 1.10. Suppose X a Banach lattice with positive
duality map, and A: D(A) —> X. Suppose A is

(1) T-accretive*,
or

(2) generalized T-accretive)
or

(3 ) locally generalized T-accretive.
For v in D(A) and t in R+ we put U(t)v = u(t), if there is a
unique continuous weakly differentiahle function u: [0, t] —> X, u(0) — v,
du(s)/ds = — Au(s) for s in (0, t) and s—>\\u{s)\\ is absolutely con-
tinuous. We say —A generates the semigroup U(t). We have U(t) is

(1) T-nonexpansive;
or

(2) T-Lipschitz;
or

(3) locally T-Lipschitz.



302 BRUCE D. CALVERT

Proof. Suppose 0 ^ s <̂  t ^ d, and x and y are in D(U(d)). By-
Proposition 1.2,

(α?(β) - x{t)) - (y(s) - y{t)) .

Dividing by t — s and letting s —> ί", we have, by the absolute con-
tinuity of \\(x(s) — y(s))+\\2, for t in [0, d] — N, where N is a set of
measure zero,

A \\(x(t) - τ/(ί))+||2 ^ - 2(J(x(t) - y(t))\ Ax(t) - Ay(t)) .
dt

In case (1), d \\(x(t) - y(t))+\\2/dt ^ 0 for t in [0, d] - N. Hence,

\\(x(d)-y(d)y\\*^\\(x-y)+\\2,

and U(d) is T-nonexpansive.

In case (2), d \\(x(t) - y(t))+\\2/dt ^ 2& ||(a?(ί) - y{t))+\\\ Hence,

Hence, | | ( Z 7 ( φ ; - U(d)y)+ ^ | | e M | | (a? - y)+ | | , and Ϊ7(d) is Γ-Lipschitz.
In case (3), we assume d small and x close to ?/, so that x(t) and
2/(0 are in a neighborhood iVz where kz is constant. This puts us
back in case (2). Composing with U(d) we obtain the result for
general d since [0, d] is compact.

We have a converse of the proposition above.

PROPOSITION 1.11. Suppose X a Banach lattice with positive
duality map, and A: D(A) —> X; is such that —A generates the
semigroup U(t) which is

(1) T-nonexpansive;
or

(2) T-Lipschitz;
or

( 3 ) locally T-Lipschitz.

Then A is
(1) T-accretive;

or
(2) generalized T-accretive;

or
(3) locally generalized T-accretive.
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Proof. Given x and y in D(A),

\\(x(t) - y(t))+\\* ^ \\(x(0) -

+ 2(J(x(0) - τ/(0))+, (x(t) - y(t)) - (x(0) -

In case (1), \\(x(t) - y(t))+\\2 ^ \\(x(0) - y(0))+\\2. Hence,

0 2> 2(J(x(0) - y(0))\ (x(t) - x(0)) - (y(t) -

dividing by t and letting t —»0+ we have A T-accretive.
Cases (2) and (3) are similar.

PROPOSITION 1.12. Suppose X a Banach lattice with positive
duality map. Suppose A: D(A) —> X generates a semigroup U(t), and
A is

(1) T-accretive;
or

(2) generalized T-accretive;
or

(3) locally generalized T-accretive.
Then

(1) | | ( A ^ ) ) + | | ^ | | ( A ^ ( 0 ) ) + | | ;
or

(2) || (Au(t)) +11 ^ e " | ] (Aιt(0))+11 where (Ax - Ay, J(x - y) +)

or
(3 ) || (Au(t))+1| ^ e^(i) |[ (A^(0))+1|, where (Ax - Ay, J(x - y)+)

{χ — y)+\\2 for x near y and K{t) = \ k{u(s)) ds.
Jo

Proof. We prove case (3). Suppose A is locally generalized
T-accretive, and u is a continuous function [0, d] —» X with du(t)/dt

). Then

||(w(t + A) -

by Proposition 1.10, since v(t) = u(t + Λ) is a solution to

— (ί) = - Av(t), with v(0) = u(h) .

Dividing by h and letting h —> 0+, we' have

Case (1) and (2) are similar, indeed particular cases.

COROLLARY. Suppose X and A are as in (3) above, with
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du(t)/dt = — Au(t), and Au(0) ̂  0. Then Au(t) ^ 0 as long as u(t)
is defined, and u(t) ^ u(s) if t ^ s.

Proof. By (3) of Proposition 1.12, \\(Au(t)+\\ ^ 0. Given t ^ s,

u(s) - u(t) = [' — {r)dr
h dr

= t — Au(τ)dτ
jt

We recall a function T: X —>2X is ^-accretive if there is a map
φ: XxXxX—*X* with φ(u, v, x) in J(u — v) for x, u, v in X, such that
for y in T(u) and w in T(v), {φ{u, v, y-w), y — w) ^ 0.

PROPOSITION 1.13. Suppose X a Banach lattice with positive
duality map. Then X has an equivalent norm in which T-nonex-
pansive functions are nonexpansive and T-accretive functions are
g-accretive.

Proof. Set \\x\\x — | | x + | | + ll^~il II Hi is an equivalent norm.

Suppose U: D(U)~*X is T-nonexpansive and x and y are in D{U).

\\Ux- UyW^UUx- Uy)+\\ + \\Ux - Uy)"\\

Suppose A: D{A) —> X is Γ-accretive. Then for d > 0, (I + cLl)"1 is
nonexpansive, hence, nonexpansive in (X, || IIJ. Hence, by Theorem
9.1 of Browder [5], A is ^-accretive in (X, || ||i).

COROLLARY. Suppose G is a closed subset of a Banach lattice
and U: G-+G satisfies \\(Ux - Uy)+\\ ^ a \\(x - y)+\\ with a < 1, /or

/ in G. Then U has a unique fixed point.

Proof. || Ux — UyWi ̂  a \\x — ̂ z/IU for x and 7/ in G. The result
follows from the contraction mapping principle.

We note that (X, || | | l f ^ ) is not a Banach lattice. We have only
that \x\ ̂  \y\ implies \\x\\i ^ 2 \\y\\^ In general, the equivalent norm
|| ||i does not preserve properties like normal structure, strict con-
vexity, or uniform convexity of X or X*.

We recall that a Banach space X has property P of Bohnenblust
[3] if α, 6, c, d Ξ> 0, α ± 6, c _L d, | | α | | = | | c | | and | |6 | | = \\d\\ implies
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PROPOSITION 1.14. Every T-nonexpansive function U:D(U)—+X
is nonexpansive if and only if X has property P.

Proof. Suppose X has property P and y and x are in D(U).
\\(Ux- Uy)+\\^ \ \ ( x - y ) + 1 | , h e n c e , \\(Ux - Uy)+\\ = a\\(x - y)+\\ f o r
some a in [0,1]. Similarly, there is b in [0,1] with ||(Z7α? — Uy)~~\\ =
*ill(»-»)"ll Now a(x-y)+±b(x-y)~ and (Ux-Uy)+ ±(Ux - Uy)~.
Hence,

\\Ux- Uy\\ = ||(J7α? — Uy)+ + (Ux - Uy)~\\

= \\a(x - y)+ + δ(x - y)~\\

^\\(χ-y)+ + (χ-yr\\

= \\χ-y\\.

Conversely, suppose X does not have property P. Then there are a,
b,c,d^0 in X with | | c | | = | |d | | , | | α | | = | | δ | | , α i c , &J_d, and | | α + c | | <
||6 + d\\. Put U(0) = 0, I7(α - c) = 5 - ώ. Then a calculation
shows ί7: {0, a — c} —• X is T-nonexpansive but not nonexpansive.

The following proposition shows that in the linear case (see
Phillips [18] and Sato [19]) semigroups of nonexpansive positive
operators are T-nonexpansive. The converse is true too, which could
be extended as in Proposition 1.16 on the differentiable case, for
example to show a hypermaximal T-accretive operator A is ^-accretive,
if the resolvents (/ + eA)~ι are C1.

PROPOSITION 1.15. Suppose E is a lattice subspace of X, and
U: E-+X is a bounded positive linear operator. Then U is T-Lipschitz.

Proof. Suppose x is in E. Ux = (Ux+) + (Ux") since U is
linear. U(x+) and U(x~) are ̂  0 since U is positive. Hence, U(x+) ^
U(x). Hence, U(x+) ̂  (Ux)+. Hence,

\\(Ux+)\\£\\U(x+)\\

^\\U\\\\x+\\.

We found a locally T-Lipschitz function U (with convex domain)
is monotonic. The following proposition shows these properties are
equivalent when U is C1.

PROPOSITION 1.16. Suppose U: G-+X, G an open subset of the
Banach lattice X, is C1 and monotonic. Then U is locally T-Lipschitz.
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Proof. The derivative at x in G, U'x, is positive. For suppose
O i n l , then for t ^ 0, U(x + th) - U(x) ̂  0. Therefore,

Uί(h) = lim r 1 (U(αj + th) - U(x))

Given y in G, take B a ball around y in G, and Λf a positive con-
stant, with |] Ul\\ ̂  -M" for x in J5. This may be done since Z7 is C1.
Then for a? in J5

C7α; - ?7τ/ = I Uίx+{i-t)v(x - y)dt .
Jo

Now from the inequality for a finite sum in a Banach lattice

(Σan)
+ £ Σ(a+) ,

we have for a curve a: [c, d] —* X, that

(Va(t)dty ^ [da(t)+dt .

Hence,

(Ux - UyY £ [ (UUa-»y(x - v))+dt .
Jo

Hence, by Proposition 1.15,

The question arises of the structure of the fixed point set F(U)
of a Γ-nonexpansive function U: D(U) —> X. If X has property P
and is strictly convex, then F(U) is convex. The following generalizes
a linear theorem of Birkhoίf [2], page 391.

PROPOSITION 1.17. Suppose U is T-nonexpansive X~^X, an AL
space. Then F{U) is a sublattice.

Proof. Suppose Ux = x, Uy — y, and z = sup (x, y). LΓ is mo-
notonic, hence, Uz ^ z. Suppose Uz = z + h, with h ^ 0.

Hence,

Therefore, h = 0 and C/z = 2. Similarly, inf (x, y) is in F{U).
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COROLLARY. Suppose A: D(A) —> X is hypermaximal T-accretive,
where X is an AL space with positive duality map. Then for x in
X, A~ι(x) is a sublattice.

Proof. A"\x) = B-'iO) where B: D(A) -> X is defined by By =
Ay - x. Now B(y) = 0 if and only if (I + B)~ιy = y. But (I + B)'1

is Γ-nonexpansive. Hence, B^(0) == F((I + B)~~ι) is a sublattice.

2* Existence of solutions to equations of evolution*

THEOREM 2.1. Suppose X a Banach lattice with X* uniformly
conxex. Suppose A is demicontinuous and locally generalized T-ac-
cretive from a neighborhood N of v to X.

Then there is an interval [0, d] and a unique strongly continuous
weakly C1 function

u: [0, d] -+ X with u(0) = v a n d ^ - (ί) = - Au(t) .
dt

Proof. We have, since A is demicontinuous, a neighborhood NQ

of v and a constant M with ||Aα?|| ^ M if x is in No. Since A is
locally generalized T-accretive, there is a neighborhood Nλ of v and
a constant & with

(Ax - Ay, J(x - y)+) ^ - k \ \ ( x - y)+\\2

for x and y in JVx.
We may assume N = jBs(t;) aN0Γ\ Nx. For e > 0, we solve:

(a) 2g- (t) = - Au.(t - e) ί ^ O
at

u (t) = v ί < 0 .

There is a d > 0 such that all solutions of (a) are in N for t in [0, d]
independently of e.

Given e, / > 0, for ί in [0, d], we set

For 0 ̂  s ^ ί ^ d, we have

QeAs) ^ ?.,/(«) + 2(J(ue(t) - %(ί))+, (wβ(β) - ue(t)) -

Dividing by ί — s and letting s —> ί"",

lim ^ ' / ^ M g^^8) ^ 2(JK(t) ~ uf(t))\ ^
dt at
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By the boundedness of dujdt, we have qe>/ is absolutely continuous.
Hence, there is a set N of measure 0 with

A qeΛt) = l i m <?*./(*) ~ QeAs)
at ~t- t — s

existing for t in [0, d] — N. For such t,

A .(i - e) - uf(t - f))+ - J(u.(t) -

Au.(t - e) - Auf(t - /)) - 2(J(ue(t - e) - uf(t - /))+, A«c(ί - e)
-Auf{t-f)).

For ί in [0, d],
\\(ue(t ~ e) - uf(t - f))+\\ ^ 2R

and

Since X* is uniformly convex, J is uniformly continuous on B2B(0),
hence, there is a function r: iί+—>.β+ with r(k)-*0 as k—*0 such
that if IMI ^ 2 5 , ||a/|| ^ 2R, then || Ja; - Jv | | ^ r(||as - i/||). Now
ll*.(*) - «*.(< - β)II ^ βΛf and | |%(ί) - ud(t -φ\\£ dM for t in [0, d].
Therefore,

|| («.(ί - β) - %(ί - /)) - («.(ί) - «,(<) II ^ (β + f)M.

Now if α, 6 are in a Banach lattice,

\α+ - b+\ ^ |α - b|, hence, ||α+ - δ+|| ^ | |α - δ| | .

Therefore,

||J(«.(ί - e) - u,(t - f))+ - J(u.(t) - uf(tψ\\ ^ r((β + f)M) .

Therefore for t in [0, d] - N,

A- qe,f(t) ^ *Mr((e + f)M) + 2k || (u.(t - e) - uf(t - /))+1|2 .
at

Now

\\(ue(t -e)- uf{t-f)Y\\ ^ (e+f)M+ \\(ue(t) - uf(t))+\\ .

Hence,

\\(u.(t -e)- Uf(t-f))+\\2 ^ 2(e+fyM* + 2qeJ{t) .

Hence,

A qe,f(t) - Akqe,f(t) £ 2(e + /) 2 M 2 + AMr((e + f)M) .
at

Given g > 0 there is h > 0 such that for e,f^h the iϋiΐS ^ #. For
e,f^h,tm [0, d] - JNΓ,
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Now ge,/(0) = 0, hence, e~*ktqe,t{t) ̂  #d for ί in [0, <Z] Hence qe,f(t) ^
#de4^ for ί in [0, d]. Hence, (ue(t) - uf(t))+ converges to zero uniformly
on [0, d] as e, /—•(). Therefore,

converges to zero uniformly on [0, d]. Therefore, ue(t) — uf(t) con-
verges to zero uniformly on [0, d]. Since (ue) is a Cauchy net of
continuous functions [0, d] —>BR(v), it converges to a continuous
function %: [0, d] —• BΛ(v). Hence, wβ(ί — e) also converges to u{t)
uniformly on [0, d], and since A is demicontinuous, Aue(t — β) con-
verges weakly to Au(t).

Suppose / is in X*, then for t in [0, d]

(ue(t), f) - (v, f) - Γ (Aue(s - e), f)ds .
Jo

N o w I Awβ(s — e ) , / ) | ^ Λf Il/H, hence, the integral converges to

S t
(Au(s), f)ds. (ue(t), f) converges to (u(t), / ) . Hence,

0

(U(t),f) = (v,f) ~ [ (AU(8), f)d8 .
J

Hence, u is weakly differentiate with derivative du(t)/dt= —Au(t),
and since A is demicontinuous, u is weakly C1. Uniqueness follows
from Proposition 1.10.

THEOREM 2.2. Suppose X a Banach lattice with X* uniformly
convex. Suppose Ao: X—>X is locally generalized T-accretive and
demicontinuous. Suppose A: D(A) —> X is hypermaximal T-accretive.
Suppose v is in D(A). Then there is an interval [0, h] and a unique
strongly continuous weakly C1 function u: [0, h] —> X with u(0) — v
and du(t)/dt = —AjV,(t), where Aγ — Ao + A.

Proof. We have, for d > 0,

dA)~ι = dr\I - (/

is T-accretive and Lipschitzian, with domain R(I + dA) — X. Hence,
Altd = Ao + A(/ + cM)"1 is demicontinuous and locally generalized
T-accretive: X->X.

By Theorem 2.1, there is a unique solution ud of

<a) 4ru&) = ~ A^ud

dt
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Ud(0) = V

on some interval [0, h].
By Proposition 1.12, we have a bound on the derivative of ud(t)

depending only on the locally generalized T-accretive part of Aud and
on t. Hence, we have solutions of (a) for an interval [0, h] indepen-
dent of d, with \\dud(t)/dt\\ ^ M for t in [0, h] for some constant M.
Taking h small, we may assume there are positive constants k, Λf0,
R, with all solutions ud(t) in BR{v) for t in [0, h], with
and

( A o x — A o y , J(x — y)+) ^ — k \ \ ( x — y)+\\2

for x and y in BR{v).
Let

Then

A n% I f-\ Λ/ /4 \ I Λ Λf (4 \
jC±Ud\ϋj — — - — t^dK^/ i *iθM'd\*/)

dt

Hence,

for t in [0, h]. Now

giving

Now

W(uS)-ue{

hence,

\\{vd{t) ~ v.(t))\\ ^ \\vd(t) - ud(t)\\ + \\vd(t) - ue(t)\\ + 2R

S 2R + (e + d)(M + Af0)

^ 4i?, if e, cZ ̂  (AT +
Since X * is uniformly convex, there is a function r: R+ —> i ? + w i th
r(fc)->0 as &->0 such t h a t for \\y\\, \\x\\ ̂  4K, ||Ja? - Ji/ | | ^ r(fc) if
||a? - 2/|| ^ &. Given d, e ^ (M +

\\vd(t) - ve{t) - ud(t) + ue{t)\\ ^ (e

Hence,

\\(vd(t) - ^ e (Q) + - (^d(t) + ue(t))+\\ tί(e + d)(M

Hence,

We set qd,e(t) = ||(^d(*) — ^e(Q)+ll2 Now qd>e is absolutely continuous
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on [0, h], hence, there is a set N with measure 0 such that for t in
[0, h] — N, dqdte(t)/dt exists, and as in Theorem 2.1, for such t we
have

4 - ue(t))+, ^ ^
at dt at

ue(έ))+, Λ)^(ί) ~ Aoue(t))

e{t))\ Avd{t) - Av#(ί))

2(J(vd(t) - ve(t))+ ~ J(ud(t) ~ u.(t))+, Λvd(t) -

- ve(t))+ ~
M0)r((e + d)(Λf + ΛΓ0)) + 2kqd,e(t) .

Hence, for t in [0, h] — N,

-j-(e~2ktqd,e(t)) = e~^(-j-qd,e{t) - 2kqd,e(t))
dt V dt

^ e~2k'4(M + M0)r((e + d)(M + Mo)) .

Oiven r̂ > 0 there is an / > 0 with f^(M+ M,)~ιR such that for
d,e^f, the RHS ̂  ^
Since qd,e(0) = 0,

e-2ftίg,,e(ί) ^ gd

for £ in [0, h], hence,

qd,e(t) ^

Hence, (ud(t) — ue(t))+ converges to zero uniformly on [0, h] as d, e—>0.
As in Theorem 2.1, ud converges to a continuous u. Since

\\ud(t)-vd(t)\\^d(M+M0),

vd(t) also converges to u(t) uniformly on [0, h].
We claim u(t) lies in D(A^) for ί in [0, h] and £ —> i l ^ ί ) is weakly
continuous.

Since ud(t)—*u(t) and Ao is demicontinuous, AQud(t) -^ Aou(t). A
is hypermaximal ^-accretive, where ψ is the ψ system of Proposition
1.3. vd(t)-+u{t), and Avd(t) is bounded, hence, has a weak cluster
point w.
Given v in D{A),

( A v d ( t ) - A v , ψ ( v d ( t ) - v ) ) ^ 0 .

Hence,

(w - Av, ψ(u(t) - v)) ̂  0 .

Since A is maximal i/r-accretive, u(t) is in D(A) and A^(ί) = w. If
θ—>^, then ^4^(s) has a weak cluster point wQ, and %(s)—*w(ί).
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Given v in D(A),
(Au(s) - Av, ψ(u(s) - v)) ̂  0

Hence,
(w0 - Av, ψ(u(t) - v)) ̂  0 ,

hence, w0 = Au(t)9 hence, Au{s) ~^Au(t). Hence, u(t) is in D{A^) and
A&is) -^ Axu(t) as s —> t.

As in Theorem 2.1, we have for t in [0, d], / in X*,

(/, w(ί)) - (/, v) - [(f,Au(s))ds.
Jo

Hence, u is continuous, weakly C1, and unique by Proposition 1.10.

THEOREM 2.3. Suppose X a Banach lattice with positive duality
map. Let N be a neighborhood of v in X. Let A: N-+X be locally
uniformly continuous and locally generalized T-accretive. Then there
is a unique strongly Cι function u: [0, h] —> N for some h > 0 with
u(0) = v and du(t)/dt = — Au(t).

Proof. For some neighborhood M of v and positive constant k,
A + kl is T-accretive M—>X. By Proposition 1.13, A + kl is ^-accre-
tive in (x, || Hi). Hence, for x and 7/ in ikf,

( A x - A y , 0 ( α , y , Ax - Ay)) ̂  - k \\x - y\\? .

The result follows from Theorem 9.7 of Browder [5].

We note that we could extend Theorem 2.2 to include a second
hypermaximal Γ-accretive operator A2 such that 11 A2x \ \ ̂  k 11 Ax \ \
w i t h f c < l . We could also have considered the case of the generator
A being multivalued, and considered the temporally inhomogeneous
problem, du(t)/dt = — Ttu(t).

THEOREM 2.4. Suppose X a Banach lattice with X* uniformly
convex. Suppose Ao: X—>X is demicontinuous and T-accretive, and
Aί9. D(A^) —• X is hypermaximal T-accretive. Then Ao + A1 is hyper-
maximal T-accretive.

Proof. Given w in X, we have x~^Aox + x — w is demicontinuous
and T-accretive: X—>X, hence, by Theorem 2.2, Ao + I — w + At

generates a semigroup U(t).

Given x and y in D(Aj), for t in [0, h] — N as in Theorem 2.1,.
we have

A \\(χ(t) - y{t)y\γ ^ 2(j(x(t) - y(t)\ ^-(t) - %
at at at

5Ξ -2\\{x(t)-y(t))+ψ
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Putting x(t) = y(t + h) and letting h —> 0+, we obtain

and similarly,

Hence, if there is a solution y(t) to dy(t)/dt = — (Ao + I + A1 — w)y{t)
on an interval [0, k), then by the bound on the derivative y(t) con-
verges as ί—*Ar, hence, there is a solution on an interval [0, k+h] for
some & > 0, hence, on all of R+.

As ί—>oo, 2/(£) is Cauchy, hence, τ/(ί) converges to 2 for some z
in X. Since ^.^(ί) is bounded and At is hypermaximal Γ-accretive,
z is in D{Aΐ) and A^ίί) converges weakly to Az. Hence, z is in
D(U(t)) for ί ^ 0.
Now for t ^ 0, I7(ί) is continuous, hence,

U(t)z = ϋ(t) lim f7(s)τ/
S-*oo

= lim I7(ί + s)y

Hence,

- w =
t->oo X,

= 0 .

Hence, i2((Λ) + AJ + /) contains w, hence,

R((A0 + A1) + I)=X.

COROLLARY. Suppose X a Banach lattice with positive duality
map. Suppose A: X—>X is locally uniformly continuous and T-
accretive. Then A is hypermaximal T-accretive.

Proof. By Theorem 2.3, — (A + 1) generates a semigroup, and
the proof proceeds as in Theorem 2.4.

3* Subjectivity of T-accretive operators*

THEOREM 3.1. Let X be a Banach lattice with X* uniformly
convex. Let A^. D(Aj) —> X be hypermaximal T-accretive. Let A2:
X—+X be demicontinuous and locally generalized T-accretive. Let

A — Λ I Λ

Suppose either
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(a) for a,b in X {x: a ^ x and Ax ^ δ}
and {x: a Ξ> x and Ax Ξ> 6} are bounded,

or
(b) A is T-accretive outside a bounded set in X and A"1 is

bounded.
Then A is surjective.

Proof. R(A) is not empty, therefore, there exists an element
a — Ax in R(A). Given c in X, we take δ, with b ̂  c and δ ̂  α,
and show b in R(A) since b ^> α, and α in JK(A). Similarly, c will
be in R(A) since c <^ 6 and δ is in R(A).

For i/ in D(A) we put A6(τ/) = Ay — b. Then A6(#) = a — b <̂  0.
Then #(0) = #, dx(t)/dt — — Aδ#(£) gives x(t) increasing and Abx(t) ^ 0
as long as x(t) is defined, by the Corollary to Proposition 1.12.

Suppose (a) holds. Since x ^ x(t) and Ax(t) ^ δ, #(£) is bounded,
Dini's Theorem (see Schaefer [20]) says: If E an ordered l.c.s.

whose positive cone is normal, and S a subset of E directed under ^ ,
and weakly convergent, then S converges in E.

Therefore, if x(t) is defined for t in [0, A), then x(t) converges
as t —> AT, hence, x(t) is defined on [0, k + h] for some h> 0, hence,
on all R+. Then a?(ί) —>z as έ —• oo for some z in X. z is in D{A^)
since Ax is hypermaximal Γ-accretive. Hence, z is in D(U(t)) for
small t. As in Theorem 2.4, U(t)z = z, hence, Abz = 0, hence, A^ = δ.

Suppose (δ) holds. We have as in (a) x(t) defined on R+ if x(t)
bounded, and, hence, convergent to z with Az = δ. If x(t) is not
bounded for t in some interval, then there is ί0 such that Ab is Γ-
accretive on x(t) for t ^ t0, hence, || Abx(t)\\ <L 2 | |Aδ^(ί0)| |. Hence,
x(t) bounded since Ab~

x is bounded, a contradiction.

COROLLARY 1. Under the conditions of Theorem 3.1, A"1 has a
monotonic selection.

Proof. We start from some element x of D{A) and use the
above construction. Suppose e ^ c. Let a = As, δ = sup (α, c), and
cϋ = sup (α, e). Now we have solutions to

— ( ί ) = - As(ί) + δ z(0) = x
dt

and

z(t) increases to z with Az — δ and w(ί) increases to w with A ^ = d.
We have, for small h, except on a set of measure 0 in [0, h],
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||(z(ί) «,(«))11» 5Ξ 2(J(z(t) - W{t))\ % ί ) - ^ ( ί ) )
at at at

<: 2k \\(z(t) - w(t)y\\> + 2(J(z(t) - w(t))\ b - d)

(where k is the local constant associated with A and h)

^ 2k || (z(t) - w(t))+\\2 since b ^ d .

Hence, z(t) ^ w(t) in the interval [0, h], hence, for all t in R+.
Therefor, z ^ w. Now we have solutions to

w — w I- c r(0) - z
dt

and
—(t) = - As(ί) + e s(0) = w .

r(t) decreases to r with Ar ~ c and s(ί) decreases to s with As = e.
We have except on a set of measure 0,

dt
_S 2fc || (r(ί) — s(ί))+||2 since c __; β .

Now ||(r(0) - s(0))+|| = 0, giving r(t) __ s(t) for all ί in R+; hence,
r _S s.

The function taking c to r by this construction takes e ^ c to
s __ r and hence, is mono tonic.

COROLLARY 2. Under the conditions of Theorem 3.1, if we have
x and y such that Ax _S # _5 ?/ _S _4τ/, ί/̂ ê  ί/̂ erβ is α ĵ cced pomί of A
in [x, y].

Proof. Starting from x as in Corollary I, we have a monotonic
selection B of Ar1. BA(x) = α?, and we claim BAy is in [x, y].
BAy = lim^co a?(ί), where a?(0) = a? and dx(t)/dt= — Ax(t) + Ay. Hence,
x ^ _?_4τ/.
Except on a set of measure 0,

(l (I »
I I (of(f'\ —— oι\~ί~ | j 2 < ^ ^ | T(rί*(i'\ 77\~^" ————(fW

dt = dt

= - 2(J(x(t) ~ y)+, Ax(t) - Ay)

^2k(x(t))\\{x(t) ~y)+\\2 .

Hence, x(t) __ y for all t in R+. Hence, BAy __ y.
Then [Aα;, A?/] is invariant under B, and is a complete lattice since
X is reflexive.
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The Tarski fixed point theorem says: Let L be a complete
lattice. Then a monotonic function L-+L has a fixed point.

Hence, there is z in [Ax, Ay] with Bz = z, hence, Az = z. Since
B[Ax, Ay] c [#, y] by construction, 2 is in [x, y].

THEOREM 3.2. Suppose X a reflexive Banach lattice with positive
duality map. Suppose A: D(A) —> X is hypermaximal T-accretive
with A"1 locally bounded. Then

(a) R(A) = X;
(b) A"1 is monotonic if it is single-valued and demicontinuous.

Proof, (a) We consider B = A(I + A)"1: X-> X. Bis Γ-accretive
and Lipschitzian, and B~L is locally bounded. We show R{B) = X.

Now Theorem 5.3 of Browder [5] gives: Suppose X a Banach
space with a ψ system, A a hypermaximal α/r-accretive function
D(A) -> X, and A"1 locally bounded, then clR{A)) = X.

Since B is ψ-accretive with respect to the ψ system of Proposition
1.3, we have only to show R{B) is closed. By translation we have
only to show that if there is a sequence (xn) in X with Bxn —> 0,
then 0 is in R(B).

Now Bxn converges to 0 relatively uniformly (see Yosida [24],
page 370). In particular, there is a subsequence (xm) and z ^ 0 with
Bxm I ^ m~ιz.

Suppose B~\BZr{Q)) is bounded. If m large, then Hm""1^ ^ r.
Put D(x) = B(a?) - m"1^ for a? in X. Then D(xm) ^ 0, hence, if
x(0) — xm and dx(t)/dt = — Zte(έ), then Dx(£) <̂  0, and sc(i) is increasing.
Also,

\\(Dx(t)\\ £ \\Dχm\\ £ \\B(xm)\\ + | !m-^| | ^ 2r .
Hence,

Hence, x(t) is bounded, and by Dini's Theorem, as in Theorem 3.1,
we have x(t) defined on R+ and x(t) converging strongly to w. Again,
as in Theorem 3.1, U(t)w = w and, hence, D(w) = 0, giving Bw = m~~xz
and w ^ xm.

Similarly, putting C(x) = B(x) + m~ιz, we obtain v with Bv ~
— m~ιz and 1; <J »w. Then if

v(0) = v, -^-(ί) = - Bv(t)
dt

w(0) = w > ^ . ( ί ) = - βw(ί) ,
az

we have v(£) increasing, w(t) decreasing, and v(t) ^ w(t). Hence,
v(t) is bounded, hence, converges strongly to x, with B(x) — 0.
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(b) For d > 0, (/+ d^A)"1 is Γ-nonexpansive. Hence,

(A + diy1 = dr\I + d-'A)-1

is T-Lipschitz, hence, monotonic. Given y in X, let (A + dnl)xn = 2/
for a sequence d% —> 0+ By Lemma 3.3, xn may be assumed bounded.
Hence, dnxn—>0, hence, A#%—>?/, hence, a^-^A"*1?/. Suppose w^y, and
(A + dn/)£« = w. Since (A + d,,/)""1 is monotonic, zn ^ α?Λ. Since the
positive cone is weakly closed, and zn -» A~V, A~γw ^ A"1?/.

We recall a Banach lattice X with positive cone k is uniformly
monotone if for e > 0, there is d > 0 such that if / and g are in K,
11/11 = 1 and \\f + g\\^l + d, then \\g\\ ̂  e. A theorem of Birkhoff
[2], page 371, says that a bounded subset of a uniformly monotone
Banach lattice directed under ^ is convergent. If X has this property
it is fully regular (Krasnoselski [13]).

COROLLARY. Theorem 3.2 holds if X is fully regular.

LEMMA 3.3. // A: D(A) —> X, D(A) c X, a Banach space with ψ
system, is hypermaximal ψ-accretive and A"1 is locally bounded, then
given w in cl(R(A)), there is a neighborhood N of w, a bounded set B,
and do > 0 with (A + dl^Na B for d ^ d0.

Proof. Suppose not, then there are sequences (zn), (dn) with
dn —• 0+, \\zn|| —> oo and (A + dnl)zn —> w. Suppose

with h < k. Take s in Bh(0) with A(s) in 2?r(w). Take d0 with
dofc ^ r. lί n large, «n is outside Bk(0), and (A + dnl)zn is in jBr(^;)
and dn ^ do. Then (A + dj)s is in B2r(w). But (A + dJ^B^w) is
connected, hence, it contains sx with 11 sx 11 = fc. Then

A(sx) = (A + d . I ) ^ ) - dnsx

is in B3r(w), contradicting A~\BZr{w)) czBh(0).

THEOREM 3.4. Suppose X an order complete lattice, and A an
order bounded subset of X such that B a A implies sup B and inf
B are in A. Suppose {Ut\ t in T) is a commuting directed set of
monotonic functions, with Ut: D(Ut) —* X. Suppose that for a in A,
D(Ut) eventually contains a, in which case we may say a as in D(Ut)
for small t. Then there is c in A with Utc = c for small t.

Proof. Let M — {x in A: Utx ^ x for small t). M is nonempty
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since inf A is in M. Let c = sup M. Then c is in A. Given x in
M, for small t both a? and c are in D(Ut), hence, Utc Ξ> £/*# ̂  α?.
Hence, c is in ikf.

We claim Utc is in M for small ί. Given s small in T, ?78c ̂  c,
hence, for small t, UtUsc^ Utc. Therefore, U8(Utc) ̂  Utc, giving
Utc in M. Therefore, Utc ^ c? for small t since c = sup M. Therefore,
Utc = c for small £.

This generalization of the Tarski fixed point theorem also holds
for Ut: A-+2Λ, with Ut monotonic and Ut(%) closed under sup for x
in A. We say U: X-+2X is monotonic if for x ^ y, we have:

(a) for w in U(x)f there is z in U(y) with w <̂  2;
and

(b) for z in t/(?/), there is w in J7(α?) with w ^ «.

PROPOSITION 3.5 Suppose X is an order complete Banach lattice
with positive duality map. Suppose A: X—>X is locally uniformly
continuous and locally generalized T-accretive. Then for a ̂  b in X:
[A(a),A(b)]aA[a,b].

Proof. We assume Aat^ Ab, since otherwise [A(α), A{b)\ is empty,
and suppose y satisfies A(a) ^ y ^ A(b). Consider Ay{x) = Ax — y for
x in X. Ay is locally generalized T-accretive and locally uniformly
continuous, hence, — Ay generates a semigroup U(t). Ay(a) ^ 0,
hence, AyU(t)a ^ 0 and U{t)a is increasing. ^ ( 6 ) ^ 0 , hence,
AyU(t)b^0 and U(t)b is decreasing. By monotonicity of U(t), if x
is in [α, 6], then for small t i> 0, we have

δ ^ U(t)b ̂  Σ7(ί)a? ̂  Z7(ί)α ̂  α .

Since {27(Q} is a commuting family of monotonic functions, and [α, 6]
is an order bounded set closed under inf and sup on subsets, and
for small t any given x is in D(U(t)), and if x is in [a, 6], Z7(ί)# is
in [α, 6] for t small, we have by Theorem 3.4 an element c of [α, b]
with Z7(ί)c = c for small £. Therefore, Ay(c) = 0, giving A(c) = y.

In §4 we will consider operators on the space C(M) of continuous
real valued functions on a compact T2 space M. Such a space is
order complete if and only if M is extremally disconnected, i.e., the
closure of an open subset is open. A particular example of this case
is the dual of an (AL) space, also studied in §4. If X is an order
complete Banach lattice whose positive cone has nonempty interior,
then it is isomorphic as a Banach lattice to C(M) where M is ex-
tremally disconnected.
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THEOREM 3 6 Suppose X is an order complete Banach lattice
with positive duality map whose cone K has nonempty interior.
Suppose B: D(B) —>X is hypermaximal T-accretive and J5"1 is locally
bounded. Then B is surjective.

Proof. We have A = B(I + B)~ι is T-accretive and Lipschitzian,
X—»X. A"1 is locally bounded. By the Corollary to Theorem 2.4,
A is hypermaximal T-accretive. To show E(B) = X, it is enough to
show R(A) = X, and by Proposition 3.5, it is enough to show that
for y in X there are α, δ in X, with a ̂  b and A(a) ^ y <̂  A(b).

We take r > 0 in R, w and v in X, with 2?r(w) in y + K and
jBr(i;) in # — K. By Lemma 3.3, we have, decreasing r is necessary,
positive constants d0 and k such that (A + dI)~ιBr{w) c JBA(O) and

Take d g min {d0, rk"1} and take δ = {A + dl)~ιw, and α = (A +
Then α ̂  6 since (A + dl)-1 is monotonic.

| |dδ | |<;r , and ||da\\ <£ r, hence, Aa is in Br(v) and Aδ is in
Br(w), hence, Aa ^ y ^ Aδ.

We complete this section with some results on fixed points of
T-nonexpansive functions.

PROPOSITION 3.7. Let G be a closed bounded convex subset of a
reflexive Banach lattice X. Let Ne(G) = {x in X: d(x, G) ̂  e}. Suppose
U: Ne(G) -+G is locally T-Lipschitz. Then (I - U)Ne(G) is closed.

Proof. By translation, as in Theorem 3.2, it is enough to sup-
pose xn is a sequence in Ne(G) with | (J — U)xn | ^ vrιz for some z ̂  0
in X. Since X is reflexive, we may impose an equivalent norm in
which X* is strictly convex. Take n large so that | |u - 1^| | < e/8.
Now A = I — U — n^z is locally generalized T-accretive, and locally
Lipschitzian, and —A generates a semigroup {U(t): t in R+}. Suppose
x(t) is in Ne(G) but d(x(t), G) ̂  e/2. Let Vx(t) be a nearest point to
x(t) on G. Then we have, except on a set of measure 0, by Lemma 3.8,

A \\x(t) - Vx{t)\\2 ̂  2(J(x(t) - Vx(t), ^-{t))
dt dt

= 2(J(x(t) - Vx(t), Ux(t) - x(t) + n~ιz)

^ 2(J(x(t) - Vx(t), n~ιz) - 2 ||a?(ί) - Vx{t)\\z

^ 2e2/8 - 2e2/4

- - β2/4 .

Hence, Ne(G) is invariant under {Ϊ7(ί): t in R+}.
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Since Axn ^ 0, U(t)xn is increasing as t increases, and, hence,
converges to x in Ne(G) with x — Ux = z/n. Similarly, we obtain y
with y — Uy = — z/n and y ^ xn ^ x. By Proposition 3.5, 0 is in
( I — £/)[?/, #]• By construction, (/— Z7)z = 0 where z = lim z(t),
z(0) = yy and dz(t)/dt = (U - I)z(t). Hence, z is in Ne(G).

LEMMA 3.8. Suppose G is a closed convex subset of a Banach
space X with X* strictly convex. Let Ux be a nearest point to x on
G. Then 2J(I — U) is a selection of the subgradient of x—>(d(x, G))2.

Proof, (a) We claim (J(x - Ux),z - Ux) ̂  0 for x in X and z
in G. Let z(t) = Ux + t(z - Ux) for t in [0,1]. Then z(t) is in G,
hence,

^ \\x- Ux\\2.

N o w

\\x - Ux\\2 t: \\z - z(t) II2 + 2(J(x - z(t)), z(t) - Ux)

since J is the duality map. Hence,

0 ^ 2(J(x - z(t)), z(t) - Ux)

= 2t(J(x - z(t)), z- Ux) .

Hence, (J(x — z(t)),z— Ux)^0, and letting t—>0+, we have z(t)—>Ux,
and since J is demicontinuous, we have the result.

(b) Given x and y in X, (|| a; - tfa| | - | |α - C7?/||)2 ^ 0. Hence,

\\V - Uy\\2 + (Ia? - Ux\\2 - 2(J(OJ - Ux), y - Uy) ^ 0.

Hence,

\\y ~ Uy\\2 ^ \\x - C/α;||2 + 2(J(α? - Ux),y- Uy- x+ Ux)

^ ||a? - Ux\\2 + 2(J(α? - Ux), y - x)

by (a), setting z = Dfy.

PROPOSITION 3.9. Lei G be a closed bounded convex subset of a
reflexive Banach lattice X. Suppose there is e > 0 with U: Ne(G)—>G
T-nonexpansive. Then U has a fixed point.

Proof. Fix y in G; for p in (0,1), we set Upx = pUx +(I —p)y.
Up takes Ne(G) to itself, and ||(t7,a? - ^ ) + | | = p\\(Ux - C/2)+|| for
α? and z in Ne(G). By the Corollary to Proposition 1.13, Up has a
fixed point, xp. Letting p —• 1, we have a^ — Uxp —> 0, since G is
bounded. By Proposition 3.7, (/— U)Ne(G) is closed, hence, contains 0.
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COROLLARY. Suppose there is a T-nonexpansive retraction R:
Ne(G) —> G where G is a closed bounded convex subset of a reflexive
Banach lattice. Suppose U: G—*G is T-nonexpansive. Then Uhas a
fixed point.

Proof. UR: Ne(G) —• G is T-nonexpansive, giving x in G with
URx = x. But Rx = x, hence, Ux = x.

4. Equations of evolution in C(M)* In the following we sup-
pose X — C(M), the space of real valued continuous functions on a
compact T2 space M.

DEFINITION. T, SL relation on X, is S-accretive if xTu and yTv
implies (u — v)(x — y) ̂  0. Operators of this type were considered
by Kacurovskii [9]. We see T is S-accretive if and only if T - 1 is
S-accretive. We will, for simplicity, restrict the discussion to single
valued operators.

DEFINITION. T: D{T) —> X, D(T) c X, is hypermaximal S-accre-
tive, if S-accretive, i.e., (Tx — Ty)(x — y) Ξ> 0 for x, y in D{T), and
R(I + A) = X. U: D(U)-+X, D(U)czX, is S-nonexpansive if
I Ux - Uy\ ^ I a? - y\ for x, y in D{U).

PROPOSITION 4.1. If U is S-nonexpansive, then I — U is S-ac-
cretive.

Proof. Given x, y in D(U),

((x - Ux) - (y - Uy))(x - y) ̂  \x - y\2 - \ Ux - Uy\ \x - y\

PROPOSITION 4.2. T is S-accretive if and only if (I + eT)~ι is
S-nonexpansive for e > 0.

Proof. Suppose T is S-accretive, and e> 0. Suppose (1+ eT)w — x,
(I + eϊ7)^ = y. Then (# — y)(w — v) ^ (w — v)2. Hence, \x — y\ ^
|w — v\, and (7+ eT)"1 is S-nonexpansive.

Suppose T is not S-accretive, then there is w and v in X and s
in ilf with w(s) > v(s) and Γw(s) < Tv(s). Then there is an e > 0 with

w(s) + eTw(s) = v(s) + eTMs) .

Hence, Ϊ (S) = w(s), a contradiction.

PROPOSITION 4.3. // T: D(T) -+ X generates a semigroup U{t),
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then T is S-accretive if and only if U(t) is S-nonexpansive for t in

Proof. If

4τU{t)x = - TU(t)x ,
do

4τU(t)y = - τu(t)y ,
dt

then

4τ«t)x - U(t)yγ = -2(U(t)x - U(t)y)(TU(t)x - TU(t)y) .
dt

The l.h.s. <; 0 if and only if U(t) is £-nonexpansive.
The r.h.s. ^ 0 if and only if T is S-accretive.

PROPOSITION 4.4. If dx(t)/dt = — Tx(t) and T is S-accretive, then
I Tx(t) I is decreasing.

Proof.

\x(t + h) - x(t)\ ̂  \x(s + h) - x(s)\

for s ^ t, since U(t) is S-nonexpansive. Dividing by h and letting
h->0+,

Tx{t) I ̂  I Tx(s) I .

PROPOSITION 4.5. If T: X—>X is S-accretive and continuous
from line segments to the topology of pointwise convergence, then T
is continuous and monotonic.

Proof. Given u0 in X, (u0 + n~^u) converges to u0 where u is
the unit of X. Hence, T(u0 + n^u) converges pointwise to T(uQ).
If m > n, then

(T(uQ + m-'u) - T(u0 + ^-1^))(m~1 - n~x)u ̂  0 ,

hence, T(u0 + n~ιu) is decreasing. Therefore, by Dini's theorem,
T(u0 + n~xu) converges strongly to T(uQ). Similarly, T(u0 - n~~ιu)
converges to T(u0). Given n, if (uk) converges to uQ, then eventually

u0 — (2n)~1u ^ uk ^ uQ + {2ri)~ιu ,

giving

T(u0 - <nrιv) ̂  T(uk) ̂  Γ(u0 + n~ιu) .

Hence, T{uk) converges to T(u0) strongly, and T is continuous. If
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x^y, then y + n~ιu — x ̂  n~ιu, hence, T(y + n~xv) ̂  T(x). Therefore,
T(y) ^ T(x) and T is monotonic.

PROPOSITION 4.6. If T: D(T) -+ X is hypermaximal S-accretive,
then T is maximal S-accretive.

Proof. Suppose (w — Tv)(u — v) ̂  0 for v in D(T). We want
to show that u is in D(T) and w = T{v).

Given α in X, and ί > 0, choose vt with

(/ + T)vt = u + w + ta .

Then

(u + w — vt — Tvt)(u — vt) ^ 0 .

Hence,
( - ta)(u - vt) ^ 0 .

Hence,

a(u — vt) tί 0 .

Since (/ + Γ)"1 is S-nonexpansive, and

vt = (I + T)" 1 ^ + w + ία) ,

we have

vt-+(I+ T)~\n + w) as t -> 0 .

Therefore,

α(u - (J + Γ)-](^ + w)) ̂  0 •

Hence,

u - (I + Γ ) - 1 ^ + w) = 0 ,

giving % in i)(/ + T) = D(r), and T(V) = w.

PROPOSITION 4.7. If T is S-accretive, then T is accretive and
T-accretive.

Proof. If x in X, the Jx is the set of bounded real Baire
measures m on M with support in Iscl̂ fll̂ ll)* with total variation
| | E | | , positive where x is positive and negative where x is negative.

If x, y are in D(T), and m is in J(x — y), then (Tx — Ty){x — y) >̂ 0
implies To? — 2V is positive on the support of the positive part of m
and negative on the support of the negative part. Hence,

{Tx - Ty,m)^0 .

If n is in J(x — y)+, then Tx — Ty is positive on support of n.
Hence, (Tx - Ty, n) ̂  0.
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THEOREM 4.8. If T: X—+X is continuous from line segments to
pointwise convergence, and S-accretive, then — T generates a strongly
C1 semigroup on XxR+.

Proof. Given u0 in X, there is for e > 0 a solution of

( a ) Jg-(t) = - Tu.(t - e) t ^ O
dt

ue(t) = u0 t ^ 0

since by Proposition 4.5, T is continuous.
There is an r > 0 and M > 0 in R with || Γ(a;)|| ^ M if x is in

Br(u0). Then there is an interval [0, h] of R such that all solutions
of (a) are in Br(u0) for t ^ h.

Suppose e, d > 0.

4r(Ue(t) - ud{t)Y - ~2(ue(t) - ud(t))(Tue(t - e) - Γwd(ί - d))
at

^ 2((ue(t -e)- (u.(t)) - i6d(t - d) - ud(t))(Tue(t - e) - Tud(t - d))

since T is S-accretive.
Since

\\ue(t - e) -ue{t)\\ ^ eM,

\\ud(t- d) -ud{t)\\ ^dM,

and

|| Tue(t ~ e) - Tud(t - d) || rg 2M,

we have the r.h.s. ^ 4ikP(d + e)^ where 6̂ is the unit of X.
Now (ue(0) - ud(0)Y = 0.

Hence,

0 ^ (wβ(t) - ud(t)Y ^ MM2(d + e)u

for ί in [0, h].

Hence, ue is a Cauchy net of continuous functions [0, h] —• X,
hence, convergent to a continuous function u: [0, &] —* X Also,
^e(s — e) converges to u(s) uniformly on [0, h\. Hence, Tue (s — e) con-
verges to Tu(s) on [0, h].
Now for e > 0, and for t <^ h, by (α),

uβ(t) = UQ — \ Tue{s - e)ds .
Jo

Hence,

o

giving u{t) a C1 function: [0, Λ] —> X.
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Suppose u(t) is defined on [0, k). By Proposition 4.4, | Tu{t)\ ^ | Tuo\,
hence, if tn —> kr,

\u(tn)-u(tn)\\S \tu\\Tu(t)\\dt

^ (tn - tm)\\Tu0\

giving u(tn) a Cauchy sequence, hence, convergent to u(k).
By the first part of the proof there is a solution on an interval

[k, h + h], with initial point u(k), hence, there is a solution on i?+.

COROLLARY. If T is continuous and S-accretive: X—+X, then T
is hyper maximal S-accretive.

Proof. Since T + I is continuous and S-accretive, —(T+I)
generates a C1 semigroup U(t) for t in R+. Take y and x in X, then

4τ(U(t)x - U(t)yγ £ - 2(tf(ί)a - U(t)yY .
at

Therefore,
\U(t)x- U(t)y\ ^ e-< \x - y\ .

Letting y = U(h)x and letting Λ —> 0,

\TU{t)x\ ^ e-'IΓα?! .
Therefore,

i U{t)x - U(s)x\ S\e~s - e-*\ \ Tx\ ,

hence, U(t)x is a Cauchy net, hence, convergent to an element z of
X, as £ —• oo. Then U(t)z = z for t in R+ by continuity. Hence,
(T + I)z = 0. By translation we have i?(T + /) = X

THEOREM 4.9. If T is continuous, S-accretive, and proper X—+X,
then T is surjective.

Proof. By Proposition 4.7, T is accretive, and by the Corollary
above, T is hypermaximal accretive. Since T is proper, Γ"1 is locally
bounded and T takes closed balls to closed sets.

Hence, by Theorem 5.3 of Browder [7], R(T) - X

THEOREM 4.10. If X is the dual of an (AL) space, To: X-+X
is continuous and S-accretive, T±: D{T^} -* X is hypermaximal S-
accretive, T = To + 2\, then — T generates a weak* C1 semigroup on
D(Tί)xR+.

Proof. Given u0 in D(Tΐ), we have, by Theorem 4.8, for e > 0
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a solution for t in R+ of

( a )

where

due

dt
(t) = - Teue(t)

ue(t) = u0 ,

Te =

We let ve(t) = (I + eT^u^t).
Now since Te is S-accretive,

-it) du.
(0)

dt

There is M > 0 and r > 0 in i2 such that if x is in Br(u0), then
|| T0(x) || <J M. There is an h > 0 such that if t =S Λ, then the solution
of (a) is in Sr(^0) for £ in [0, h], independently of e.

Hence, if t is in [0, h], e > 0, then

= M,.4
dt

Now vβ(ί) - %β(ί) = eT.vXt). Hence, |vβ(ί) - ^β(ί) | ^ eAζ for ί in [0, h].
Given e, d > 0,

£ 2((ve)(t) - vd(t) ~ u.(t)

^ 4M?(e + d) .

Hence,

(ue(t) - ud(t))2 ^

for ί in [0, fc].
Hence, ue(ί) converges to u(t) uniformly on [0, h], where u is

continuous. Hence, ve(t) converges uniformly to u(t) on [0, h\. From
(a) we have for t in [0, h],

ue(t) = uQ — \ Teue(s)ds .
Jo

Teue(s) = Toue(s) + T Λ (β) .

We have Toue(s) converging to Tou(s). TyVe{s) is bounded, hence,
there is a weak* cluster point w. For v in JD(TX), ( ^ ^ ( S ) — TyV)
(ve(s) — v) ^ 0. Hence, (w — T^iuis) — v) ^ 0 since the positive
cone is weak* closed. Since Tx is maximal S-accretive, u(s) is in

,) and w = T^(s). Hence,
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u(t) = u0 - [*Tou(s)ds -\*Ti
Jo Jo

S i

Tu(s)ds .
o

Hence, u(t) is weak* C1 on the interval [0, h].
As in Theorem 4.8, there is a solution u(t) on all of R+.

COROLLARY. If X, To, and Tγ are as in Theorem 4.10, then
To + T1 is hypermaximal S-accretive.

The proof is the same as the Colollary to Theorem 4.8.
We note that in this section we used the fact that the Banach

lattice X is an algebra whose unit is an order unit u. Stone's
algebra theorem says that X is isomorphic with the Banach lattice
C(M) of continuous real valued functions on ikf, where M is the set
of multiplicative positive linear forms / satisfying f(u) = 1.

5* Ergodic theory*

THEOREM 5.1. Suppose X is a uniformly convex Banach lattice
with positive cone K. Suppose U: K—>K is nonlinear, with W:
K-+K linear, and Ux ̂  Wx for x in K. Suppose \\ W\\ ^ 1. Then
for x in K, Snx = n~ι ^[Wx is convergent to x0 in K with UxQ^x0.

Proof. Suppose G is the convex hull of {U*x: i in Z+}. Let
m = inf {||fe||: h in G}. Take e > 0. Then there exists # in G with
H0II ^ m + β, with gr = ΣfaiZ/X Σ^ί = 1, ̂ ί ̂  0. For ^ in Z + let
Tn = n-1 ΣtΐW. Then || Tng\\ ̂  m + e since || T7|| ^ 1.

Whg =

Hence,

Tng^n~ιit Σ « i ^
h^ί %=ί

= n-1 Σ Uhx - n-'Σ* biU'x + n~ι Σ& c.U'x
h=i i=ι i=n+l

where b{ and d are in [0, 1].
Hence,

Snx £ Tng + n-'ίj: Wx + Σ* U'x) .
\i=ί i=n+l J

Hence,
\\Snx\\ ^m + 2e if kn~" \\x\\ £ e/2 .
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But Snx is in G, giving ||S»ίe|l ;> m.
By the uniform convexity of X, Snx converges, and to the point

x0 of cl(G) with minimum norm. Now G + K is invariant under W,
and, hence, cl(G + K) is too. Therefore, Wx0 = x0- Therefore
Ux0 ̂  Xo.

COROLLARY. Suppose X is a uniformly convex Banach lattice,
and U: X—>X is linear and positive, with || U\\ ^ 1. Then for x in
X, Snx is convergent.

Proof. If x is in K, the result follows from the theorem on
putting TJ — W. For general x, Snx — Sn(x+) — Sn(x~).

THEOREM 5.2. Suppose X is a uniformly convex Banach lattice
with positive cone K. Suppose {U(t): t in R+} is a one parameter
semigroup of nonlinear operators U(t): K~+K. Suppose {W(t): t in R+}
is a one parameter semigroup of positive nonexpansive linear opera-
tors. Suppose U{t)x ̂  W(t)x for x in K and t in R+. Then for x
in K,

Stx = t~1\tU(s)x
JO

is convergent to x0 in K with U(t)x0 5̂  x0 for t in R+.

The proof is the same as in the case of the discrete semigroup
of Theorem 5.1.

THEOREM 5.3. Suppose X is a Banach lattice with X and X*
uniformly convex. Suppose A: D(A) —»X is the sum of a hyper-
maximal T-accretive and a demicontinuous generalized T-accretive
function, and A(0) = 0. Suppose B: D(B) —> X is linear and hyper-
maximal T-accretive. Suppose D(A)aD(B) and Kacl(D(A)), and
for x in K Π D(A) we have Ax ^ Bx. Let U(t) be the semigroup
generated by —A. Then for x in K,

Stx = r
J

converges to x0 in K, with Ax0 ^ 0 if x0 is in D(A).

Proof. Let W(t) be the semigroup generated by — B. Then
W(t) is linear and Γ-nonexpansive, hence, || W(t)x\\ ^ \\x\\ for x in K.
Suppose x is in D{A) n K. Let x(t) = U(t)x and y{t) = W(t)x. Then,
except on a set of measure 0,
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- j U | ( * ( ί ) - V(t))+\\2 ^ 2(j((x(t) y ( t ) y ) χ ( t ) j
dt V dt dt

= -2(J((x(t) - y{t)Y), Ax(t) - Bx(t))

- 2(J((x(t) - y{t)y), Bx{t) - By(t))

since x(t) is in D(A) and, hence, in D(B).
Since Ax(t) ̂  Bx(t) and B is T-accretive the r.h.s. is ̂  0. There-

fore, x(t) £ y(t) for t in R+. Extending U(t) and W(t) to if by
uniform continuity, we have U(t)x ^ W(t)x for every x in K and £
in iϋ+. By Theorem 5.2, £«# converges to x0 in ίC with U(t)xQ ̂  x0

for ί in R+. If ^ is in D(A), we have in the weak topology

— Ax0 = lim t~ι{U{t)xQ — α0) ,

giving Ax0 ^ 0.

COROLLARY. The result holds if Ka clφ(S)) and D(B) c D(A). In
this case, x0 is in D(A).

Proof. With notation as above,

A \\(x(t) - y(t))+\\> = -2(J(x(t) - y(t))\ Ax(t) - By{t))
dt

- -2(J(x(t) - y(t))+, Ax(t) - Ay{t))

- 2(J(x(t) - y{t))\ Ay(t) - By(t))

since y(t) is in D(B) and, hence, in D(A),

^ 2k\\(x(t)-y(t)y\\>

since A is generalized T-accretive.

Since x(0) = y(0) = x, we have x(t) ̂  y(t) for t in j?+. As above,
S ^ converges to xQ, where x0 is in F(W(t)) for ί ^ 0. Now ̂ 0 is in
D{B) since lim t~ι{W{t)xQ — x0) exists. Therefore, x0 is in D(A),
giving A(x0) ̂  0.

THEOREM 5.4. Let W be a positive linear operator in L2(S,B,m)
with || W\\ ^ 1. Suppose W extends to a positive linear operator Wt

in UiS.B.m) with || TΓJI < 1. Suppose m{S) < oo, and W{1) = 1.
Lei if δe ί/̂ β positive cone in L2(S,B,m). Let U: K-+K satisfy
Ux ^ Wx for all x. Then for x in JΓ, Snx = w"1 Σ?=i U*x converges
to x0 in K and sup(S%#, a;0) converges to x0 m a.e.

Proof. By Theorem 5.1, Snx and Tnx converge to x0 in K. Tnx
converges to x0 m a.e., by the individual ergodic theorem (Yoshida
[22], page 388). For all n we have
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x0 ^ sup(S%#, x0) ̂  sup(Twίc, x0) .

Hence, sup(Snx, x0) converges to x0 m a.e.

PROPOSITION 5.5. Given the conditions of Theorem 5.1, let So:
K—>K be defined by Sox = x0. Suppose U is continuous and mono-
tonic. Then

S0Ux = SQx ̂  USox ^ S0

2x = So

nx (n ^ 2),

and R(S0

2) = F{U).

Proof.

SnUx = r ! Σ U*x

= Snx + n~\Un+ιx - Ux) .

The second term converges to 0; therefore, SnUx converges to Sox.
We showed in Theorem 5.1 that Sox ^ USQx. Hence, UnSox is a
decreasing sequence, since U is monotonic. UnSox is convergent since
X is uniformly convex, and to a fixed point z of U since U is con-
tinuous. Therefore, SnSox converges to z, giving SQ

2x = z, and
SQ

2x ^ USox. Since z is in F(U), Snz = z. Hence, Soz = ^, giving
S%x = SQ

2x for n ^ 2. This also gives i2(S0

2) = F(U).

6. Monotonic generators* In the theory of equations of evolu-
tion the property of being locally T-Lipschitz was the weakest con-
dition stronger than monotonicity. If A: X—>X is locally Γ-Lipschitz,
there is a local solution u for u0 in X to

( a ) u(0) = u0

-%-u(t) = Au(t) .
dt

Supposing A is merely monotonic, we would like a solution of (a).

DEFINITION. Let X be a topologial lattice. A: X—>X is locally
order bounded if for v in X there is a neighborhood N oΐ v with

order bounded.

THEOREM 6.1. Suppose X is an order complete Banach lattice.
Let A: X—> X be monotonic, continuous, and locally order bounded.
Then for u0 in X there is a strongly C1 solution u to (a) on some
interval [0, h].

Proof. For d > 0 the space of equivalence classes of integrable



NONLINEAR EQUATIONS OF EVOLUTION 331

functions/: [0, eZ]—»Xis an order complete Banach lattice, Lι([ϋ,d],X).
For / integrable [0, d] —• X, Af is integrable [0, d] —> X, giving an
operator B: Z/([0, d], X) -+ 1/(10, d], X). If f(s) ^ ^(s) a.e., then
Af(s) ^ A#(s) a.e. Therefore, B is monotonic. Suppose / is integrable

S t
f(s)ds is integrable [0, d]~->X, thus giving

o

an operator C: Z/flΌ, d], X) -+Z/([0, eZ], X). If /(s) > #(s) a.e., then

\ f(s)ds ^ u0 + \
Jo Jo

for all t in [0, d]. Therefore, C is monotonic
There is a fixed point of C 5 by the Tarski fixed point theorem

if there is an order interval [α, b] invariant under CB. We want a^
in X and d > 0 with

= u0 +

for ί in [0, <Z].
If A(X) is order bounded, there is g ^ 0 with A(a?) in [ —^, βf]

for a? in X. Take α : = u0 — g, and d = 1. Then if a is the equivalence
class of t—*aiy we have CBa ^ α. Taking 6, the class of £—>uQ + ̂ ,
we have CBb ̂  6. Therefore, there exists u: [0,1] —> -X* with

u(t) = \ Au(s)ds.
Jo

In the general case, we have, for h ^ 0, uh: [0, 1] —• X with

sup(—Λ, inf(Λ, A^A(s)))ds .

o

Since A is locally order bounded, there exist r > 0 and # ̂  0 with
A ( 5 r ( ^ ) ) c [ - s r , ^ ] . Now \\ug(t)-uQ\\^t\\g\\. Take d ^ r / | | < / | | .
Then uff(ί) is in Br(u0) for £ in [0, d\. Hence, Aug(t) is in [—g, g].
Therefore, for t in [0, d] we have

ug
g(t) = 1 A^ f f(s)ds .

Jo

Then u = ug is differentiable with du{t)\dt = Au(t), and w(0) = u0.

COROLLARY 1. Suppose X is an order complete Banach lattice
with order unit. Let A: X—>X be monotonic and continuous. Then
for u0 in X there is a strongly C1 solution to (a) on some interval
[0, d].

Proof. A is locally order bounded since continuous.
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THEOREM 6.2 Suppose X is an order complete Banach lattice
with positive cone K9 such that bounded subsets of X directed under ^
are convergent. Suppose A: X—*X is monotonie, continuous, and
there is a neighborhood N of u0 with A(N) c K. Then there is a
strongly C1 solution (a) on some interval [0, d].

Proof. Take M and r such that \\Ax\\ ^ M for x in Br(u0).
Then take d ^ r/M. For t in [0, d], take u^t) = u0, and define
inductively

un 1(t) = ^o + I Aun(s)ds .
Jo

Then (un) is an increasing bounded sequence in I^flO, d], X), hence,
convergent to an element u of Lx([0, d], X). For s in [0, d], un(s) is an
increasing sequence convergent to u(s), and Aun(s) is an increasing
sequence convergent to Au(s). Hence,

S t
Au(s)ds

o

for t in [0, d], giving the result.

We could use the same technique to study the temporally inhomo-
geneous problem, and, indeed, the functional equation du(t)/dt=f(Ptu,t),
where Ptu is the function [ — t, 0] —> X defined by Ptu(s) = u(t + s).
Also, the theory could be stated in terms of a locally convex vector
lattice.

7* G-accretive functions* If G is a closed convex subset of a
reflexive Banach space X, there is a multivalued map x —> Ux taking
x to points of G which are nearest to as. If X is strictly convex,
then U is singlevalued. Suppose X is a reflexive Banach lattice and
G= —K, the negative cone. Then Ux contains —x~, (I— U)x
contains x+, and x—>2J(x+) being a selection of the subgradient of
x—>\\x+\\2 is a particular case of the following result.

PROPOSITION 7.1. Let G be a closed convex subset of a Banach
space with strictly convex dual. Then 2J(I — U) is a subset of the
subgradient of x —> (d(x, G))2.

This was proved as Lemma 3.8.

DEFINITION. Let G be a subset of a Banach space X with duality
map J, and U be a function taking points in X to closest points in
G. We say V: D(V)-+X, fl(F)cI, is G-nonexpansive if
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d(Vx - Vy, G) ̂  d(x - y, G)

for x and y in D(V). We say A: D(A) ->X, D(A) c X, is G-accretive
if for x and y in D(A), (J(I - U)(x - y), Ax - Ay) ̂  0.

If G — {0}, then I — U = /, and we are back in the nonexpansive
and accretive case. If G — — K, then we are back in the T-nonex-
pansive and Γ-accretive case. When G is a compact convex circled
subset of X, we can directly generalize some results on accretive
operators.

PROPOSITION 7.2. Let G be a closed convex subset of a Banach
space X with strictly convex dual. Suppose u and v are strongly
continuous and weakly differentiate R —> X, with du(s)/ds = — Tu(s)
and dv(s)/ds = —Tv(s). Then

U)(u{t) - v(t)), Tu(t) - Tv(t)) ̂  0

if and only if d(u(t) — v{t), G) is decreasing.

Proof. Let q{t) = | | ( / - U)(u(t) - v{t)\\\ By Proposition 7.1,

q{t) - q(s) ̂  2(J(J - U)(u(t) - v(f), u(t) - v(t) - u{s) + v{s)) .

Dividing by t — s and letting s —• t~~, we obtain

\ ^ -2(J(I - U)(u(t) - v(t), Tu(t) - Tv{t)) .
t — s )

Since the l.h.s. is ^ 0 if and only if d(u(t) - v(ί), G) is decreasing,
one implication follows.

The technique of Proposition 1.11 gives the converse.

THEOREM 7.3. Suppose X is a Banach space with X* strictly
convex, and G compact convex circled subset of X. Suppose T: X-^X
is G-accretive and locally uniformly continuous. Then — T generates
a strongly C1 solution to dx(t)/dt = —Tx(f), x(0) = x0.

Proof, (a) Given xQ in X and e > 0, we have a solution to

4τ*&) = ~Txe{t-e) t^O
at

Now there exist positive constants r and M such that || T(Br(xQ)) \\ ^ M.
Then there is d > 0 such that all solutions xe(t) are in Br(x0) for t
in [0, d]. For e and / > 0 and t in [0, d], we set

q.,f(t) =
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- -j-xf(t)
at

} ^ 2(j(I !/)(».(«) *,(«)), %x.(t) j
s ) \ at at

- U)(xe(t) - xf(t), Txe(t - e) - Txf(t -

( b ) By the local uniform continuity of T we may assume r is
small enough that T is uniformly continuous on Br(x0). Then there
is a function s: R+—>R+ with s(&)—>0 as k->0, such that || Tx- Ty\\ ^
s(&) if x and 2/ are in Br(x0) and ||ίc — y| | 5ί &. Now

||a>.(ί - e) -

and ||*β(ί) - ^ ( ί ) ! ! ^ 2r. It follows that

II Tx.(t - e) - Tx.(t) - Txf(t - f) + Txf{t)\\ <]s{eM) + s(fM) .

Hence,
- U)(x.(t) ~ */(«)), Γ*β(ί - e) - Γaj^ί - /))

= - 2 ( J ( Z - Z7)(a;.(ί) - Mi), Γ«.(t) - Γa /ί))

+ 2(J(I - ί7)(xe(ί) - X/(ί), Tx.(t) - Γ*/(t) - Γ*.(t - e)

+ Γαj^t - /)) ^ | | 2 J ( I - IO(a;.(ί) - Mi)) II II Tx.(t) - Tx,(t)

- Tx.(t - β) + Γaj/ί - /) II ̂  Ar(s(eM) + β(/M)) .

Now given g > 0, there is Λ. > 0 such that if e, f ^ A, then

Hence, for e, / S /ι, we have

t - s

Since qe,f{G) = 0, we have qe,f(t) ^ gt ^ gd for t in [0, d]. Hence,
( I - U)(xe(t) - Xf(t))-+Q uniformly on [0, d] as e ,/->0.

( c ) We claim F — {U(xe — xf), e,f^ 1} is relatively compact in
C([0, d], X). {xe} is an equicontinuous family since

j] the\L>) ,he\ρj J] ^ IVJ. j L> o

Hence, {xe — xf: e, / ^ 1} is equicontinuous. U is Lipschitzian, hence,
F is equicontinuous. Since F[0, d] is relatively compact in X, F is
relatively compact by the Arzela-Ascoli theorem.

Take a sequence e(n)-+0 in R. Writing xe{n) = ajΛ, there is for
n fixed a subsequence Z7(£% — »„/) of U(xn — αjm) convergent to zn in
cl(F) as m'—> co. There is a subsequence «»/—*s in cl(jP) as n'—>^o.
Since (/ — Z7)(a?Λ/ — a?m/) —> 0, we can find, given e > 0, a sequence
#Λ,(ί) = ίφ) such that \\(x(i + 1) — x(ί)) — z\\ ̂  e2""*. Therefore,

||α;(ΐ) — x(l) — iz\\ ^ e .
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But \\x(i) — x(ΐ)\\ ^ 2r for all ΐ, so that z = 0. Hence, »(i) is a Cauchy
sequence, hence, converges to a continuous function x: [0,d\—+Br(x0).

( d ) For each i we have

α(i)(ί) = χ0 -

Now &(i)(s — e{n'(i))) —> ίφ) uniformly on [0, d] as ί—»oo. Hence,
Tx(ί)(s — e{n'{ί))) —• T ί φ ) , and we have

a (ί)- = χ0- [tTx(s)ds
Jo

for ί in [0, d]. Hence, x is C1, and dx(t)/dt — — Γαj(ί).
We have uniqueness to within the compact set G. That is, if

x(t) and y(t) are solutions, then x(t) — y{t) is an element of (?, since
( I - U)(x(t) - y(t)) = 0.

COROLLARY (Peano). Suppose f: Rn—*Rn is continuous and xois
an element of Rn. Then there is a solution to dx(t)/dt = f(x(t)),
x(0) = χQ.

Proof. Take G a large set so that the notion of G-accretivity is
void for points near x0. The local uniform continuity of / follows
from the local compactness of Rn.

THEOREM 7.4. Suppose X is a Banach space with X* uniformly
convex, and G a compact convex circled subset of X. Suppose T:
X~-+Xis G-accretive and demicontinuous. Then —T generates a
weakly Cι solution to dx(t)/dt — —Tx(t), x(0) = xQ.

Proof. The proof is the same as in Theorem 7.3 except in (d)
where the integral is taken in the weak topology, and in (b) where
the uniform continuity of J is used, as is shown below,
( b )

l ^ _2(/(I - U)(x.(t) - x,(t), Tx.(t - e)
t — S

- Tx,(t - /))

as in Theorem 7.3. Since T is G-accretive, we have

r.h.s. ^ 2(J(I - U)(xe(t - e) - xf(t - /))

- J(I - U)(x.(t) - xf{t)), Tx.(t - e) - Txf(t - /))

^ 4Af || J(I- U)(x.(t - e) - xf(t - f) - J(I- U)(x.(t) - xf(t))\\

^ 4M s(2(e + f)M)

where s: R+—>i2+ satisfies s(fc)-^0 as k—<-0, and \\Jx — Jy\\ ̂  s(k)
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if | |x — y\\ <: k, for x and y in I?4r(0) .

Given g > 0, we take h > 0 such that if β, / ^ /&, then 4M
s(2(e + /)AΓ) < g. Since 5../O) = 0, qeJ{t) ^tg^dg for t in [0, d].
Therefore, ( I - U)(xe(t) - xf(t))->0 uniformly on [0, d] as e ,/->0.

PROPOSITION 7.5. Under the conditions of Theorem 7.3 or 7.4,
£Λe solution x(t) is defined for all t in R+.

Proof. It is enough to suppose there is a solution x(t) on [0, k),
and show x(t) is convergent as t —> kr. Take Λ, in (0, k). Then
{&(£): 0 < t < Λ} is relatively compact. We recall that given a bounded
subset A of a complete metric space X, the ball measure of noncom-
pactness of A, written C(A), is inf{α > 0: A can be covered by a
finite number of balls of radius ^α} . C(A) = 0 if and only if cl(A)
is compact. The concept is developed in Nussbaum [17] and Ambro-
setti [1]. We recall / : X - > X is a C-fc-set contraction if C(f(A)) ^
k(C(A)) for all bounded subsets A of X.

Given α > 0, we may, since C{x(t): 0 ^ t < /&} = 0, take ίi ίΛ

in [0, λ) such that {a?(ί): 0 ^ t < &} c U {Ba(Xi): 1 ^ i ^ n) where
^ = a?(ί<) Suppose y in {#(£}: 0 ^ ί < A,} is in Ba(Xi). Since

|| (/
at

£ -2(J(I - U)(x(t) - y(t)), TxS) - Ty(t)) ̂  0 ,

y(t) is in Ba(Xi(t) + G) for t ^ k — hy where x{(t) is any solution to
du(t)/dt = - Tw(ί) with %(0) = xt. Hence,

{α ( ί ) : ft-fe ^ t < k) c U {Ba(Xi(t) + G): 0 ^ t ^ k - h , l ^ i ^ n } .

Hence, C{x(t): k—h^t<k}<^a. Since a was arbitrary,

C{x(t): k-h S t < k} = 0 .

Hence, #(£) converges as t—>kr.

The semigroup I7(ί) generated by — T is taken as U(t)x = all
a (ί) such that a (O) = x and dx(s)/ds — — Γθ5(s). The property

U(s)U{t) = U(t + 8)

holds, but homological properties of U(t) are unclear; for example,
the existence of a continuous selection.

PROPOSITION 7.6. Under the conditions of Theorem 7.3 or 7.4,
(dl + Γ) generates a semigroup {U(t): t in R+] with U(t) a C— e~dt — set
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contraction, for d, t ^ 0.

Proof. We note I is G-accretive, since

(J(I - U)x, x) = (J(I - U)x, (I - U)x) + (J(I - U)x, Ux - 0)

^ | | ( J - U)x\\2 since 0 is in G.

Hence, (dl + T) generates a semigroup U(t). Given t >̂ 0, suppose
A c U {Bb(Xi): 1 ^ i ^ n). Given a in A, suppose a is in jB6(xt ).

at

Hence,

| | ( / - U)(a(t) - xS))\\ ^ e~dt \\(I - U)(a - Xi)\\

^ e~dt\\a - Xi\\ £ be~dt .

Therefore, a(t) is in Bk(Xi(t) + G) where k = e~dί6 Hence,

U(t)A c U {£*(«*(«) + G): 1 ^ i ^ n} .

Hence, Ϊ7(ί) is a C - e~d ί-set contraction, since C(U(t)A) ^ e~dtC(A).

PROPOSITION 7.7. Under the conditions of Proposition 7.6,
d > 0, ί/̂ ere is α compact convex set closed under ?7(1).

Proof. We have, if dx(t)/dt = ~{dT + I)x{t), that

|| (/ ^ ( t ) |p ^ 2(J(/ - ΓΓ)aj(t)f - ^ (
dt dt

- U)x(t),dx(t) + Tx(t))

- 2 ( J ( J - Σ

^ 0 if

Hence, {x in X: \\x\\ ̂  2c?-11| Γ(0)|| + diameter ((?)} Kx is closed under
{ί7(ί): t in R+}. Take a; in K, and let ί ί = {U(t)x: t in i2+}. If
C(H) > 0, C(fΓ) = C(U(1)H) ^ e-dC(iϊ) since

H = [/(^ίίU {?7(s)α;: 0 ^ s g 1} .

Hence, C(fί) = 0, and H is relatively compact. Let L = {if: iΓ a
closed convex subset of i^, U(l)KaK and cl(ίί) Π i ί is nonempty}.
Since cl(iJ) is compact, if {Ka} is a chain in L, then Π (ifα Π cl(ίf))
is nonempty, hence, Π Ka is in L. Therefore, by Zorn's lemma,
there is a minimal element KQ of L. Let iΓ2 be the convex closure
of U(1)KO. K2 is in L. If C(ϋΓ0) > 0, then
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C(K2) = C(U(l)K0) < C(K0) ,

contradicting the minimality of Ko. Hence, C(KQ) = 0, and KQ is
compact.

PROPOSITION 7.8. Under the conditions of Theorem 7.3 or 7.4,
R(T + dI) = X for d>0.

Proof. By Proposition 7.7 the fixed point set of Z7(l): ^-^K^
F(U(1)), is nonempty. F(U(1)) is compact since £7(1) is a C— e~d-set
contraction by Proposition 7.6

The same proof shows that for n in Z+ the set F(U(2~n)) is
nonempty and compact. Moreover, F(U(2~n)) c F(U(2~m) for n>m.
It follows that there is an element u0 of KΣ having the property
that for all n in Z+, U(2~n)u0 = u0. Therefore, (dl + T)u0 = 0. By
translation of T we have R{dl + T) = X.

THEOREM 7.9. Under the conditions of Theorem 7.3 or 7.4, T~ι

locally bounded implies R{T) is dense in X, and T proper implies
R{T) = X.

Proof. We consider the operators S: x -^ T(x + G) and Se: x —>
(el + T){x + G). To show i2(Γ) is dense in X, we use R{T) = R(S)
and show R(S) is dense. By Proposition 7.8, R(Se) = R(el + T) = X.
For y in X,

Sr'iv) = (el + T)-"y + G .

We show Se is semi-invertiable, that is,
(a) for 7/ in X, S^^y) is connected, and
(b) Sr 1 is u.s.c.

Suppose a and 6 are in Se~
1(y). Then there exist u and v with α — u

in G and δ — v in G, such that (el + T)u = ?/ and (el + Γ)v = y. It
follows that

0 = (eu + Tu - ev + Tv, J(I - C7)(̂  - v))
- U)(u-vW .

Hence, u - v is in G. Now (u + G) U (v + G) is connected, and is
contained in Se~

1(y), and contains α and b. Hence, Se"
ι(y) is connected.

To show Sr 1 is u.s.c, it is enough to show y —> (el + T)~ιy is u.s.c.
We want to show that if N is a neighborhood of (el + T)~ιy, and
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(el + T)zn converges to y, then xn is eventually in N. Take z in
(el + T)~λy. Then (I — U)(zn — z) converges to 0. Hence, a subse-
quence, zn,, is convergent to some element w of X. Then (el + JΓ)3Λ,

converges weakly to (el + T)w. Hence, w is in (eJ + T)~ιy. Hence,
zn, is eventually in N. Hence, zn is eventually in N.

Now Se converges to S uniformly on bounded sets, i.e., if BaX
is bounded, then for a > 0 there is e0 > 0 such that for x in B and
e ^ e0,

Se(x)aBaS(x)

and

c BaSe(x) .

Now Theorem 5.1 of Browder [7] says: Let X be a topological space
with a bounding system of subsets {Bn}, Y a connected, locally con-
nected uniform space. Let S be a mapping of X-^2Y, and suppose
there exists a directed set {ίSe.* β in E) converging uniformly to S on
each Bn. Suppose for each y0 in Y, there is a neighborhood AT of y0

with S^iN) bounded with respect to the given bounding system.
Then

(a) R(S) is dense in Y, and
(b) if S(Bn) is closed for each n, then R(S) = Y.

We consider the bounding system {Bn(0): n in Z+) on X. To apply
the theorem above, we want S"1 locally bounded, but

&-ι(N) = T-'iN) + G ,

which is bounded if T-^N) is. By (a), R(S) - R(T) is dense in X.
If T is proper, T(X) is closed, and, therefore, R(T) - X.

8* Solutions by smoothing* We recall that to show the exis-
tence of a zero of A: D(A) -* X such that J?(A + I) = X and

(Ax — Ay, J(x — y)) ^ c \\x — y\\\ c > 0 ,

we take an arbitrary v in X and solve ^(0) = v, du(t)/dt = —Au(t)γ

and find u(t) is convergent to x in X with Ax — 0.
The same approach is used in this section to give zeros of A

under the conditions of the Nash-Moser inverse function theorem.
For this, see Nash [16] and Moser [14, 15]. The results are simpler
and stronger than those given by the smoothed Newton's method,
and are obtained by adapting the following basic result.
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THEOREM 8.1. Let X be a Banach space and f: B-+X a C1

function, where B — {x in X: | | # | | < 1 } . Suppose L: B-^{T in
L(X, X): || T|| <̂  M) is locally Lipschitzian, and Lx is a right inverse
of f'Jn L(X, X) for x in B. Suppose | |/(0)| | < M"\ Then 0 is in
f(B).

Proof. Consider

—(t) = -Lu{t)fu{t)
dt

u(0) = 0 .

There is a strong solution u(t) as long as ||%(£)|| < 1, since for x and
y in B

\\L(x)f(x) - L(y)f(y)\\ ^ \\L(x)(f(x)-f(y))\\ + \\L(x) - L(y)\\ \\f(y)\\ .

Now

dt dt

= -f'%{t)Lu{t)Mt)

- -Mt).

The function ί—• |\fu(t) ||2 is absolutely continuous; hence, d \\fu(t)\\z/'dt
exists except on a set of measure 0, and for any duality map J,

dt dt

= -2(Jfu(t),Mt))

= -2\\fu(t)\\>.

T h e r e f o r e ,

| | / ^ ) | | 2 ^ \\fu(0)I|2e~2ί for t ^ O .

H e n c e ,

du /

Hence,

Jo
— ( s ) Ids
ds
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Hence, u(t) is in B and defined for all t in R+. Since

\\u(t) - u(s)\\ ̂  M| 1/(0) II (er* - er ), u(t)

is Cauchy, hence, there is x in B with u(t) —> x as t —> ©o. Since fu(t)—+0,
we have /# = 0 by continuity.

Before giving the main theorems we study smoothing operators.
For an exposition of classical smoothing operators, see Schwartz [21].
For comparison, we give the Nash-Moser theorem as stated by
Schwartz.

Let K be a compact ^-dimensional manifold and Cr the space of
r times continuously differentiate functions u: K-+R with norm

\u\r = max max \Dau(x)\ .
\a\ ίgr x in K

Let / be a function D{f) -* Cm~a where D(f) = {x in Cm: \x\mS 1}
Suppose there is a constant M such that:

(1) / has two continuous Frechet derivatives, both bounded by M;
(2) there exists a map L with domain D(f) and range

L(Om, Cm~a), with:

( a ) \L(u)h\m^a ^ M\h\m u in D(f), h in C"
(b) f',L(u)h = h u in D(f), h in Cm+a

( c ) I L(u)f(u) |m + 9 α ^ ikf(l + I u \m+aa)

(3)
Then f(D{f)) contains the origin.

DEFINITION. Suppose we have two Banach spaces Xγ and X2 such

that the inclusion i: X2 —> Xx is bounded and ί(X2) is dense in Xx. A

smoothing for X1 and X2 is a family {£(£): ί ^ t0} c L(Xlf X2) with

constants i f and ί0 and a function A: i2+ —> R+ such that

(a) | |S(ί)| | ^ AT in L(X,, X,) and L(X2, X2) for all t;

(b) ||S(ί)a?||2^ AΓΛ(ί)ll»lli for x in X,;
(c) | |S( ί)x- α l l ^ Mt-'WxW, for a? in X2.

PROPOSITION 8.2. Suppose X2 — D(A) where A is an unbounded
closed linear operator in Xly and for x in X2, \\x\\2 = \\x\\ι + ||-A^||i
or an equivalent norm. Suppose there are constants 6, t0, and M
such that (I — t~ι(A — hi))"1 is in L{XU Xλ) with norm ^M for all
t ^ tQ. Then we have a smoothing for Xx and X2.

Proof. The conditions on A imply that A generates a semigroup
{U(t): t in R+} with || J7(ί)|| ^ Meh\ U(t)U(s) = U(t + s), U(0) = I, and
U(t)x converges strongly to x as t—>0+.
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There are a couple of ways of looking at smoothing.
(1) We parody the simplest smoothing by convolution where x

is a locally integrable function R-+R, and U(t)x(s) = x(s + t). Let
/ be a C°° function R-^R+ with compact support in {s in R: s> 0},

such that [f(s)ds = 1. For u in R+, set fu(t) = vrγf(uϊ) and put

S(u)x = I fu(t)U(t)xdt for x in X. It is straightforward to show

{S(w): u > 0} is a smoothing for Xx and X2.
(2) We use the same construction, but with f(s) = e~s for s ^ 0.

In this case, S(u) = (I — ̂ 6~1(A — δ/))"1, a simpler expression. We
check that this gives a smoothing. Let # be an element of XL.

S(tt)α + vr\A - bI)S(u)x = x .

Hence, S(u) is a bounded linear operator Xx —* X2.
( a ) By definition, ||S(%)|| g ikf in L(X,, Jζ)- Let a? be in X2.

| |S(φ;||a - 11 (̂̂ 11, +
^ M\\x\l + il

Hence, \\S{u)\\ ^ M in L(Xt, X2) .
(b) Let x be in Xx.

\\S{u)x\\2 = \\S(u)x\l + \\{A

^ (1 + δ)Λf llίcl^ + \\u(I-

^ ((1 + δ)Jlf + w(l + M ^

( c ) Let x be in Xz.

\\S(u)x - xW, = u-i \\(A -

- δ i > | | i

6) ||a?||2 .

We note that as in case (1), S{u)x is differentiable in u for fixed x
in JSΓX; dS(u)x/du = -A(S(u))2r2x.

PROPOSITION 8.3. Let XL have a Schauder basis. Then we have
a smoothing for Xt and X2, if the inclusion i is compact.

Proof. Suppose {xn: n >̂ 1} is a normal Schauder basis for Xx.
As in Schaefer [20], page 115, the inverse mapping theorem tells us
that there exists C such that for all M and all x — Σ Γ - I ^ A in X19
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Since X2 is dense in Xt, there exists for each n ^ 1 an element yn

of X2 wi th \\yn-xn\\1^ (C2Γ+1)~\ and \\yn\\x = 1. Define B: X ^ X ,

by B(Σιanxn) = Σ#»2/Λ ^ is a n isomorphism of Xx since for x = Σ α A

\\BX - X\l = \\Σi<*>n(y» - O l l l

Therefore, {?/„: ^ ^ 1} is a normal Schauder basis for Xim Rearranging,
we may assume kn=\\yn\\2 is an increasing sequence. For x = ^anyn

in X1 and u in R+, we put T(u)x = ^kn^uanyn. T(u) is a bounded
linear operator Xx —•* X2.

( a ) There exists M such that || Tiujxl^ ^ ϋί | | x | | i for a; in Xι

and ^ > 0, and \\T(n)x\\2^ M\\x\\2 for a? in X2 and u > 0, by the
inverse mapping theorem.

(b) Let x = Σ^d/ί be in Xx.

Σ

u Σ cnki~
k

||j. (number of k/s ^ u).

For e > 0 there exists N such that for all n ^ N, k^Γ1 <̂  e, since
{kn~ιyn' n ^ 1} is bounded in X2 and, hence, compact in X1# Therefore,
there is a continuous function ^: i2+ —> i?+ with

r̂(w) ^ (the number of ki's <Ξ> u) .

Hence, || T{u)x\\2 <

( c ) Let x = Σfink<rΓιyn be in X2. The unit ball in X2 is compact
in X^ Hence, for u > 0 there exists JV such that

< vr

We take with this property. Then

u

kn^N(u)

- i II / v l l

FOY u> 0 we put S(w) = T(N(u)).
By (a) ||iS(w)|| ^ ΛΓ in L(XU X,) and L(X2, X2).
By (b) | |S(u)a?| | 2^ ΛβV(i6)flr(iV(̂ )) 11 a? | U for x in
By (c) \\S(u)x - ίcld ^ ^-χ ||a?||a for a? in X2.
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PROPOSITION 8.4. Suppose X1 and X2 are separable Hilbert spaces.
Then there exists a smoothing with M = 1 and h(t) = t, ifi is compact.

Proof. Let x be in X2 and y be in Xx.

Hence, there is an element C(τ/) of X2 with (#, T/X = (x, Cy)2 It is
straightforward to show C is in L{XU X2). C is positive definite in
Xi since X2 is dense in Xx, and self adjoint. Hence, C: Jζ —> Xx has
a positive definite self adjoint square root A. There is a complete
orthonormal basis {e^ i ^ 1} of Xi such that Ae{ = h^i and the
sequence hi decreases to 0.

We have || Ax\\2 = \\x\\ι for x in X19 and \hie{\ i ^ 1} is a complete
orthonormal basis for X2. For α? = Σ α ^ in Xx, we put

S(u)x = Σ

is a bounded linear operator X2 for % in
( a ) S(u) is a projection with norm 1 in both X1 and X2.
( b ) Let x — ^jdiβi be in Xlm

Σ α^

( c ) Let x — ^fiihiβi be in X2.

\\S(u)x- x\\ι = Σ

Σ u^afi

= u~ Σ

THEOREM 8.5. Let X2 6e α separable Hilbert space with the
Hilbert space X3 compactly included in X2 and dense in X2, and X1

the dual of X3 under the pairing ( , )2. Suppose f: X2 —• Xi is C1,
with /(0) = 0 α^ώ the graph of f closed in Xx —> Xlβ Suppose there
exists a locally Lipschitzian function L:

W <L R}

where Bλ = {x in X2: \\x\\i ^ 1} such that for x in B1 and v in X3,
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f'xL(x)v = v. If \\y\\z ^ (2R)~\ then there is x in Xx with f(x) = y.

Proof. There exists a complete orthonormal basis {ej of Xι and
a sequence ht decreasing to 0 such that {hfιe^ and {/&Γ2e4} are com-
plete orthonormal bases of X2 and X3. Let St = S(β</2) where this is
the smoothing of Proposition 8.4. St is the projection on the subspace
spanned by {e{: ht ^ e~tl2}. Consider a continuous solution, differen-
t i a t e on (ίw, tn+1), where tn = sup(log hn~

2, 0), to

( a ) ^ ( t ) z = -Lu(t)St(fu(t)-y)

u(0) = 0 .

As long as w(ί) is in Bιy a solution exists in X2 by the locally Lip-
schitzian nature of the r.h.s. of (a).

Writing g(x) = f(x) — y for x in X2, we have from (a) for t in

at at

= -f'uit)Lu(t)Stgu(t)

= -Stgu(t) .

Hence,

A-Stgu{t) =

Hence,

Stgu(t) is not continuous in ί, so that we cannot proceed immediately
as in Theorem 8.1. However, we do have

111

Letting y = Σl/ie<> it follows that

l i 2 = Σ

Hence,

From (a),
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du(t) ^R\\Stgu(t)\\2
dt

= R\\St(Stgu(t))\\t

by property (b) of a smoothing

Hence, 11 'Ẑ (ί) |U ^ 2iί ||2/||3 as long as u(t) is defined, hence, u(t) is in
B19 hence, u(t) is defined for all t in R+.

Since u(t) is Cauchy in X1 by the bound on the derivative, there
is x in X1 with u(t) —>x as t —> °o.

From dgu(t)/dt — — Stgu{t) and the continuity in t of gu(t),

gu(t) = -y — \ Ssgu(s)ds .
Jo

Hence,

Stgu(t) = — Sίi/ - \ Ssgu(s)ds .
Jo

Hence,

Stgu{t) - gu(t) = y - Sty .

Now y — Si]/ —> 0 as ί —> oo in Xx by property (c) of a smoothing.
Also, Stgu(t) —• 0 as ί —> oo in I l t Hence, #%(£) ->0 as ί-^oo in Xx.
Since the graph of g is closed in XλxXl9 g{x) = 0, and f(x) = ?/.

THEOREM 8.6 Suppose X is the nuclear Frechet space obtained
as n {Hn: 1 ^ ^} where Hi are Hubert spaces and there exists C:
Hγ —+ Ht such that for all n, C is an isometry Hn —> Hn+ί and self
adjoint and compact Hn-+Hn. Suppose f: X—*Xis differentiable
from || I|Λ to || |U_i for all large n. Suppose there exists L: X—*L(X,X)
and constants M and R with f'xL(x) — I for x in X.

\\L(x)v\\n ^ i2| | ι; | |w+ 1 for v in X and all large n.
\\(L(x) - L{y))v\\n < M \ \ x - y \ \ n \\v\\n+ι f o r x , y , a n d v i n X a n d

all large n. Then / is surjective.

Proof. As in Proposition 8.4 we take St the projection onto the
subspace spanned by eigenvectors of C with eigenvalues ^e~ ί /2. By
translation we have only to show that 0 is in R(f). We consider a
curve u in X with u(0) = 0 and on the intervals where St is constant,
du(t)/dt = —Lu(t)Stfu(t). Such a curve exists by the Lipschitzian
nature of the r.h.s. in each || | |n for n large. As in Theorem 8.5,
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hence, u(t) converges in Hn for large n. Hence, u{t) converges in X
to an element x of X. By continuity, f(x) = 0.

The existence of such an L(x) for a; in I seems necessary since
we cannot get f'x surjective by requiring it to be near /. In fact, if
X is a nuclear space, it has the approximation property and, hence,
there is a sequence of finite dimensional elements of L(X, X) conver-
gent to I in any S topology making L(X, X) a topological vector
space (see Schaefer [18], page 79). The relation between the Hn

seems necessary to get one smoothing for all the Hn, which does not
in general exist. If / was differentiate || \\n+k to J| \\n for some Jc,
the surjectivity of / follows from the theorem by considering

X = n {Hnk: n S 1} .

0

—1

THEOREM 8.7. Suppose Xo is a Banach space and A: D(A) —-> XQ

is a closed densely defined linear operator such that (I — t~ι{A — bl))
is in L(X0, Xo) for t ^ t0 with norm ^M. Suppose X1 — D(A) and
X2 = D(A>) with 110?!!, = Hallo + \\Ax\\0 and \\x\\2 = \\x\\, + \\Ax\\,.
Suppose f: X1-^X0 is C1, with the graph off closed in XQxX0. Let
L be locally Lipschitzian Bι—^{T in L(X2, -XΊ) and L(Xl9 Xo):
\\T\\L{XvXo)^R} where

B, = {x in X,: \\x\\, ^ 8RM2(1 + M(l + Af)(l + 6))} .

// 11/(0) 112 g β~1/(4Ji2), then there is x in Xo with f(x) = 0.

Proof. By Proposition 8.3, we have a smoothing for Xo and Xλ

and X1 and X2 also, since (I — t~ι{A — bl))~ι is in L{XU Xt) for t^tQ

with norm ^M, where A here is t h e restriction of A to (A + b)~ιX^
Set St = S(e{M2+2)t) and take d£l with d £ (4M4β)~1. Consider a
solution of

( a ) - ^ i ( ί ) - - L u ( t ) S t

2 f u ( t - d ) t^U
az

u(t) = 0 t^t0 .

A strong solution exists in X1 by the locally Lipschitzian nature of
the r.h.s. as long as u(t) is in Bx. Take K = 2(1 + M(l + M)(l + 6))
and assume, given t, that for s ^ t — d we have

(V) \\fφ)\\*£e«*; and

(U) WfΦ)\lSKe~s'* .
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dfu(t)/dt = -St

2fu(t - d), hence,

\\Mt)\\* ^ 11/(0)11, + M2 Γ \\fu(s - d)\\2ds
Jί0

by assumption (V). But

Hence,

Hence, (V) holds for all t such that u{t) is defined.

jLfu(t) = -fu(t) + (J - St*)Mt) + StΛ* -4-fu(s)ds .
dt Jί-d as

Since £—*| |/M(£) | | I 2 is absolutely continuous, it is differentiable except
on a set of measure zero, and for any duality map J for Xly

d \\ fi/(+\\\ 2 < o/ Tfoi(t\
dt V cfa

Hence,

Dividing by

11 fuίί

Multiplying

Now

II σ -

Also,

WMt

Hli +

by e ,

"έ(e'

S t )d

I,2 + 2(J/«(ί),

l/w(ί)lli^ll(.

| | / t t ( ί ) l l i )^β

+

+ St)fu(t)\lί

<
<

h-

Ίld-

^ 2(J/M(ί), (J

•/w(ί)lli +

O \ / 7" 1 O \ /*Λ

ϊ-St>)Mt))

A' -ffΦ)d
)t-d ds

mi

- e*St

2\ —Ss

2fu(s — d)ds
h—d

:M(1 + δ ) e - < i I ί 2 + 2 ) i | | ( / + S

ί Λf(l + 6)(1 + M)e- ( i l ί 2 + 2 ) ί

M(l + δ)(l + M)e~u

1

t)Mt)\\2

\\Mt)\\t

by (V).
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St

2 Γ -Ss

2fu(s - d)ds\\ ^ M* Γ \\fu(s - d)\\xds
Jt = d 111 Jt~d

^ KM*de-{t-2d)l2 by (U).

Hence,

Hence,

at

e* \\fu(t)\l ^ 11/(0)11,

KM4deddtl2 .

6) + 2KM'dede t/2

Hence, (U) holds for all t such that u(t) isHence, | | /
defined.
From (a),

^ RM2Kedl2e~tl2 .

Therefore, \\u(t)\\Q ^ 2RM2Ked'2 as long as ^(ί) is defined. Hence, u(t)
is defined for all t in R+t, and is Cauchy in Xo, hence, converges to
an element x of Xo. Also, fu(t) converges in Xo to 0. Since the graph
of / is closed, f(x) = 0.
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