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LINEAR GCD EQUATIONS

DAVID JACOBSON

Let R be a GCD domain. Let A be an m X n matrix
and B an m X 1 matrix with entries in R. Let c Φ 0, d € R.
We consider the linear GCD equation GCD(AX + B, c) = d.
Let S denote its set of solutions. We prove necessary and
sufficient conditions that S be nonempty. An element t in
R is called a solution modulus if X + tRn £ S whenever
XeS. We show that if cjd is a product of prime elements
of R, then the ideal of solution moduli is a principal ideal
of R and its generator t0 is determined. When R/t0R is a
finite ring, we derive an explicit formula for the number of
distinct solutions (mod t0) of GCD (AX + B, c) — d.

1. Introduction. Let R be a GCD domain. As usual GCD
(alf , am) will denote a greatest common divisor of the finite sequence
of elements au , αm of R.

Let A be an m x n matrix with entries ai3- in R and let B be an
m x 1 matrix with entries 6* in J? for i = 1, , m; j = 1, , n.
Let c ̂  0, cί be elements of ϋ?. In this paper we consider the "linear
GCZ) equation"

GCD(a^Xj, + + αlw&w + 6^ ,

amίxt + + amnxn + bm, c) = d .

Letting X denote the column of unknows xlf •••,#* in (1.1), we shall

find it convenient to abbreviate the equation (1.1) in matr ix notation

by

(1.2) GCD(AX + B,c) = d.

Of course we allow a slight ambiguity in viewing (1.1) as an equation,
since the GCD is unique only up to a unit.

Let Rn denote the set of n x 1 matrices with entries in R. We
let S ΞΞ S(A, B, c, d) denote the set of all solutions of (1.1), that is

S = { l e Rn\ GCD(AX + B,c) = d) .

If S is nonempty, we say that (1.1) or (1.2) is solvable. Note that
X satisfies GCD(AX + B, d) = d if and only if X is a solution of the
linear congruence system AX + B = 0(mod d).

We show in Proposition 1 that if (1.1) is solvable, then d \ c, AX +
B ΞΞ 0(mod d) has a solution and GCD(A, d) = GCD(A, B, c). Here
GCD(A, d) - GCD(an, . . . , aίn, , amU . . f α_, d) and GC£>(A, B, c) =
GCD(A,bu •••, δm, c). Conversely we show in Proposition 3 that if
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the above conditions hold and e = c/d is atomic, that is e is a product
of prime elements of R, then (1.1) is solvable. (Also see Proposition 4).

Let the solution set S of (1.1) be nonempty. We say that t in
R is a solution modulus of (1.1) if given X in S and X = X'(modί),
then Xf is in S. We let M = M(A, B, c, d) denote the set of all
solution moduli of (1.1). We show in Theorem 2 that M is an ideal
of R and if e = c/d is atomic, then M is actually a principal ideal
generated by d/g(p, ••• pk), where g = GCD(A, d) and {pu •••, pk}
is a maximal set of nonassociated prime divisors of e such that for
each pi9 the system AX + B = 0(mod dp*) is solvable. This generator
^MPi •••#*) denoted by ί0 is called the minimum modulus of (1.1).

In § 4 we assume that R/t0R is a finite ring and we derive an
explicit formula for the number of distinct equivalence classes of
i?"(mod ί0) comprising S. We denote this number by NtoΞ=Nto(A, B, c> d).
Let A! = A/g and d' = d/g. Let L = {X + d'i2% | A'X = 0(mod d')}
and L, = {X + d'Rn \ A'X = 0(mod d'p,)} for i = 1, . , k. In Theorem
3 we show that

(1.8) NtQ = I L I Π (I Λ/AJ21 - i i2/ftΛ l%- ( r ί + S i ))

where r< is rank A'(mod p,) and »< is the dimension of the R/PiR
vector space LjLt.

The formula (1.3) is applied in some important cases. For example
in Corollary 6 we determine JVto when R is a principal ideal domain.

This paper is an extension and generalization to GCD domains,
of the results obtained over the ring of integers Z in [2].

2. Solvability of GCD (AX + B, c) = d.

PROPOSITION 1. If GCD (AX + B, c) = d is solvable, then the
following conditions hold.
( 2 . 1 ) ( i ) d \ c ,

(ii) AX + B ΞΞ 0(mod d) is solvable,
(iii) GCD(A, d) = GCD(At B, c).

Proof. Let Xsatisfy GCD(AX + B, c) = d. Then clearly (i) d\c
and (ii) AX + B = 0(mod d). Let AX + B = dll where U is an
m x 1 m a t r i x wi th entries ut for ί — 1, , m. Then GCD(dU, c) =
GCD(duu , ώι m , c) = d. Let flr = GCZ?C4 d) and λ = GCD(Af B, c).
Then B = 0(mod g) as AX — dU = B and g\c as rf | c, which shows
t h a t g I h. Also dZJ = 0(mod h), so t h a t Λ | GCD(dU, c), t h a t is h\d.
Thus Λ I ̂ , which proves (iii).

PROPOSITION 2. Let e in R have the following property
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( I ) GCD(AX + B, e) = 1 is solvable whenever GCD(A, B, e) = 1.
Suppose that c = de, AX + B = 0(mod cZ) is solvable and GCD(A, d) =
GCD(A, B, c). Then GCD(AX + B, c) = d is solvable.

Proof. There exist X' in Rn and Fin i2m such that AX' Λ-B
Let g = GCD(A, d) and let A' denote the matrix with entries ad/g
and B' the matrix with entries bjg for i = 1, , m; i = 1, •••,%.
Then A'X' + £ ' = d' F where ά! = d/flr. We claim that GCD(A', F, e) = 1.
For let h be any divisor of GCD(A', V, e). Then J3' = 0(mod h) and
Λ I GCD(A', B\ c') where c' = d'e. However, GCD{A\ B', cr) - 1 as
g = GCD{A, B, c). Hence fc is a unit, that is GCD(A', F, β) = 1. So
by property (I), there is a Y in i?" such that GCD(AΎ + F, e) = 1.
Thus GCD(A(ώ;Γ) + dV, de) = d and if we set X = X' + d'Y, then
GCD(AX + B, c) = d, establishing the proposition.

We show in Proposition 3 that if e is atomic, then e satisfies
property (I).

We require the following useful lemmas.

LEMMA 1. Let e = p1 pk be a product of nonassociated prime
elements plf - fpk in R. If GCD(A, B, e) = 1, then GCD(AX +
B, e) — 1 is solvable.

Proof. Let GCD(A, B, e) = 1. We use induction on k. Let
Jc = l. If GCJ9CB, A) = 1, then X = 0 satisfies GCZ>(AX + #, pj - 1.
Suppose that JB = O^odPi). Then GCD{Ay px) = 1. Hence there is
a i such that GCD(aljf , αmi, ^) = 1. Let Xj in JS% have a 1 in
the yth position and o's elsewhere. Then GCD(AXj + B, pj =
GCD(AX\ pθ = 1. Thus GCD(AX + 5, P l ) = 1 is solvable. Now let
k > 1 and let e' = ̂  pk_ιm By the induction assumption there is
X' in Rn such that GCD(AX' + B, e') = 1. Let 5 ' = AX' + B. We
-claim that GCD(Ae', B', pk) - 1. If GCD{A, pk) = 1, then GCD(Ae',
B\ pk) = 1. Suppose that A = 0(modpk). If Br = Oίmod^^), then
B = 0(mod pk), contradicting the hypothesis that GCD{A, B, e) = 1.
Hence GCD(B\ pk) = 1, establishing the claim. So there exists a F
in Rn such that GCZ)((Aβ')Γ + B', pk) = 1. Let X = X' + e'F. Then
X = X'(mod e') yields that AX + B = B\mod ef). Thus GCD(AX +
5, β') - 1 since GCD(B', e') = 1. Also

GCD(AX + β, pfc) = GCD((Ae')Y + 5', p t) - 1 ,

so that GCD(AX + 5, e'p*) = 1, completing the proof.

LEMMA 2. Suppose that e is an atomic element of R.
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Let {pl9 , pk) be a maximal set of nonassociated

( * ) prime divisors of e such that for each pif the system

AX + B ΞΞ 0(mod dpt) is solvable .

Then X is a solution of GCD(AX +B,c)=:dif and only if GCD(AX +
B, de0) = d, where c — de and e0 = pι ' pk.

Proof. Since e is atomic, it is clear that we may select a set
feu m"tPk} a s defined in (*). If this set is empty, we let e0 = 1.
Suppose that X satisfies GCD(AX + B, c) = d. Then there is U in
Rm such that AX + B = dΐl and GCD(U, e) = 1. Since e0 \ e,
GCD(U,eo) = l and thus GCD(dU, deQ) = d, that is, GCD(AX +
JS, dβ0) - d.

Conversely let X satisfy GCD(AX + 5, de0) = d. Then AX +
B = dU and GCD(U, e0) = 1. Suppose there is a prime p | e and
ί7 = 0(mod p). Then AX + B = 0(mod dp) and the maximal property
of the set {pu •••, p j shows that p is an associate of some pi9 So
C7 Ξ 0(mod pJ, contradicting that GC2?( ί7, β0) = 1. Hence GCD( U,p) = l
for all primes p \ e and thus GCD(U, e) = 1 , that is GCD(AX+ J5, c) = d.

PROPOSITION 3. Suppose that c — de, AX + BΞΞ 0(mod d) is solvable
and GCD(A, d) = GCD{A, B, c). If e is atomic, then GCD(AX +
Bf c) = d is solvable.

Proof. Let e be atomic. By Proposition 2 it suffices to show
that e satisfies property (I). Thus let GCD(A0, BQ, e) = 1 where Ao

is an m x n matrix and Bo is an m x 1 matrix. By Lemma 2,
GCD(A0X + Bo, e) = 1 is solvable if and only if GCD(A0X + J50, β0) = 1
is solvable where eQ — p1 pk is a product of nonassociated prime
divisors of e. However by Lemma 1, GCD(A0X + BQ, e0) = 1 is solva-
ble since GCD(A0, Bo, e0) = 1. Thus (I) holds and GCD(AX + B, c) = d
is solvable.

THEOREM 1. Let R be a GCD domain. Consider the following
condition

(II) GCD(a1x + bu , amx + bm, c) = 1 is solvable if

GCD{al7 . . . , am, blf , δm, c) = 1

( i ) //.# satisfies (II), ί/̂ ê  GCD(AX+ 5, c) = 1 is solvable when-
ever GCD{A, B, c) = 1.

( i i ) If R is a Bezout domain such that GCD(ax + δ, c) = 1 is
solvable whenever GCD(a, 6, c) = 1, £&ew 1? satisfies (II).

Proo/. ( i ) Let i? satisfy (II). Let GCD(A, B, c) = 1 where A
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is an m x n matrix. We prove that GCD(AX + B, c) = 1 is solvable
by induction of n. For n = 1, solvability is granted by the suppo-
sition (II). Let n > 1 and let A' denote the m x (n — 1) matrix with
entries α<f/+1 for i = 1, , m; i = 1, , % — 1- If c' = GCD(an, ,
α l w, c), then GCD(A', B, c') = 1. Hence by the induction assumption,
there exist x2f , xn in i2 such that GCD(a12x2 + + Λlna?Λ +
*i, , «mî 2 + + amnxn + δm, c') = 1. If δ< = α i2£2 + + ainxn + δ£

for i = 1, , m, then GCD(an, , αml, 6J, , δ'm, c) = 1. Thus by
(II), there exists â  in R such that GCD(αn#i + δ[, , αmLxL + δ», c) = 1.
So if X in Rn has entries α^ x2, , a?w, then GCD(AX + B, c) = 1,
completing the proof of (i).

(ii) Let R be a Bezout domain, that is a domain in which every
finitely generated ideal is principal. Suppose that R has the property
that GCD(ax + δ, c) = 1 is solvable if GCD(a, δ, c) = 1. Let

GCΉK . - . , α m , bl9 •••, δm, c) = l .

Let A and I? denote the m x 1 matrices with entries αx, •• , α s and
δi, , δm respectively. Then by [3, Theorem 3.5], there exists an in-
vertible m x m matrix P such that PA has entries a, o, , o. Also
it is clear that GCD(PA, PB, c) = 1. Let P £ have entries δ, &5, , 6».
Thus by hypothesis, GCD(ax + δ, c') = 1 is solvable where c' =
GCD(b2, , δ'm, c). Hence GCD(Ax + 5, c) = 1 is solvable, that is R
satisfies (II).

As an immediate consequence of the preceding propositions and
Theorem 1, we state

PROPOSITION 4. Let R be a UFD or a Bezout domain such that
GCD(ax + δ, c) = 1 is solvable if GCD(a, δ, e) = 1. Then GCD(AX +
B, c) — d is solvable if and only if d\c, AX + B = 0(mod d) is solvable
and GCD(A, d) = GCD(A, B, c).

We remark that we do not know whether there exists a GCD
domain in which (II) is not valid. Any Bezout domain satisfying (II)
is an elementary divisor domain [3, Theorem 5.2].

We conclude this section with the following result.

PROPOSITION 5. Let R be a Bezout domain. Suppose that (0)
GCD(ax + δ, e) — 1 is solvable whenever GCD(at b) = 1 and a \ c. Then
GCD(ax + δ, c) = 1 is solvable whenever GCD{a, δ, c) = 1.

Proof. Let GCD(a,b,c) = 1 . If a' = GCD(a, c), then GCD{a', δ) - 1
and α ' | c. By the assumption (0), there is x' in iϋ such that
GCD{a'x' + δ, c) = 1. If % = α V + δ, then α ' | (w - δ) and since R is
a Bezout domain, there is an x in i2 such that α# + δ = tc(modc).
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Thus GCD(ax + 6, c) = 1 since GCD(u, c) = 1.
Let a I c and let v: R/cR —> R/aR be the epimorphism given by

v(r + ci?) = r + aR for all r in R. Let G(resp. G') denote the group
of units of R/cR(resip. R/aR). If ι>':G-+G' is the induced homo-
morphism, then note that (0) is equivalent to the condition that
v\G) = &. (See [5].)

3* The minimum modulus. Let the solution set S of
GCD(AX + B, c) = d be nonempty. Then

M= {teR\X+tRn Q S ίor all Xe S}

is the set of solution moduli of GCD(AX + B, c) = d.
Note that c e M for if Xe S and X = X'(mod c), then AX + 5 =

AX' + J5(mod c), so that d - GCD(AX' + 5, c).
It is obvious that M = Rf that is S = Rn if and only if d =

GCD{A, d) = GCD(A, B, c) and GCD(A/d(X) + B/d, cfd) = 1 for all X
in Rn.

THEOREM 2. Let R be a GCD domain. Let GCD(AX + B, c) = d
be solvable. Let e = c/d = Π*=i e* -^ e i ^ = ei ''' βt-iβi+i " ' ek for

(1) M is an ideal of R,
(2) M 2 Πί=i ^ίί where Mi is the ideal of solution moduli for

GCD(AX + B, det) = d.
(3) If each et satisfies property (I) of Proposition 2, then

M — Πi=i Mi and M is a principal ideal if each M% is principal.
(4) If e is atomic, then M is a principal ideal generated by

d/d(Pi ' — Pk) where g = GCD(A, d) and {pi9 , pk) is defined in (*)
of Lemma 2.

Proof.
(1) As S is nonempty, the set M is well-defined and o, c belong

to M. Let tu t2 be in M and let r e R. Let Xe S and let Ye Rn. Then
X + tλYe S and hence (X+ txY) + ί a (- Γ) € S, that is X+ (ίx - ί2)Fe S
which shows that t, - t2e M. Also X + tx{r Y) e S, that is X +
(t^YeS. So t{reM and thus ikf is an ideal of R.

(2) As d I c we let c = de. Let S, denote the solution set of
GCD(AX + 5, de,) = d where β - Π*=i β*. Then clearly S = Π t i ^ .
Let teΓltiΛf.. Let XeS and let Γei2%. Then X+tYeΠUiS(

since l e f l L S i . So X + ^ F G S , that is teM, which proves that

(3) Assume that each eέ satisfies property (I). We prove that
MS M, for i = 1, ...,&. As flr = GCD(A, d) = GCD(A, B, c), let
A' - A/g, B' = B/g, and d' = d/g. Let i be fixed and let X, e S*.
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Then A'X, + B' = d'U where GCD(U, et) = 1. We claim that
GCDfaA', U, et) = 1. For let h be a divisor of GCDie.A!, U, gt). Then
A' = O(mod^) since GCD(Λ, *,) = 1. Thus h \ GCD(A', B\ d'e), that
is ft|l. So by assumption there exists X' in Rn such that

Let X = X, + d'e.X'. Then for i = 1, , fc,

GCD(A'X + j?', d'e,)

= d' GCD((M')X' + J7, β, ) = d' .

Hence Xe Π;=i S, , that is Xe S. Now let ί e M and let Fe lί\ Then
X+tYeSand so X + tYeSt. However, X + tY= Xt + ίΓ(modd'ej
and thus Xt + tYeSi9 that is teMi9 which proves that MSMt.
So by (2), Λf = Π*«i-M< Moreover, if each Mt is a principal ideal,
say ikίi = ttR, then Πϊ=i ^ i s a principal ideal generated by the
LCM(tlf ••-,«*).

(4) Let ί be any element of M. We show that d/g | ί where
g = GCD(A, d). First note that S is the solution set of GCD(A'X +
B\ d'e) = df where A' = A/ar, B' = B/g, and d; = d/flr. Let Xe S and
let A'X + B' - d'tf. Then GCD(A'(X + ί Γ) + B\ d'e) = dr for all Y
in i2\ So GCD((A't)Y+ d'U, d'e) = d' and thus (A'ί)Γ= 0(mod d')
for all Fin JB*. Hence A't = 0(mod ώ') and since GCD{A', d') = 1, it
follows that d' 11.

Now suppose that e is atomic. By Lemma 2, S is also the so-
lution set of GCD(A'X + B'f d'e0) = d' where e0 = ^ pk and
{Pi, *",Pk} is defined in (*). Thus M is also the ideal of solution
moduli of GCD(A'X +B', d'eQ) = d'. Let M denote the ideal of
s o l u t i o n m o d u l i of GCD(A'X + B', d'pt) = d' ίoτ i = 1, ••-, k. T h e n
Lemma 1 shows that (3) can be applied to yield that M = flJU Λf/.
We prove that each Λf/ is a principal ideal generated by d'pt. Clearly
d'Pi e Λf/ for i = 1, •••,&. Let i be fixed and let ί be any element in
Λf/. Then as shown earlier, d' | ί say t = d't'. By (*) there exists X
in # w such that A'X + B' = 0(mod d'pt). Thus GCD(A', pt) = 1 since
GCZ)(A', B\ d'e) = 1. So there is a j for which GCD(AΈjf pt) = 1
where jKy is the % x l matrix with 1 in the jth position and o's
elsewhere.

Now assume that GCD(t', p<) = 1. Let X' = X + ί^ . Then
GCD(A'(X'~X), d'^) - d' GCD(t'AΈh p<) = d' since GCD(t'AΈh pt) = l.
So GCD(A'X' - A'X, d'p,) = d' and thus GCD(A'X' + JB', d'p,) = d!
as B Ξ -A'X(mod d'P<). Hence GCΏ{A\Xf + ί(-#y)) + J5', d'p<) = d'
since ί e ilί/. That is GCD(A'X + B\ d'pt) = d' and thus d'Vi I d',
which contradicts that p, is a nonunit. So the assumption that
GCD(t', p^ = 1 is untenable, that is pt\t'. Thus d'pt \ t proving that
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Ml = d'PiR. However M = Π;=i Ml, so that M is a principal ideal
generated by the LCM(d'pL, --,d'pk), that is M is generated by

d'Pi Pt

The generator d'pt pk of ikf is called the minimum modulus
of GCD(AX + B, de) = d.

4* The number of solutions with respect to a modulus* Let
GCD(AX + B, c) = d be solvable where e = c/d is atomic. If t in R
is a solution modulus of GCD(AX + B, c) = ώ, then S consists of
equivalence classes of Rn(moάt). If ϋJ/ίiϋ is also a finite ring, we let
Nt ΞΞΞ i\rt(A, B, c, d) denote the number of distinct equivalence classes
of iϋw(mod t) comprising S.

For R/tR finite, let 1t| = | ϋϋ/ίϋ!1 denote the number of elements
in R/tR. Note that if t0 \ t, then each equivalence class of iϋ"(mod ί0)
consists of \t/t0 Γ = (\t I/I t0 \)n classes of Rn(modt). Thus if ί is a
solution modulus and t0 denotes the mininum modulus of GCD(AX +
B, c) = d, then Nt = \ t/t0 \n Nto. In Theorem 3, we explicitly deter-
mine NtQ.

The following lemma is also of independent interest.

LEMMA 3. Let R be a GCD domain and suppose that R/dR is
a finite ring. Let plf , pk be nonassociated elements such that R/PiR
is a finite field for i — 1, •••,&. Let A be an m x n matrix and let
r, denote the rank of A(modpJ for i = 1, •••, k. Let ^f={Xe
Rn\AX= 0(mod d)} and L = {X + dRn \ Xe £?}. Let e0 = Π t i Pi
and let £f'={XeRn\AX= 0(mod de,)} and U = {X+ dejt* \Xe £f).
Let ^ft = {XeRn\AX= 0(mod dp,)} and L, = {X + dRn\Xe £?t} for
i = 1, , k. LetH={X+ e0R

n \ Xe Sf'} and Ht = {X + p,Rn \ Xe
for i — 1, , k. Then

( 1 ) \L'\ = \L\\H\

and

L/Li is an R/PiR vector space of dimension s{ and

I H I I RIRf-w* for i = 1, ..., k .

si — oif and only if for each X in ^f there exists Xf

in Sf, such that X' == X(mod d) .

( 4 ) // GCD{d, px) = 1, then s, = o .

I L I = 1 if and only if n = rank A(mod p) for each
( 5 ) .

prime p d .
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Proof.
( 1 ) In the obvious way, L, U, and H are 22-modules. Let

σ: U —* H denote the 2?-homomorphism defined by σ(X + de0R
n) —

X + e0R
n for all X in £f\ Then clearly Ker σ = {e0Y + de0R

n \ Ye <£?}
so that L ~ Ker σ under the ^-isomorphism τ: L —> Ker σ defined by
τ(Y + dJB") = β0Γ + deo22* for all Y in j ^ . Thus \U\ = \L\\H\
since Im σ = H. We now show that H is isomorphic to φ ; = 1 iί*, the
direct sum of the 22-modules Ht. Let 7: JHΓ—*φLi 2?* denote the
22-homomorphism defined by 7(X + eo22Λ) = (-XΓ + 2>i22*, , X + pkR

n)
for all X in &». If X + eo22* e Ker 7, then J5Γ = 0(mod p,) for
i = 1, , ft, that is X Ξ 0(mod e0), which shows that 7 is 1 — 1. To
show that Im 7 - φ ^ Hi9 let X, e ^ for i = 1, . . . , fe. Since i?/di?
is finite, it is easy to verify that d is atomic. Thus let d = dQ Πf=i P?*
where m* ^ 0 and GCD(d0, pt) = 1. By the Chinese remainder theorem
there exists X in iϋ*' such that X = 0(mod d0) and X = X,(mod pf ί+1)
for i = 1, •--,&. However, AX* = 0(mod pf<+1) for ΐ = 1, , &, so
that AX Ξ 0 mod (d0 Π?=i PΓί+1). that is AX = 0(mod deΌ). Thus X +
eoi?

w G i ί and 7(X + e0R
n) = (X, + p ^ " , - - , Xk + pλ-Bπ). Hence 7 is

an isomorphism and \H\ — ΠίU I Ht\.

( 2 ) Let Lί = {X + dp,Rn \Xe£?x) for i = 1, -, ft. Let i be
fixed. Let v: Lί —> L^ denote the i?-homomorphism defined by

dp,Rn) = X + di2% for all X in j ^ . Then clearly Ker v =
dp.jB I AY = O(mod^)} and it follows that

I K e r v I =

where r< = rank A(mod ^ ) . Thus | LJ | = | pi \n~ri | L̂  | since Imv = L .̂
However by (1), | L\ \ = | L | | iί* |. Also since L, is an .R-submodule
of L, the quotient module L/Lt is defined and \L\ = [LJIL/LJ.
Thus we obtain that | iί, | | L/L£ 1 = 1^ \n~r\ We now show that L/Lt

is an iZ/̂ iJK vector space. Let <X> = X + di2% for X in I2\ Then
L/L, = {<X> + Lt I Xe £?}. For r in 22, let r = r + p,i2 in JB/^i?.
We define r«X> + L,) - <rX> + Lt for all r in 22 and X in Sf.
We claim that this is a well-defined R/PiR multiplication on L/Lt.
For let r = r' and <X> + Lt = <X'> + L o where r, r ' e 22 and
X, X ' e ^ 7 . Then r - r' = o(mod^) and <X> - <X'> e L o that is
<X- X'>eL,. Thus there exists Y in ^ such that < X - X;> =
<Γ>. We must show that <rX> + Lt = (r'X') + L,, that is
<rX - r'X'> 6 Lt. We write rX - r'X' = (r - r')X + r'(X - X').
However, X - X' = F(mod d) and thus r(X - X;') = rΓ(modd). So
rX - r'X' = (r - r')X + rF(mod d) and (r - r')X + r Γ e J2^. Hence
<VX — r'X') G I/έ, which establishes the claim. It follows immediately
that LI Li is an RjptR vector space since HLt is an 22-module.

Let Si denote the dimension of the R/p^R vector space
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Then IL/LJ = IpJ * and as | H, \ \ L/L, \ = \pt \n~r\ we obtain that
I Ht I I Vi \H = I Pi \n~ri. Thus o ^ 8i ^ n - r< and | H< | = | p, | - ( r < + *\
which completes the proof of (2).

( 3 ) As I L I = I Lt I I pt \8\ it is immediate that sf = 0 if and only
if L = Lif that is if and only if for each X in £f there exists Xf

in J 2 ^ such that X' = X(mod d).
( 4 ) Suppose that GCD(d, p%) = 1. Let I e ^ . By the Chinese

remainder theorem there exists X' in i?71 such that Xf = X(mod d)
and X' ΞΞ 0(mod^) Thus AX' = O(modcfe), so that 8t = o by (3).

( 5 ) Let p be a prime dividing d and let d = dγp. Then L =
{X + cί^J?711 l e .5^}. However as shown in the proof of (2), | L | =
\p\n-r»\L0\ where r0 = rank A(mod p) and I/o = {X + cU2* | I e £?}.
Thus if I L I = 1, then n = rank A(mod p) for any prime p\d. The
converse is trivial.

THEOREM 3. Let R be a GCD domain. Let GCD(AX + B, c) = d
be solvable and suppose that e = c/d is atomic. Let A! = A/g and
df = d/g where g = GCD(A, d). Let t0 = dr Π*=i Pi denote the minimum
modulus of GCD(AX + B, c) = d where {pu , pk] is defined in (*)
of Lemma 2. Suppose that R/t0R is a finite ring. Let L =
{X + d'Rn I A'X = 0(mod d')) and Lt = {X + ώ'i2" | A'X = 0(mod
for i = 1, •••, k. Then

where rt denotes rank A'(mod p j αwd ŝ  denotes the dimension of the
vector space L\LX.

Proof. Let S denote the solution set of GCD(AX + B, c) = d.
As g = GCD(A, B, c), let B' - B/g. Then by Lemma 2, S is also the
solution set of GCD(A'X + B, d'e0) = d' where e0 = Π t i 2>* L e t ^
denote the set of X in 72" such that A'X + £ ' = 0(mod d'). Let ^?
denote the set of X in i2Λ such that A'X + B' = 0(mod d'pt) for
i = 1, . . , Jfc. It is clear that S - ^ \ U t i ^f. Let To = {X +
t,Rn\XeS}. Then \T0\ is what we have denoted by NtQ. Also let
T = {X + ίoi2" I X e ^ } and T, - {X + ίoΛΛ | X G ̂ ?} for i = 1, , k.
Hence TQ = Γ\U?=i Tt and by the method of inclusion and exclusion

(4.2) iVl0 = I To I = Σ ( - 1 ) I / I | 2 T / I

where the summation is over all subsets / of

Ik = {1, ...,fc} and Γ7 = n Γ * .
< = 1

Now let &1 = Γϊiei^i and dj = ώ' Π<e/ί>i for each subset / of
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Ik. Then it is easy to see that S^ is the set of X in Rn such that
A'X + Bf = 0(mod d\) and Tx = {X + tQRn | l e Sft. Let Tί = {X +
cZifi* I X e ^ } and let /' = Ik\I. Then | Γ7 | = \ T[ \ ΐ[ieΓ \ pt | , since
X + d\Rn consists of | tQ/dΊ Γ = ILez I pt \n distinct classes of iϋ^mod ί0).

Let ^ denote the set of X in Rn such that A'X = 0(mod dj)
Let LJ = {X + dΊRn \ l e ^ } . As £ζ is nonempty for i = 1, , fc,
an argument involving the Chinese remainder theorem shows that
each £/*! is nonempty. Hence it follows that | T[ \ = | L'71. Let L =
{ X + d ' i 2 % | X G ^ } and Lt - {X + d'Rn \ I e ^ i ( } for i = 1, ••-,&.
Then (1) and (2) of Lemma 3 yield that | L\ \ = \L\ΐliBi\Pi\n'lri+βi)

where rt = rank A'(mod p%) and st — dimension of the R/ptR vector
space LjLi.

Hence by (4.2),

NtQ - I L I Σ (-1) I J 1 Π I P* |- ( r < +" } Π IA Γ

where the summation is over all subsets I of Ik and Γ = / fc\I. Thus
we may write

^ | Ί Π l 2 i r Σ ( ) Π l

where the summation is over all subsets I of Ik. However,

k

* = 1
Π (l - I Pi \~{rί+Sί)) = Σ (~i) 1 J I Π I Pi \~{rί+Sί)

which yields the formula (4.1) for NtQ. This completes the proof of
the theorem.

We remark that if pp is the highest power of pt dividing d',
then Si is also the dimension of the R/PiR vector space K\]Ki where
Kl = {X + vTiRn I A'X = 0(mod pT*)} and

Ki = {X + p?*R* I A ' X = 0(mod pTi+1)} .

Also note t h a t r< ^ 1 for i — 1, •••,&.
In Corollaries 1 and 2, the notation is the same as in Theorem 3.

COROLLARY 1. Let GCD(AX + B, c) = d be solvable and suppose
that e = c/d is atomic. Let R/tQR be finite where t0 — dfJ[i=ιP% is
the minimum modulus of GCD(AX + B, c) = d.

( i ) // GCD(d', e) = 1, then

(4.3) 2SΓt0 = | L | Π ( | p < r - | p < r " ) .
i = l

( i i ) If \L\ = 1, then
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(4.4) NH = U(\Pi\n-\pir
ri),

ί = l

where rt = n if p t \ df.
( i i i ) // nf = r a n k A ' ( m o d p t ) for i = 1, •••,&, wAere %' denotes

the smaller of m and n, then

(4.5) M 0 = | L | Π ( | p < | - | p < | - " ' ) .
i = l

(iv) iVto = 1 if and only if (a) \ L \ = 1 and there exists no prime
p I e such that AX + B = 0(mod dp) is solvable, or (b) n = 1 cmd
I p I = 2 /or any prime p \ e such that AX + B == 0(mod c£p) is solvable.

Proof.
( i ) If GCD{d\ Pi) = 1, then (4) of Lemma 3 shows that sf = o

in (4.1). Hence if GCD(d', e) = 1, then s€ = o for ϊ = 1, , fc, which
yields (4.3).

( i i ) Suppose that | L \ = 1. If ^ | d', then n ~ rx by (5) of
Lemma 3 and thus sf = o since st S n — rt. However if GCD(d', px) — 1,
then st = o, so that (4.4) is immediate from (4.1).

In particular if d = 1, then Nto is given by (4.4). If A' is in-
vertible (mod d')f then (4.4) also applies.

(iii) If n = 9%, then «< = o. If m = r4, then the criterion in (3)
shows that st = o. Thus (4.5) follows from (4.1).

(iv) Suppose that NtQ = 1. Then by (4.1), \L\ = 1 and thus
Si — o for i = 1, •••,&. If Pi is a prime dividing e such that
AX + 2? = 0(mod d p j is solvable, then | pi \n — \pt \n~n — 1, so that
n = r< = 1 and | p t | = 2. Thus either (a) or (b) holds. Conversely
if (a) holds, then NtQ = 1. If w = 1, then clearly | L\ = 1 and hence
(b) implies that iVίo = 1.

COROLLARY 2. Lei GCD(AX + B, c) = d be solvable and let
e — c/d. Suppose that R/cR is a finite ring. Then

(4.6) π

Proof. Since ϋycί! is finite, e is atomic. Thus ί0 = d 'ΠίUPi i s

the minimum modulus of GCD(AX + B, c) = d. Also jβ/ίoi2 is finite
since to\c, so that iSΓίo is given by (4.1). However Nc — \c/to\

nNtQ,
which yields the result (4.6).

COROLLARY 3. Suppose that R/cR is a finite ring. Then

GCD{a1x1 + + anxn + 6, c) = d is solvable if and only if d\c and

GCD(a19 , an, d) = GCD(alf , aU9 6, c). Lβί αj = aj/gfor j = 1, , w
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where g — GCD(aίf •••, αn, d). Let {pl9 •••, pk) be a maximal set of

nonassociated prime divisors of e — c/d such that GCD(a[, , a'n, p%) = 1

for £ = 1 k Thenfor £ = 1, , k. Then

(4.7) |Π

Proof. Suppose t h a t c — de and g — GCD(alf , an, 6, c). Since

RjcR is finite, d is atomic and JK/pϋ! is a finite field for any prime

p \ d. Hence as g | δ, a s tandard a r g u m e n t shows t h a t α ^ + +

anxn + ! ) = o(mod d) is solvable and has \g\ \ d | n - 1 distinct solutions

(mod d). Thus GCD(a1xί + + αw#% + b9 c) = d is solvable since e

is atomic. Let df — d/g and V — δ/#. Since GCD(a[, , α*, d'ί?<) — 1

and Rld'pjϊi is finite, αία^ + + αJιαjΛ + V = 0(mod d'Pi) is solvable

for i = 1, , fc. I t follows t h a t ί0 — d' Π t i V% is the minimum modulus

of GCD(a1x1 + . . . + anxn + 6, c) = (Z. Let A ' denote the lxn matr ix

(a[, , αi) Then rank A'(mod p^) = 1 for i = 1, , A;. Also

αjccj. + + < x % = o(mod d') has | ώ' I"1"1 distinct solutions (mod d').

Thus by (iii) of Corollary 1,

<0 i r ή ( i Λ i i p < r ) ,

which yields (4.7).

COROLLARY 4. Suppose that R/cR is a finite ring where c — de.
Let g = GCD(aίf , α w , d) cmd αj — α j ^ /o^* £ = 1, , m. 2%ew

GCD(aίx + blf , αmα? + 6m, c) = d is solvable if and only if

( 1 ) GCD{ai,d)\bifor i = 1, . . . , m ,

( 2 ) αίί>3 Ξ αj δ^mod d) /or 1 <£ ΐ < i ^ m,

( 3 ) g = GCD(alf - ,am,blf ~,bm,c).

Let {pu " -, pk} be a maximal set of nonassociated prime divisors of

e such that for each ph, GCD(au dph) | bt for i = 1, •••, m and

h) for 1 5=Ξ i < j ^ m.

Π ( 1 — I 2>* I"1) -
Λ l

Proof. Let A and 5 denote the m x 1 matrices with entries
0i, , m̂ and 6L, , bm respectively. Since R/dR is finite, the reader
may easily verify that the system Ax + B = 0(mod d) is solvable if
and only if (1) and (2) hold. Thus as e is atomic, GCD(Ax + B, c) = d
is solvable if and only if (1), (2), and (3) hold. Let GCD(Ax + B, c) = d
be solvable and let d' = d/g. Then it follows that t0 - d'HUiPh is
the minimum modulus of GCD(Ax + B, c) — d. Let Af denote the
i x l matrix with entries a[, , α'm. Then rank A'(mod^) = 1 for



190 DAVID JACOBSON

i = 1, , k. Also the system A'x = 0(mod d') has only the solution

x = o{moάdr). Thus by (iii) of Corollary 1, NtQ = Π L i (I ph I - 1).

Hence Nc - | f l r e | Π U ( l - \ph\~%

COROLLARY 5. Lβ£ c ~ de where e is atomic. Let g = GCD(alf

• , an, d) and df = d/g. Suppose that R/d'R is a finite ring. Then
GCD{a]xι + bu , anxn + bn, c) = d is solvable if and only if
GCD{ajy d) I bj for j = 1, -, n and g = GCD(au -, αΛ, 6X, , bu, c).
Suppose that i2/(Πi=i Pi)R is finite where {plf •• , p j is α maximal
set of nonassociated prime divisors of e such that for each pi9

GCD(ajf dp^ I bj for j = 1, , n. Then t0 — dr Πi=iPi ^s the minimum
modulus of GCD(a]xι + bu - , anxn + 6n, c) = d. Let d5 = GCD{ah d)
and dj = dj/g for j = 1, , n. Then

where t% denotes the number of j in {1, , %} /or which

Proof. Suppose that dj | 65- for j = 1, ' , n. Let αj = α ^ and
b'j = bj/g for j = 1, , n. Let A and A' denote the n x n diagonal
matrices with entries au « , α Λ and a[, « , α i respectively. Let 5
and .B' denote the % x l matrices with entries bl9 •••,&» and 6!, •••,&«
respectively. Then the system A'X + J3' = 0(mod d') is solvable since
GCD(a'j9 d

r) I 6; for j = 1, . -, w and JB/d'i2 is finite. Thus the system
AX+ B~ 0(mod d) is solvable. Hence if g = GCD(alf , αw, 6t, •••,&«, c),
then GCD(AX + 5, c) = <Z is solvable.

Assume that GCD(AX + B} c) = d is solvable. It follows that
£o = d' ΠLi Pt is the minimum modulus of GCD(AX + B, c) = d. Let
L = {X + d ' i ^ I A'X = 0(mod d')}. Let

^ = {χe Rn I A'X = 0(mod d'pt)}

and L, - {X + d'Rn | I e ^ } for i = 1, ., fc. Then by (4.1),

where ri = rank A'(mod p t) and s£ is the dimension of the
vector space L/L,. Clearly | L | = Π*=i I d'i I since dj = GCD(a], df)
for i = l, . . . , n. Let L\ = {X + dfp,Rn \ X e &§ and Ht = {X +
p,Rn I I e ^ } for i = 1, , fc. Then (1) and (2) of Lemma 3 show
that 1141 - \L\ \Hi\ where | Ht \ = | pt |—(r«+ <> for i = 1, -. ffc.
However, GCD{a'jy d'pt) = dj GCD(aj/djf pt) and thus
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n / n

M I = I L I Π GCD —°~, Pi
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for i = 1, . - , k. Hence | p< \--^i+n) = J J J = I | GCD(a,/dJ9 pt) | and thus
l ^ l - ^ + i) — 1^1*-**, since £< is the number of j in {1, •••, w} for
which GCD(a3 /dί9 pτ) = 1. So ί, = r, + s* for i = 1, •••,&, which
yields (4.8).

Note t h a t if J?/ci2 is finite, then

π Π (i - I Pi ΓO

COROLLARY 6. Lβί R be a principal ideal domain. Let A be
an m x n matrix of rank r and let au * ,ar be the invariant
factors of A. Let B be an m x 1 matrix and let (A: B) have rank
rr and invariant factors βl9 , βr,m Then GCD(AX + B, c) = d is
solvable if and only if (1) d \ c, (2) GCD(al9 d) = GCD(βly c), (3)
GCD{ah d) = GCD(βif d) for j = 1, - ,r and βr, = o(mod d) if
r' = r + 1.

Let {pu , pk) be a maximal set of nonassociated prime divisors
of e = c/(2 such that each pt satisfies (3') GCD(ajf dp%) = GCD(βJt dpt)
for j = 1, , r ami /Sw Ξ o(mod d^) i/ r' = r + 1. Let dά = GCD(ajf d)
for j — 1, , r a^d d' = d/dx. T%β^ t0 = d' Π «=i Pi is ίfee minimum
modulus of GCD(AX + B, c) = d. Suppose that R/tQR is finite. Then

(4.9)
k

i-ί

where d'ά = d^dx and tt denotes the largest j in {1,
GCD(a3/djy Pi) - 1.

•, r} for which

Proof. Since R is a principal ideal domain, it is well-known that
there exist invertible matrices P and Q such that PAQ — Ao where
Ao is an m x n matrix in "diagonal form", with nonzero entries

a a and aά
aά, if j < j ' . The elements al9 , ar are called

the invariant factors of A and aά = Dj/Dj^ where D3 denotes the
GCD of the determinants of all the j x j submatrices of A. Clearly
GCD{A, d) = GCD(au -.., ar9 d), that is GCD{A, d) - GCD(a1} d) since
a, I ocά for j = 1, , r. Similarly GCD(A, B, c) = GCD(βu c). How-
ever, it is also well-known that the system AX + B = 0 (mod d) is
solvable if and only if condition (3) holds (see [4]). Thus GCD(AX +
B,c) = d is solvable if and only if (1), (2), and (3) hold.

Let GCD(AX + B, c) = d be solvable and let c = de. Then
ί0 = ώ' Πt=i Pi is the minimum modulus of GCD(AX + B, c) — d.
Suppose that R/t0R is finite. Let S denote the set of X in Rn such
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that GCD(AX + B, c) = d. Let PB = BQ and let S' denote the set
of Y in Rn such that GCD(A0Y + Bo, c) = d. Then clearly J e S if
and only if Y = Q^Xe S'. Thus (?CD(AX + B,c) = d and GCZ)(A0Γ +
i?0, c) = d! have the same ideal of solution moduli. Let To = {X +
ίo2ϊ* I X e S} and To' = {^ + URn \ Ye S'}. Then the mapping /: 2 W Γo'
is a bijection, where /(X + £O22*) = Q~'X + tjt* for all X in S. Hence
I To I = I Γo'l> that is JV<0 = | ΪY |- Let j?o have entries b°lf , 6°w and
let c0 = GCD(b°r+1, •••, δ°m, c) Then S ; is the set of solutions of the
linear GCD equation

(4 10) GCDia.y, + &!,-••, tfr:?/r + δ°r, o ?/r+1 + o ,

•••, o yn + o, c0) = d .

Thus ί0 = d' Π ί=ιPi is also the minimum modulus of (4.10) and hence
by (4.8) of Corollary 5,

where dj = djjdι and ^ is the largest j in {1, « , r } for which

GCΌ(a5\dh pt) = 1 since a, /dj \ a^\dr if i < j ' .
If i?/ci? is finite, then

κ = i c I—- π i dyβ i π a - 1 P* r*o.

Finally we remark that the formula for iSΓίo in (4.1) applies to
the class & of GCD domains R which contain at least one element
p such that R/pR is a finite field. Some immediate examples are the
integers Z, the localizations Z(p) at primes p in Z and F[X] where
F is a finite field.

However, an example of such a ring R in £%f which is not a PID
is the subring R of Q[X] consisting of all polynomials whose constant
term is in Z. Indeed R is a Bezout domain which cannot be expressed
as an ascending union of PID's [1]. Clearly if p is a prime in Z, then
R/pR is isomorphic to the finite field Z/pZ.

We are also indebted to Professor W. Heinzer for the following
construction of a ring R in &f which is a UFD but not a PID. Let
F be a finite field. Let Ybe an element of the formal power series
ring FffX]] such that X and Y are algebraically independent over
F. Let Vdenote the rank one discrete valuation ring ^[[X]] Π F(X, Y)
and let R = F[X, Y][l/X] Π V. Then R/XR is isomorphic to F and
22 is a C/FD.
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