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#### Abstract

Simple inequalities are obtained for the Green's function $G(t, s)$ of a two-point boundary value problem for a $k^{\text {th }}$ order linear ordinary differential equation. The constants appearing in the inequalities are best possible. Each estimate has right side a product of a function of $t$ and a function of $s$. Illustrations are given for $k=2,3,4$ and certain $k^{\text {th }}$ order constant coefficient operators.


1. Introduction. The purpose of this paper is to obtain a separable inequality of the form

$$
\begin{equation*}
|G(t, s)| \leqq \sum_{i=1}^{2} p_{i}(t) q_{i}(s) \chi_{E_{i}}(t, s),(t, s) \in[a, b] \times[a, b] \tag{1.1}
\end{equation*}
$$

for the Green's function $G(t, s)$ of the two-point boundary value problem
(1.2) $K v=f(t), v^{(i)}(a)=v^{(j)}(b)=0,0 \leqq i \leqq l-1,0 \leqq j \leqq k-l-1$.

The linear ordinary differential operator $K$ has coefficients smooth enough to define its adjoint operator $K^{*}$, the operator $K$ is assumed disconjugate on $[a, b]$ (see Section 2), $E_{1} \cup E_{2}=[a, b] \times[a, b], E_{1} \cap E_{2}=$ $\phi$, and $f \in C[a, b]$. For non-smooth coefficients, see Section 6.

The motivation for this kind of inequality is in the study of the linear integral operator

$$
T f=\int_{a}^{b} G(t, s) f(s) d s
$$

associated with problem (1.2). Indeeed, (1.1) provides a practical estimate for $\|T\|_{X}$ in various Banach spaces $X$, and allows very tight manipulations with the integral equation $v=T f$.

The demands that we make on (1.1) is that it be an identity for $k=2$, and that it cannot be improved for $k \geqq 3$, in the sense that

$$
\sup _{(t, s) \in E_{i}}\left|\frac{G(t, s)}{p_{i}(t) q_{i}(s)}\right|=1 \quad(i=1,2)
$$

The main result is Theorem 3.1, in which we prove the two-point inequality

$$
\begin{equation*}
|G(t, s)| \leqq \min \left\{\frac{v(t) v^{*}(s)}{v^{(l)}(a)}, \frac{w(t) w^{*}(s)}{\left|w^{(k-l)}(b)\right|}\right\} \tag{1.3}
\end{equation*}
$$

This takes the form of (1.1) for appropriate definition of $E_{1}$ and $E_{2}$. The functions are positive on ( $a, b$ ) and satisfy $K v=K w=K^{*} v^{*}=$ $K^{*} w^{*}=0$, plus certain boundary conditions at $a$ and $b$ [see (3.1) and (3.2)].

The proof of (1.3) appears in §3, with suitable preparation being done in $\S 2$.

Illustrations of inequality (1.3) appear in $\S \S 4$ and 5, and applications are discussed in §7. In particular, we obtain the Ostroumov inequality [9] for $K \equiv(d / d t)^{k}$ (see (4.2) infra).

A general discussion of constant coefficient operators appears in §5. Illustrations are given to show the nonspecialist how to find the interval of disconjugacy and the functions $v, v^{*}, w, w^{*}$ in (1.3).
2. Preliminaries. Consider the linear ordinary differential equation

$$
\begin{equation*}
K v=0 ; K v \equiv v^{(k)}+\sum_{i=0}^{k-1} p_{i}(t) v^{(i)} \tag{2.1}
\end{equation*}
$$

The adjoint equation is defined by

$$
\begin{equation*}
K^{*} u=0 ; K^{*} u \equiv(-1)^{k} u^{(k)}+\sum_{i=0}^{k-1}(-1)^{1}\left(p_{i} u\right)^{(i)} \tag{2.2}
\end{equation*}
$$

Throughout the paper, $p_{i} \in C^{i}[a, b]$, whenever $K^{*}$ is defined.
The two-point boundary-value problem

$$
\begin{equation*}
K u=f ; u^{(i)}(a)=u^{(j)}(b)=0,0 \leqq i \leqq l-1,0 \leqq j \leqq k-l-1 \tag{2.3}
\end{equation*}
$$

is assumed to have a Green's function $G(t, s)$, so that

$$
u(t)=\int_{a}^{b} G(t, s) f(s) d s
$$

Let us make the stronger hypothesis that $K$ is a disconjugate operator on $[a, b]$. This means that the only solution of $K u=0$ with $k$ zeros, counting multiplicities, is $u \equiv 0$. Then $K^{*}$ is also disconjugate; see Sherman [10].

The hypothesis of disconjugacy on $[a, b]$ is known to be equivalent to the factorization of $K$ on $[a, b]$ into first-order operators:

$$
K u=b_{k}^{-1}\left(\cdots\left(b_{1}^{-1}\left(b_{0}^{-1} u\right)^{\prime}\right)^{\prime} \cdots\right)^{\prime}
$$

The functions $b_{i}$ are positive on $[a, b]$. This is called the Libri-Frobenius-Mammana factorization; see Willett [11], Libri [8].

Let $\left\{u_{m n}^{*}(t)\right\}$ be the set of solutions of $K u=0$ satisfying $u_{0, j}^{*(p)}(b)=$ $u_{1, i}^{*(q)}(a)=0, u_{0, j}^{*(q)}(a)=\delta_{j q}, u_{1, i}^{*(p)}(b)=\delta_{i p}, 0 \leqq j, q \leqq l-1,0 \leqq i, p \leqq$ $k-l-1$, and put

$$
U(t)=\left[u_{0,0}^{*}(t), \cdots, u_{0, l-1}^{*}(t), u_{1,0}^{*}(t), \cdots, u_{1, k-l-1}^{*}(t)\right] .
$$

Let $W(t)$ be the Wronskian matrix generated by $U(t)$, and let $V(s)=\operatorname{diag}\left[\chi_{E_{0}}(s), \cdots, \chi_{E_{0}}(s), \chi_{E_{1}}(s), \cdots, \chi_{E_{1}}(s)\right]$, with $l$ spaces occupied by $\chi_{E_{0}}(s), E_{0}=\{a\}, E_{1}=[a, b], V(s)$ being $k \times k$.

Put $h(t, s)=U(t) W^{-1}(s) e, e=(0, \cdots 0,1)^{T}$. The function $h(t, s)$ is the solution of $K u=0$ satisfying $h^{(j)}(s, s)=\delta_{j, k-1}($ Cauchy function $)$.

The Green's function $G(t, s)$ for problem (2.3) is given by (see Gustafson [5]) the vector-matrix identity

$$
\begin{equation*}
G(t, s)=U(t)[\varepsilon(t-s) I-V(s)] W^{-1}(s) e \tag{2.4}
\end{equation*}
$$

where $\varepsilon(t-s)=1$ for $t-s>0, \varepsilon(t-s)=0$ otherwise. The form of (2.4) to be used most often is the scalar identity

$$
G(t, s)=\left\{\begin{align*}
\sum_{j=0}^{l-1} u_{0, j}^{*}(t) h^{(j)}(a, s), & s \leqq t,  \tag{2.5}\\
-\sum_{j=0}^{k-l-1} u_{1, j}^{*}(t) h^{(j)}(b, s), & t \leqq s .
\end{align*}\right.
$$

The following lemmas are singled out for later use. The first, on continuity of $(t, s) \rightarrow G(t, s)$, does not require that $p_{i} \in C^{i}[a, b]$, nor is disconjugacy needed; it follows immediately from (2.5). The second is a consequence of the Peano identities (Hartman [7], p. 95).

Lemma 2.1. The Green's function $G(t, s)$ for the two-point boundary value problem (2.3) is continuous on the square $[a, b] \times[a, b]$.

Lemma 2.2. Let $h(t, s)$ be the solution of $K u=0, u^{(i)}(s)=\delta_{i, k=1}$. Assume that $K^{*}$ is defined, then:

$$
\begin{equation*}
K^{*}\left[h^{(j)}\left(t_{0}, s\right)\right]=0 \text { for each fixed } t_{0} \tag{2.6}
\end{equation*}
$$

$$
\begin{equation*}
\left[\frac{\partial}{\partial s}\right]^{i} h^{(j)}(x, x)=0 \quad \text { for } \quad i+j<k-1 \tag{2.7}
\end{equation*}
$$

$$
\begin{equation*}
\left[\frac{\partial}{\partial s}\right]^{i} h^{(k-1-i)}(x, x)=(-1)^{i} . \tag{2.8}
\end{equation*}
$$

Lemma 2.3. Let

$$
\begin{align*}
& \varphi_{p}(s)=\sum_{j=0}^{k-l-1} u_{1, j}^{*(p)}(a) h^{(j)}(b, s),  \tag{2.9}\\
& \psi_{r}(s)=\sum_{j=0}^{l-1} u_{0, j}^{*(r)}(b) h^{(j)}(a, s) . \tag{2.10}
\end{align*}
$$

Then $\varphi_{p}$ has $k-p-1$ zeros at $a, l \leqq p \leqq k-1$, and $\psi_{r}$ has $k-r-1$ zeros at $b, k-l \leqq r \leqq k-1$.

Proof. First, we record that $h(t, s)=U(t) W^{-1}(s) e$.
After a short calculation with the basis $U=\left(u_{0,0}^{*}, \cdots, u_{1, k-l-1}^{*}\right)$, one finds that

$$
\psi_{r}(s)=\frac{\operatorname{det} \Phi_{0}(s)}{\operatorname{det} W(s)},
$$

where $\Phi_{0}(s)$ is the matrix with successive rows $U(s), \cdots, U^{(k-2)}(s)$ and last row $\left(u_{0,0}^{*(r)}(b), \cdots, u_{0, l-1}^{*(r)}(b), 0, \cdots, 0\right)$.

Differentiating this relation and using the Liouville identity [7] we obtain

$$
\psi_{r}^{\prime}(s)=\frac{\operatorname{det} \Phi_{1}(s)}{\operatorname{det} W(s)}-p_{k-1}(s) \psi_{r}(s)
$$

where $\Phi_{1}(s)$ is the same as $\Phi_{0}(s)$, except we must replace $U^{(k-2)}(s)$ by $U^{(k-1)}(s)$. By induction,

$$
\psi_{r}^{(\alpha)}(s)=\frac{\operatorname{det} \Phi_{\alpha}(s)}{\operatorname{det} W(s)}+\sum_{i=0}^{\alpha-1} f_{i, \alpha}(s) \psi_{r}^{(i)}(s)
$$

where $f_{i, \alpha}$ has $k-\alpha+i$ continuous derivatives, and $\Phi_{\alpha}(s)$ has the same last row as $\Phi_{0}(s)$, the same first $k-\alpha-1$ rows as $\Phi_{0}(s)$, but the next rows are $U^{(k-\alpha)}(s), \cdots, U^{(k-1)}(s)$.

For $0 \leqq \alpha \leqq k-r-2$ each $\Phi_{\alpha}(b)$ has the block matrix form

$$
\left[\begin{array}{c|c}
0 & I \\
\hline E & F
\end{array}\right]
$$

where $E$ has two equal rows, $I=(k-l) \times(k-l)$ identity. Therefore, $\operatorname{det} \Phi_{\alpha}(b)=0$. This proves that $\psi_{r}$ has $k-r-1$ zeros at $b, k-l \leqq$ $r \leqq k-1$.

The proof for $\varphi_{p}$ is similar, and will be omitted.
Remark. In the notation of Gustafson [5], the function $\varphi_{p}$ has a zero of order $(k-p-1, l)$ at $\{a, b\}$, and $\psi_{r}$ has a zero of order ( $k-l, k-r-1$ ). These functions collectively form a basis for $K^{*} u=0$.
3. The Green's function inequality. Let $v(t), v^{*}(s), w(t), w^{*}(t)$, be defined by the following relations:
(3.1) $K v=K^{*} v^{*}=0, v$ and $v^{*}$ have zeros of order $(l, k-l-1)$ and $(k-l-1, l)$ at $\{a, b\}$, resp., with $v^{(k-l-1)}(b)=(-1)^{k-l-1}$ and $v^{*(k-l-1)}(\alpha)=1$.
(3.2) $K w=K^{*} w^{*}=0, w$ and have zeros of order $(l-1, k-l)$
and $(k-l, l-1)$ at $\{a, b\}$, resp., with $w^{(l-1)}(a)=1$, $w^{*(l-1)}(b)=(-1)^{l-1}$.
The functions defined in (3.1), (3.2) are positive on ( $a, b$ ) because of the disconjugacy of the operators $K$ and $K^{*}$.

## Two-point Inequality Theorem

Theorem 3.1. Let $p_{i} \in C^{i}[a, b](0 \leqq i \leqq k-1)$ and assume $K$ is disconjugate on $[a, b], v, v^{*}, w, w^{*}$ are given by (3.1), (3.2). Then the Green's function $G(t, s)$ for problem (2.3) satisfies the inequality

$$
\begin{equation*}
|G(t, s)| \leqq \min \left\{\frac{1}{v^{(l)}(a)} v(t) v^{*}(s), \frac{1}{\left|w^{(k-l)}(b)\right|} w(t) w^{*}(s)\right\} \tag{3.3}
\end{equation*}
$$

for $a \leqq t, s \leqq b$. The constants are best possible.
Corollary 3.2. On the upper triangle $a \leqq t \leqq s \leqq b$,

$$
\begin{equation*}
|G(t, s)| \leqq \frac{1}{v^{(l)}(a)} v(t) v^{*}(s) \tag{3.3}
\end{equation*}
$$

and on the lower triangle $a \leqq s \leqq t \leqq b$,

$$
\begin{equation*}
|G(t, s)| \leqq \frac{1}{\left|w^{(k-l)}(b)\right|} w(t) w^{*}(s) \tag{3.3}
\end{equation*}
$$

Both (3.3) $)_{b}$ and (3.3) ${ }_{c}$ hold on the entire square $[a, b] \times[a, b]$. Inequality (3.3 $)_{\mathrm{a}}$ is of the correct order of magnitude, in the sense that $|G(t, s)| /\left[\right.$ The RHS of $\left.(3.3)_{\mathrm{a}}\right] \rightarrow 1$ as $(t, s) \rightarrow \partial([a, b] \times[a, b])$; see Lemmas 3.2, 3.3, 3.4, infra.

Proof of Theorem 3.1. The proof of (3.3) $)_{c}$ on $[a, b] \times[a, b]$ follows in the same way as $(3.3)_{b}$, so it will be omitted. For convenience, let us put $u(s)=v^{*}(s)$ hereafter.

The theorem will be proved by the sequence of lemmas to follow. To introduce notation, let

$$
\begin{equation*}
k(t, s)=\frac{G(t, s)}{v(t) u(s)}, a<t, s<b \tag{3.4}
\end{equation*}
$$

Then inequality $(3.3)_{\mathrm{b}}$ on the open square is the same as $(-1)^{k-l} k(t, s) \leqq$ $1 / v^{(l)}(a)$. Here we have used the fact that $(t-a)^{l}(t-b)^{k-l} G(t, s)>0$ on the open square (see Coppel [3], p. 108).

For $k=2$, one can easily verify (3.3), because in this case

$$
G(t, s)=\left\{\begin{array}{l}
-\frac{v(t) v^{*}(s)}{v^{\prime}(a)}, t \leqq s  \tag{3.5}\\
-\frac{v(s) v^{*}(t)}{v^{\prime}(a)}, s \leqq t
\end{array}\right.
$$

The inequalities (3.3) hold on the entire square because $w(t)=v^{*}(t)$, $w^{*}(t)=v(t)$, and $v(x) v^{*}(y) \leqq v(y) v^{*}(x)$ for $x \leqq y$.

For $k \geqq 3$, the theorem follows from (3.4), (3.9), (3.11), (3.13).
The problem with the function $k(t, s)$ given in (3.4) is that it is not defined on the boundary of the square. If one examines the Green's function for the (2, 1)-problem for $K=[d / d t]^{3}$ :

$$
G(t, s)=\left\{\begin{array}{l}
{\left[\frac{b-t}{b-a}+\frac{t-a}{b-a} \frac{b-t}{b-a}\right] \frac{(a-s)^{2}}{2}}  \tag{3.6}\\
\quad+\frac{(t-a)(b-t)(a-s)}{b-a}, \quad s \leqq t \\
-\left[\frac{t-a}{b-a}\right]^{2} \frac{(b-s)^{2}}{2}, \quad t \leqq s
\end{array}\right.
$$

then we seen that $k(t, s)$ has a jump discontinuity at $(a, a)$ and $(b, b)$. In fact, on the upper triangle, $k(t, s) \sim(b-a) / 2$ near $(a, a)$ and $(b, b)$, but on the lower triangle $k(t, s) \sim 0$.

Most of our work below is aimed at settling upon the correct boundary values for $k(t, s)$. It turns out that $k(t, s)$ will assume only two values on the boundary. Then we show that sup $|k|$ must occur on the boundary, and write down the answer. The reader will find (3.6) useful for interpretation of the various arguments to follow.

Lemma 3.2. The quotient $k(t, s)$ can be defined on the upper triangle $\mathscr{T}_{u}=\{(t, s): t \leqq s\}$ so as to have the following properties:

$$
\begin{gather*}
k(t, s) \text { is bounded on } \mathscr{T}_{u}  \tag{3.7}\\
k(t, s) \text { is continuous on } \mathscr{T}_{u} \backslash\{(a, a),(b, b)\}  \tag{3.8}\\
k(t, s)=\frac{(-1)^{k}}{u^{(l)}(b)} \text { on } \Omega_{u}=\{(t, s): t=a \text { or } s=b\} . \tag{3.9}
\end{gather*}
$$

Proof. Define $k(t, s)$ on $\Omega_{u}$ by relation (3.9). It will be shown that (3.8) is valid. We use below the Landau symbol " $O$ ", defined by $f(t)=O(g(t))$ iff for some $M>0,|f(t)| \leqq M|g(t)|$ as $t \rightarrow \omega$.

The first step of the proof is to assemble with the help of (2.7), (2.8), (3.1), (3.2) the following order relations:

$$
\begin{aligned}
h^{(j)}(b, s) & =O\left(|s-b|^{k-j-1}\right)(0 \leqq j \leqq k-1), h^{(k-l-1)}(b, s) \\
& =(b-s)^{l}+O\left(|b-s|^{l+1}\right),[u(s)]^{-1} \\
& =O\left[|s-b|^{-l}\right] \text { as } s \rightarrow b ; \\
{[u(s)]^{-1} } & =O\left(|s-a|^{-k+l+1}\right) \text { as } s \rightarrow a ; \\
{[v(t)]^{-1} } & =O\left(|t-a|^{-l}\right) \quad \text { as } \quad t \rightarrow a ;
\end{aligned}
$$

$$
\begin{aligned}
& {[v(t)]^{-1}=0\left(|t-b|^{-k+l+1}\right) \text { as } t \rightarrow b ;} \\
& u_{1, j}^{*}(t)=0\left(|t-b|^{j}\right) \text { as } t \rightarrow b ; \\
& u_{1, k-l-1}^{*}(t)=(-1)^{k-l-1} v(t)
\end{aligned}
$$

To analyze the boundary behavior of $k(t, s)$, write $k(t, s)=$ $-\sum_{j=0}^{k-l-1} Q_{j}(t, s)$, where $Q_{j}(t, s) \equiv u_{1, j}^{*}(t) h^{(j)}(b, s) /[u(s) v(t)]$, using relation (2.5).

Since $|b-s| \leqq|b-t|$ for $(t, s) \in \mathscr{T}_{u}$, it follows that $Q_{k-l-1}(t, s) \rightarrow$ $(-1)^{k} / u^{(l)}(b)$ and $Q_{j}(t, s) \rightarrow 0(0 \leqq j \leqq k-l-2)$ as $(t, s) \rightarrow(a, b)$. Therefore (3.8) is correct at ( $a, b$ ).

By virtue of Lemma 2.2, one can write $k(t, s)=(-1)^{k} / u^{(l)}(b)+$ $0(|s-b|)$ uniformly on compact subsets of $a<t<b$ as $s \rightarrow b$. Therefore, (3.8) is correct along the upper edge of $\mathscr{T}_{u}$.

To verify (3.8) along the left edge of $\mathscr{T}_{u}$, each $u_{1, j}^{*}(t)$ is replaced by its Taylor expansion about $t=a$ in the expression $Q_{j}(t, s)$, and an application of Lemma 2.3 gives $k(t, s)=-\varphi_{l}(s) /\left[u(s) v^{(l)}(\alpha)\right]+0(|t-a|)$ as $t \rightarrow a$, uniformly on compact subsets of $a<s<b$.

The functions $\varphi_{l}$ and $u$ have the same zero properties at $s=a$ and $s=b$, therefore by the disconjugacy assumption they must be constant multiples of one another. Using Lemmas 2.2, 2.3 and Green's formula (Hartman [7], p. 67) one can establish the following identities: $\varphi_{l}(s)=(-1)^{k-l-1} u(s) ;(-1)^{l} v^{(l)}(a)=u^{(l)}(b)$. Consequently,

$$
k(t, s)=(-1)^{k} / u^{(l)}(b)+0(|t-a|) \text { as } \quad t \longrightarrow a,
$$

uniformly on compact subsets of $a<s<b$. This completes the proof of (3.8).

To verify (3.7), one only needs to examine small neighborhoods of $(a, a)$ and $(b, b)$. The details are left to the reader.

Lemma 3.3. The quotient $k(t, s)$ can be defined on the lower triangle $\mathscr{T}_{l}=\{(t, s): t>s\}$ to have the following properties

$$
\begin{equation*}
k(t, s) \text { is bounded on } \mathscr{T}_{l} . \tag{3.10}
\end{equation*}
$$

$$
\begin{equation*}
k(t, s)=0 \quad \text { on } \quad \Omega_{l}=\left\{(t, s) \in \mathscr{T}_{l}: t=b \quad \text { or } \quad s=a\right\} \tag{3.11}
\end{equation*}
$$

$$
\begin{equation*}
k(t, s) \text { is continuous on } \mathscr{T}_{l} \tag{3.12}
\end{equation*}
$$

Proof. The proof proceeds in the same way as Lemma 3.2, with appropriate use of Lemmas 2.2 and 2.3. The details are left to the reader.

Lemma 3.4. Let $k(t, s)$ be defined on $\Omega=[a, b] \times[a, b]$ as in Lemmas 3.2, 3.3. Then

$$
\begin{equation*}
\sup _{\Omega}|k(t, s)|=\sup _{\partial \Omega}|k(t, s)|=\frac{(-1)^{l}}{u^{(l)}(b)}=\frac{1}{v^{(l)}(a)} \tag{3.13}
\end{equation*}
$$

Proof. Suppose not, then there exists $\left(t_{0}, s_{0}\right) \in \Omega$ such that $\left|k\left(t_{0}, s_{0}\right)\right|>\sup _{\partial \Omega}|k(t, s)|$. Therefore, $\left(t_{0}, s_{0}\right)$ must belong to the interior of $\Omega$. Consider the function $y(t)=k\left(t, s_{0}\right), a \leqq t \leqq b$. This function is continuous on $a \leqq t \leqq b$, by Lemmas 2.1,3.2,3.3, and differentiable on $a<t<b$.

The derivative $y^{\prime}(t)$ on $a<t<b$ cannot vanish. Indeed, suppose $y^{\prime}\left(t_{1}\right)=0$ for some $t_{1} \in(a, b)$. Then

$$
0=y^{\prime}\left(t_{1}\right)=\frac{W\left(v(t), G\left(t, s_{0}\right)\right)}{v^{2}(t) u\left(s_{0}\right)} \quad \text { at } \quad t=t_{1}
$$

where $W$ is the Wronskian determinant. Define $\alpha=G\left(t_{1}, s_{0}\right) / v\left(t_{1}\right)$, then the function

$$
z(t) \equiv \alpha v(t)-G\left(t, s_{0}\right)
$$

has a double zero at $t=t_{1} \in(a, b)$. The function $z(t)$ has a zero of order $l$ at $t=a, k-l-1$ at $t=b$, hence $k+1$ zeros in $[a, b]$. However, the function $z(t)$ is a solution of the disconjugate equation $K z=0$ on $a \leqq t \leqq s_{0}$ and on $s_{0} \leqq t \leqq b$. By the proof of Theorem 11 in Coppel [3], p. 108, it follows that $z(t) \equiv 0, a \leqq t \leqq b$. Therefore,

$$
\frac{G\left(t, s_{0}\right)}{v(t)}=\alpha, a \leqq t \leqq b
$$

Letting $t \rightarrow b$ we find that $\alpha=0$, which is a contradiction.
This proves that $y(t)$ is monotonic on $[a, b]$. Since $y(a)=$ $(-1)^{k} / u^{(l)}(b), y(b)=0$, it follows that

$$
\left|k\left(t_{0}, s_{0}\right)\right| \leqq\left|k\left(\alpha, s_{0}\right)\right| \leqq \sup \partial \Omega|k(t, s)|
$$

This contradicts our original assumption on ( $t_{0}, s_{0}$ ). Therefore, (3.13) holds, because the supremum over the boundary is the larger of 0 and $(-1)^{l} / u^{(l)}(b)$. The proof is complete.

Remark 3.5. The inequality (3.3) ${ }_{\mathrm{b}}$ is the best result of its kind, because we may divide by $v(t) v^{*}(s)$ in (3.3) $)_{\mathrm{b}}$ and let $(t, s) \rightarrow(a, b)$ to obtain equality. In ( $k-1,1$ )-problems, equality holds in (3.3) $)_{\mathrm{b}}$ in the entire upper triangle. Similar statements hold for (3.3).

The monotonicity argument of Lemma 3.4 shows that (3.3) $)_{a}$ is weakest along the diagonal $t=s$. For example, the behavior of (3.6) along $t=s$ is quite usual.

Inequalities of this same type hold for singular boundary-value problems. However, the application of the Green's function inversion
method is more complicated, and is an integral part of the selection of the space of action of the integral operator. For example, the singular problem

$$
\begin{gathered}
y^{\prime \prime}=f(t) \\
y(0)=0, y(\infty)=0
\end{gathered}
$$

under ordinary inversion loses the boundary value at $\infty$. A definitive statement about the options here will be the subject of a future paper.
4. The Ostroumov inequality for $D^{k}$. Consider the problem (4.1) $\quad y^{(k)}=f(t), y^{(i)}(a)=y^{(j)}(b)=0,0 \leqq i \leqq l-1,0 \leqq j \leqq k-l-1$, and denote by $G(t, s)$ the corresponding Green's function (see [5]). The Ostroumov inequality [9] can be obtained from (3.3) $)_{\text {: }}$ :

$$
\begin{equation*}
|G(t, s)| \leqq \frac{(t-a)^{l}(b-t)^{k-l-1}(s-a)^{k-l-1}(b-s)^{l}}{l!(k-l-1)!(b-a)^{k-1}} \tag{4.2}
\end{equation*}
$$

It is only necessary to verify by inspection that

$$
\begin{equation*}
v(t)=\frac{(t-a)^{l}(b-t)^{k-l-1}}{(k-l-1)!(b-a)^{l}}, v^{*}(s)=\frac{(s-a)^{k-l-1}(b-s)^{l}}{(k-l-1)!(b-a)^{l}} \tag{4.3}
\end{equation*}
$$

and then compute

$$
\begin{equation*}
v^{(l)}(a)=\frac{l!(b-a)^{k-l-1}}{(k-l-1)!(b-a)^{l}}, \tag{4.4}
\end{equation*}
$$

for then (4.2) follows from (3.3) ${ }_{b}$, (4.3), (4.4).
However, inequality (3.3) $\mathrm{a}_{\mathrm{a}}$ is a decided improvement over (4.2). One easily verifies that

$$
\frac{v(t) v^{*}(s)}{v^{(l)}(a)}=M(t, s) \frac{w(t) w^{*}(t)}{\left|w^{(k-l)}(b)\right|}
$$

where

$$
M(t, s)=\frac{k-l}{l} \frac{(t-a)(b-s)}{(s-a)(b-t)}
$$

The level set $M(t, s)=1$ for $k=2 l$ is the diagonal $t=s$. For $k \neq$ $2 l$, the level set $M(t, s)=1$ is the curve
$(s-a)=\frac{(b-a)(l-k)}{2 l-k}+\frac{(b-a)^{2} l(l-k)}{(2 l-k)^{2}} \cdot \frac{1}{t-a-(b-a) l /[2 l-k]}$,
which goes through $(a, a),(b, b)$ and is concave for $2 l-k>0$, convex
for $2 l-k<0$.
If we make use of this curve, then we have

$$
\begin{aligned}
|G(t, s)| & \leqq \frac{(t-a)^{l}(b-t)^{k-l-1}(s-a)^{k-l-1}(b-s)^{l}}{l!(k-l-1)!(b-a)^{k-1}} \chi_{E_{1}}(t, s) \\
& +\frac{(t-a)^{l-1}(b-t)^{k-l}(s-a)^{k-l}(b-s)^{l-1}}{(l-1)!(k-l)!(b-a)^{k-1}} \chi_{E_{2}}(t, s)
\end{aligned}
$$

where $\chi_{E}$ denotes the characteristic function of the set $E$ and $E_{1}=$ $\{(t, s): M(t, s) \leqq 1\}, E_{2}=\{(t, s): M(t, s)>1\}$.

This shows that (3.3) $)_{b}$ is better than $(3.3)_{c}$ for $(t, s) \in E_{\lambda}$, whereas the opposite is true for $(t, s) \in E_{2}$.

When $k=2 l, E_{1}$ is the upper triangle $t \leqq s$ and $E_{2}$ is the lower triangle $s<t$.

The advantage of this observation is that

$$
\begin{aligned}
\int_{a}^{b}|G(t, s)||f(s)| d s & \leqq \frac{v(t)}{v^{(l)}(a)} \int_{a}^{b} v^{*}(s)|f(s)| \chi_{E_{1}} d s \\
& +\frac{w(t)}{\left|w^{(k-l)}(b)\right|} \int_{a}^{b} w^{*}(s)|f(s)| \chi_{E_{2}} d s .
\end{aligned}
$$

Now you can use the definitions of $E_{1}$ and $E_{2}$ to make the right side the sum of two Volterra operators.

There are other inequalities in the literature which are similar to (4.2). The most notable is due to Beesack [1], and we refer the reader to this paper and the references therein.
5. Disconjugate operators with constant coefficients. The constant coefficient operator

$$
K v \equiv v^{(k)}+\sum_{i=0}^{k-1} a_{i} v^{(i)}
$$

will be disconjugate on an interval $[a, b]$ iff it is disconjugate on $[0$, $b-a]$, because the equation is autonomous.

Due to the theory of extremal solutions, carried out by Sherman [10], $K u=0$ will be disconjugate on $[0, T]$ iff the only solution $u$ with a zero of order $l$ at 0 , order $k-l$ at $T, u>0$ on ( $0, T$ ), is $u \equiv$ 0 , for $1 \leqq l \leqq k-1$. Together with linear algebra, this gives an effective way to test the disconjugacy of $K$. For example, if $K y=$ $y^{\prime \prime \prime}+y^{\prime}$, then it is relatively easy to show that $K$ is disconjugate on [ $a, b$ ] iff $b-a<2 \pi$, because any solution with a double zero at $c$ must be multiple of $1-\cos (t-c)$.

The adjoint operator

$$
K^{*} u=(-1)^{k} u^{(k)}+\sum_{i=0}^{k-1} a_{i}(-1)^{i} u^{(i)}
$$

also has constant coefficients, therefore the possibility of computing the various functions in inequality (3.3) is close at hand. Indeed, $v(-s)$ is a solution of $K^{*} u=0$, hence also $v(-s+c)$ is a solution for any real $c$. But $v(b+a-s)$ vanishes $k-l-1$ times at $a$ and $l$ times at $b$, therefore, in the case of constant coefficients,

$$
\begin{equation*}
v^{*}(s)=v(b+a-s), w^{*}(s)=w(b+a-s) \tag{5.1}
\end{equation*}
$$

On the other hand, one can write down $v(t)$ in terms of any standard basis $\left\{v_{1}, \cdots, v_{k}\right\}$ for $K v=0$, as follows. Let $V(t)=\left(v_{1}(t)\right.$, $\left.\cdots, v_{k}(t)\right)$, then let $\Phi_{l}(t ; T)$ be the matrix with rows $V(0), V^{\prime}(0), \cdots$, $V^{(l-1)}(0), V(T), V^{\prime}(T), \cdots, V^{(k-l-2)}(T), V(t)$. Let $\Psi_{l}(T)$ be the same as $\Phi_{l}(t ; T)$ except the last row is $V^{(k-l-1)}(T)$. Then

$$
\begin{align*}
& v(t)=(-1)^{k-l-1} \frac{\operatorname{det} \Phi_{l}(t-a ; b-a)}{\operatorname{det} \Psi_{l}(b-a)} ;  \tag{5.2}\\
& w(t)=(-1)^{k-l-1} \frac{\operatorname{det} \Phi_{l-1}(t-a ; b-a)}{\operatorname{det} \Psi_{l}(b-a)}
\end{align*}
$$

This formula is useful when you can select the basis $V$ so as to make $\Psi_{l}$ close to the identity.

The constants appearing in (3.3) are

$$
\begin{align*}
v^{(l)}(a) & =\frac{\operatorname{det} \Psi_{l+1}(b-a)}{\operatorname{det} \Psi_{l}(b-a)}  \tag{5.3}\\
w^{(k-l)}(b) & =(-1)^{k-l-1} \frac{\operatorname{det} \Psi_{l-1}(b-a)}{\operatorname{det} \Psi_{l}(b-a)}
\end{align*}
$$

Therefore, in terms of an arbitrary basis $v_{1}, \cdots, v_{k}$ we have the estimate

$$
\begin{equation*}
|G(t, s)| \leqq \frac{\operatorname{det} \Phi_{i}(t-a ; b-a) \operatorname{det} \Phi_{i}(b-s ; b-a)}{\operatorname{det} \Psi_{i+1}(b-a)\left|\operatorname{det} \Psi_{i}(b-a)\right|} \tag{5.4}
\end{equation*}
$$

$$
i=l-1, l
$$

valid for any constant coefficient operator $K$, disconjugate on $[a, b]$.
In the case of lower order operators, $k=2,3,4$ especially, we usually try to guess $v(t), w(t)$ first, then resort to (5.4) upon failure. Therefore, we sometimes prefer

$$
\begin{equation*}
G(t, s) \left\lvert\, \leqq \min \left\{\frac{v(t) v(b+a-s)}{v^{(l)}(a)}, \frac{w(t) w(b+a-s)}{w^{(k-l)}(b)}\right\}\right. \tag{5.5}
\end{equation*}
$$

Let us now turn our attention to (3.3) ${ }_{b}$, and illustrate the results. The reader can fill in the details for (3.3) .

Example 5.1. The operator $K v=v^{\prime \prime \prime}+v^{\prime}$ on $[0, T], T<2 \pi$.

The (2, 1)-problem and (1, 2)-problem have Green's functions $G_{2,1}$ and $G_{1,2}$ satisfying (5.5), and it is easy to see that

$$
\begin{gathered}
v_{2,1}=\left[\frac{\sin t / 2}{\sin T / 2}\right]^{2}, v_{1,2}=\frac{2 \sin \left[\frac{t}{2}\right] \sin \left[\frac{T-t}{2}\right]}{\sin \left[\frac{T}{2}\right]} \\
w_{2,1}(t)=v_{1,2}(t), w_{1,2}(t)=v_{2,1}(T-t)
\end{gathered}
$$

Therefore,

$$
\begin{aligned}
& \left|G_{1,2}(s, t)\right|,\left|G_{2,1}(t, s)\right| \leqq \frac{2 \sin ^{2}\left[\frac{t}{2}\right] \sin ^{2}\left[\frac{T-s}{2}\right]}{\sin ^{2}\left[\frac{T}{2}\right]} \\
& \left|G_{2,1}(t, s)\right|,\left|G_{1,2}(t, s)\right| \leqq \frac{4 \sin \left[\frac{t}{2}\right] \sin \left[\frac{T-t}{2}\right] \sin \left[\frac{s}{2}\right] \sin \left[\frac{T-s}{2}\right]}{\sin ^{2}\left[\frac{T}{2}\right]}
\end{aligned}
$$

EXAMPLE 5.2. The operator $K y=y^{i v}-y$ on $[0, T], T \leqq 4.73$.
The solution $y=\sin (t)-\sinh (t)$ has three zeros at 0 and is positive for $t>0$. Therefore, the critical value of $T$ is the first positive double zero $T_{0}$ of $z=\cosh t-\cos t+C(\sinh t-\sin t)$, which is determined by the identity $\cos T_{0} \cosh T_{0}=1$. Solving numerically, $4.7300<$ $T_{0}<4.7301$.

The following inequalities follow from (3.3) :

$$
\begin{gathered}
\left|G_{3,1}(t, s)\right| \leqq \frac{[\sinh (t)-\sin (t)][\sinh (T-s)-\sin (T-s)]}{2(\sinh (T)-\sin (T))}, \\
\left|G_{1,3}(t, s)\right| \leqq\left[\frac{1-\cosh T \cos T}{\sinh T-\sin T}\right] v_{2,2}(T-t) v_{2,2}(s) \\
\left|G_{2,2}(t, s)\right| \leqq\left[\frac{1-\cosh T \cos T}{\sinh T-\sin T}\right] v_{2,2}(t) v_{2,2}(T-s)
\end{gathered}
$$

where

$$
\begin{aligned}
v_{2,2}(t)= & {\left[\frac{\cosh t-\cos t}{\cosh T-\cos T}-\frac{\sinh t-\sin t}{\sinh T-\sin T}\right] } \\
& \times \frac{(\cosh T-\cos T)(\sinh T-\sin T)}{2[1-\cosh T \cos T]}
\end{aligned}
$$

These results can be formulated for the operator $K_{a} z=z^{i v}-a^{4} z$ as well, since $z(x)=y(a x)$. The relations (3.3) c are obtained from the
identities $w_{1,3}(t)=v_{3,1}(T-t), w_{2,2}(t)=v_{2,2}(T-t), w_{3,1}(t)=v_{2,2}(t) / v_{2,2}^{\prime \prime}(0)$.
Example 5.3. The operator $K=(D-\alpha)^{k}$ on $[a, b]$.
The Libri factorization $K v=e^{\alpha t}\left(e^{-\alpha t} v\right)^{(k)}$ is immediate from

$$
(D-\alpha) v=e^{\alpha t}\left(e^{-\alpha t} v\right)^{\prime}
$$

therefore $K$ is disconjugate on any $[a, b]$. This factorization allows us to verify by inspection that in (3.3) ${ }_{b}$,

$$
v(t)=e^{\alpha(t-b)} \frac{(t-a)^{l}(b-t)^{k-l-1}}{(k-l-1)!(b-a)^{l}}
$$

because of what we know about $D^{k}$. Then inequality (3.3) ${ }_{b}$ is

$$
|G(t, s)| \leqq \frac{e^{\alpha(t-s)}(t-a)^{l}(b-t)^{k-l-1}(b-s)^{l}(s-a)^{k-l-1}}{l!(k-l-1)!(b-a)^{k-1}}
$$

Example 5.4. The operator $K=\left[D^{2}-2 \alpha D+\alpha^{2}+\beta^{2}\right]^{2}$ on $[0, T]$.
The equation $K v=0$ can be replaced by $\left(D^{2}+1\right)^{2} y=0$ by virtue of the relation $v(t)=y(\beta t) e^{\alpha t}$. The largest interval of disconjugacy for $\left(D^{2}+1\right)^{2} y=0$ is $\left[0, T_{0}\right]$, where $T_{0}$ is the smallest positive root of $\tan T_{0}=T_{0} . \quad$ So $T_{0}=4.4916$, and $0<T \leqq 4.4916 \beta$.

The functions $\bar{v}_{i, j}(t)(i+j=4)$ given by

$$
\begin{aligned}
& \bar{v}_{3,1}(t)=\frac{\sin t-t \cos t}{\sin T_{0}-T_{0} \cos T_{0}}=\bar{v}_{1,3}\left(T_{0}-t\right) \\
& \bar{v}_{2,2}(t)=\frac{\left(t-T_{0}\right) \sin t \sin T_{0}+T_{0} t \sin \left(T_{0}-t\right)}{\sin ^{2} T_{0}-T_{0}^{2}}
\end{aligned}
$$

are related to the desired functions $v_{i, j}(t)(i+j=4)$ by the identity

$$
v_{i, j}(t)=\beta^{-j} \bar{v}_{i, j}(\beta t) e^{\alpha(t-T)}, \quad \mathbf{i}+j=4
$$

where $\beta T_{0}=T$.
Example 5.5. The operator $K=(D-\alpha)^{2}(D-\beta)^{2}$ on $[0, T]$.
The (2, 2), (3, 1) and (1, 3)-problems satisfy (5.5). Here,

$$
v_{2,2}(t)=-\left[\frac{\Delta_{1}}{\Delta}+\frac{\Delta_{2}}{\Delta} t+\frac{\Delta_{3}}{\Delta} e^{(\beta-\alpha) t}+\frac{\Delta_{4}}{\Delta} t e^{(\beta-\alpha) t}\right] e^{\alpha t}
$$

with

$$
\begin{aligned}
\Delta_{1} & =T\left(e^{(\beta-\alpha) T}-1\right), \quad \Delta_{3}=-\Delta_{1} \\
\Delta_{2} & =[(\beta-\alpha) T-1] e^{(\beta-\alpha) T}+1, \quad \Delta_{4}=e^{(\beta-\alpha) T}-(\beta-\alpha) T-1 \\
\Delta & \left.=e^{2(\beta-\alpha) T}-\{[(\beta-\alpha)] T]^{2}+2\right\} e^{2(\beta-\alpha) T}+1
\end{aligned}
$$

By inspection of $D^{2}(D-\gamma)^{2}, \gamma=\beta-\alpha$, we see that

$$
\begin{aligned}
& v_{3,1}(t)=\frac{2\left[e^{\alpha t}-e^{\beta t}\right]+(\beta-\alpha) t\left[e^{\alpha t}+e^{\beta t}\right]}{(\beta-\alpha)^{3}(1+(\beta-\alpha) T) e^{(\beta-\alpha) T}} \\
& v_{1,3}(t)=\left[e^{-\alpha(T-t)} v_{3,1}(T-t)\right] e^{\alpha t}
\end{aligned}
$$

On the other hand,

$$
w_{3,1}(t)=\frac{v_{2,2}(t)}{v_{2,2}^{\prime \prime}(0)}, w_{1,3}(t)=v_{1,3}(T-t), w_{2,2}(t)=v_{2,2}(T-t)
$$

6. The two-point inequality for operators $K$ with coefficients in $C[a, b]$. Throughout the preceding sections it was assumed that the coefficients of $K$ were smooth enough to define the adjoint operator $K^{*}$. It will be shown below that this smoothness assumption can be deleted, and replaced by the usual requirement that the coefficients belong only to $C[a, b]$.

Lemma 6.1. Let $K=D^{k}+\sum_{j=0}^{k-1} p_{j}(t) D^{j}, D=d / d t$, with $p_{j} \in C[a, b]$, $0 \leqq j \leqq k-1$. If $K$ is disconjugate on $[a, b]$, then there exists $\varepsilon>0$ such that $q_{j} \in[a, b], 0 \leqq j \leqq k-1$, and $\max \left\{\left|p_{j}(t)-q_{j}(t)\right|: a \leqq\right.$ $t \leqq b\}$ less than $\varepsilon, 0 \leqq j \leqq k-1$, implies $L=D^{k}+\sum_{j=0}^{k-1} q_{j}(t) D^{j}$ is disconjugate on $[a, b]$.

Proof. Proceed indirectly, using the results in Hartman [7], p. 55.
Lemma 6.2. Let $K=D^{k}+\sum_{j=0}^{k-1} p_{j}(t) D^{j}$ be disconjugate on $[a, b]$. If

$$
K_{n}=D^{k}+\sum_{j=0}^{k-1} q_{j, n}(t) D^{j}
$$

and $q_{j, n} \rightarrow p_{j}$ as $n \rightarrow \infty$ in $C[a, b], 0 \leqq j \leqq k-1$, then the Green's functions $G_{n}(t, s)$ and $G(t, s)$ for the operators $K_{n}$ and $K$, respectively, satisfy

$$
\lim _{n \rightarrow \infty} G_{n}(t, s)=G(t, s),
$$

pointwise in $[a, b] \times[a, b]$.
Proof. Let $U_{0}(t)$ and $U_{n}(t)$ be row vector bases for $K u=0$ and $K_{n} u=0$, respectively, and denote the corresponding Wronskian matrices by $W_{0}(s)$ and $W_{n}(s)$. Suppose that $U_{0}$ and $U_{n}$ are chosen so that the representation (2.4) holds for $G$ and $G_{n}$. Since $V(s)$ is the same in each representation, it suffices to prove that $U_{n}^{(i)}(t)$ converges uniformly on $[a, b]$ to $U_{0}^{(i)}(t)$ as $n \rightarrow \infty, 0 \leqq i \leqq k-1$. This can be done using the results in Hartman [7], p. 55. The details
are left to the reader.
To introduce notation for the next lemma, let $K$ be a disconjugate operator on $[a, b]$ and denote the basis $U$ of $\S 2$ by

$$
u_{i j}^{*}(t ; l, K) .
$$

Let $w(s ; l, K)$ be the determinant of the Wronskian matrix $W(s)$ of the basis $U$ and denote by $w_{i j}(s ; l, K)$ the minor of the element $u_{i j}^{*}(s ; l, K)$ appearing in $w(s ; l, K)$. Define

$$
\begin{align*}
& \varphi_{l}(s ; K)=\sum_{j=0}^{k-l-1} u_{1, j}^{*(l)}(a ; l, K) \cdot \frac{w_{1, j}(s ; l, K)}{w(s ; l, K)}  \tag{6.1}\\
& \psi_{k-l}(s ; K)=\sum_{j=0}^{l-1} u_{0, j}^{*(k-l)}(b ; l, K) \cdot \frac{w_{0, j}(s ; l, K)}{w(s ; l, K)} \tag{6.2}
\end{align*}
$$

Lemma 6.3 Let $K_{n}$ and $K$ be defined as in Lemma 6.2 and assume that $q_{j, n} \rightarrow q_{j}$ as $n \rightarrow \infty$ in $C[a, b], 0 \leqq j \leqq k-1$, then $\varphi_{l}\left(s ; K_{n}\right) \rightarrow \varphi_{l}(s ; K)$ and $\psi_{k-l}\left(s ; K_{n}\right) \rightarrow \psi_{k-l}(s ; K)$ as $n \rightarrow \infty$ uniformly on $a \leqq s \leqq b$.

Proof. We argue as in Lemma 6.1 that $U_{n}^{(i)}(t) \rightarrow U_{0}^{(i)}(t)$ as $n \rightarrow$ $\infty$ uniformly on [ $a, b$ ], $0 \leqq i \leqq k-1$. It follows that the components in the formula (6.1) with $K$ replaced by $K_{n}$ converge uniformly on $[a, b]$ to the corresponding components of (6.1), as $n \rightarrow \infty$. A similar statement holds for relation (6.2). The proof is complete.

Suppose that we select $K_{n}$ to converge to $K$ in the sense of the preceding lemmas, but $K_{n}$ has coefficients of class $C^{k}$ and $K$ has coefficients that are only assumed to be continuous. By Lemma 6.1 the Green's function $G_{n}(t, s)$ exists for the operator $K_{n}$ and we can apply Theorem 3.1 to obtain the inequality

$$
\begin{align*}
&\left|G_{n}(t, s)\right| \leqq \min \left\{\frac{1}{v_{n}^{(l)}(a)} \cdot v_{n}(t) v_{n}^{*}(s), \frac{1}{\left|w_{n}^{(k-l)}(b)\right|} \cdot w_{n}(t) w_{n}^{*}(s)\right\}  \tag{6.3}\\
& n=1,2, \cdots
\end{align*}
$$

We let $n \rightarrow \infty$ in relation (6.3) and apply Lemma 6.2 and Lemma 6.3 to get the inequality

$$
\begin{equation*}
|G(t, s)| \leqq \min \left\{\frac{1}{v^{(l)}(a)} \cdot v(t)\left|\varphi_{l}(s)\right|, \frac{1}{\left|w^{(k-l)}(b)\right|} \cdot w(t)\left|\psi_{k-l}(s)\right|\right\} \tag{6.4}
\end{equation*}
$$

where $\varphi_{l}(s)=\varphi_{l}(s ; K)$ and $\psi_{k-l}(s)=\psi_{k-l}(s ; K)$; indeed, the proof of Lemma 3.2 shows that $v_{n}^{*}(t)=(-1)^{k-l-1} \varphi_{l}\left(t ; K_{n}\right)$ and similarly it is easy to show that $w_{n}^{*}(t)=\left|\psi_{k-l}\left(t ; K_{n}\right)\right|$.

Inequality (6.4) does not require the existence of $K^{*}$. The right hand side of inequality (6.4) is computed directly from the basis $U$.
7. Applications There are many immediate applications of inequality (3.3). The first and most ovbions is the theory of two-point boundary value problems for $k^{\text {th }}$ order nonlinear ordinary differential equations. Applications amount to finding conditions such that the mapping

$$
T y=\int_{a}^{b} G(t, s) f\left(s, y(s), \cdots, y^{(k-1)}(s)\right) d s+\phi(t)
$$

is a contraction mapping, or maps a closed convex set into itself, or satisfies certain fixed-point index conditions.

The second application is to intervals of uniqueness for linear differential operators. This kind of application is illustrated in the work of Ostroumov [9], and in subsequent work of Hartman [6], Willett [12], Fink [4].

The sharpness of inequality (3.3) makes it useful for error analysis. Ramifications in the theory of differential equations in Banach spaces and in the theory of functional differential equations should be clear, especially in the conversion of boundary value problems to integral equations and in the estimation of norms of inverse operators.

The requirement of disconjugacy can sometimes by checked via algebraic inequalities involving the coefficients of $K$; see Hartman [6], Ostroumov [9], Willett [12], Coppel [3], Gustafson and Bogar [2]. There is some evidence that this requirement can be dropped for self-adjoint equations, provided it is replaced by another, more complicated condition.
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