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The spinor norms of integral rotations on an arbitrary
quadratic form over a dyadic local field in which 2 is prime
are determined. Results are stated in terms of the components
of a Jordan splitting of the given form. Results obtained
are applied to improve a theorem of Kneser giving sufficient
conditions for an indefinite ^-lattice to have class number 1.

The behavior of integral quadratic forms over a global field can
be partially described in terms of the local behavior relative to each
of the prime spots on the field. In particular, in computing the number
of spinor genera in the genus of a given form, it is necessary to
compute the spinor norm of the group of local integral rotations at
each prime spot (see e.g. [3], [4]). These computations have been
performed whenever the local form is modular (see [2]). In the case
of an arbitrary form, the Jordan splitting can be used to decompose
the given form as an orthogonal sum of modular forms. In the
present article we deal with the problem of obtaining the desired
spinor norm by using these modular components. When the spot in
question is nondyadic, this problem has been solved by Kneser in [3].
We handle the case of a dyadic spot in which 2 is prime. The sig-
nificance of the restriction of 2 being prime is that strong use is made
of theorems on the generation of the local integral orthogonal groups
in this case (see [5]) which are not known for arbitrary dyadic local
fields.

We adopt the notation of [4]. So we will consider a lattice L
over a dyadic local field F in which 2 is prime. Denote the integers
and units in F by o and IX, respectively; Δ = 1 + 4p denotes a non-
square unit of quadratic defect 4o. To emphasize the distinction
between spaces over F and lattices over o, we will use [alf , an]
to denote spaces and (alf •••,«»> to denote lattices. (;") will denote
the Hubert symbol on F and θ the spinor norm function.

For any lattice L, the Jordan decomposition of L can be obtained
as in [4]. We determine Θ(Q+(L)), where 0+(L) denotes the group of
rotations of L, in terms of invariants of the Jordan components.
The paper is divided into 4 sections. In the first we perform the
calculations for the binary case. The second and third deal with
the various possible types of Jordan decompositions and the fourth
section shows an application of these calculations to improve the
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bounds obtained in a theorem of Kneser [3, Satz 5] giving sufficient
conditions for an indefinite Z-lattice to have class number 1. Further-
more, the new bounds obtained are shown to be the best possible.

The calculations which appear in this paper will be further applied
in a subsequent paper investigating the behavior of the spinor genus
of an integral quadratic form over a global field under an extension
of the field of coefficients.

I* Binary case* We begin by computing 0(O+(L)) where dim L=2.
These binary lattices are the fundamental building blocks on which
higher dimensional computations will be based.

If L is modular then Θ(O+(L)) has been determined in [2]. So we
deal only with the nonmodular case. Since the spinor norm is not
affected by scaling, we may assume that L represents 1. Thus, for
the remainder of this section we deal with

L s <1> -L <2rα>, r ^ l , α e U « — > ox + oy

We introduce some notation that will be used throughout: For
any lattice L P(L) = {veL:v maximal and Sv e 0(L)} and D(L) =
Q(P(L)). The problem can now be reduced as follows: Any σ e 0+(L)
can be expressed as a product of 2 symmetries of FL, say σ = SUSV,
where Su can be chosen arbitrarily. In particular, choose u = x so
Sv = Sxσe0(L) and 0(σ) = θ(Sυ) = Q(v)F\ Thus, 0(O+(L)) = D(L)F\
So in the present case, it suffices to determine D(L).

First, we characterize P(L):

LEMMA 1.1. Consider v = Ax + By e L, A, Be o
( i ) If AeU, then veP(L)
(ii) If A$U, and r ^ 3, then ve P(L) <=>BeU and either

ord A = 1 or ord A ^ r — 1

Proof of (ii)
( 1 ) Suppose ord A — I

Then B(v, L) = B(v, x)o = Ao and Q(v) = A2 + 2rB2a.
So 2B(v, L) = 2Ao = A2o = Q(v)o

(2) Suppose ord A ^ r — 1.
Then

Ao if ord A = r — 1

2ro if

Ord Q(v) = ord (A2 + 2rJ?2«) = r since ord A2 ^ (r - I)1 > r.
So 2£fr L) £ 2ro = Q(i;)o and, thus, SveO(L).
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(3) Suppose 1 S ord A S r — 1.
Then B(v, L) = B(v, x)o = Aσ since ord A S r — 1.

(>ordA 2 if o r d A 2 < r
Ord Q(v) = ord (A2 + 2'B α) ~ •* A Λ*Z

( = r if ord A2 > r .
In either case, 2Ao g Q(v)o. Thus, Sυ £ O(L).

So if r ^ 3, the set P(L) can be decomposed as P(L) = P^L) U Pa(L)
where

PX(L) = {v = Ax + £?/: ord A = 1 or 0}

P2(L) = {v = Ax + By: oτdB = 0 and ord A ^ r - 1} .

We now determine Q(P2(L)) when r ^ 3.

LEMMA 1.2. Let r ^ 3. Tftew Q(P2{L)) = 2r[Q(iQ Π U]F2

Proo/. Let v e P2(I/) where v = Ax + By and ί = ord A ^ r — 1.
So

= A2 + 2r,B2α - 22tA0

2 + 2 r £ 2 α where A = 2eA0, Ao 611

= 2r[22t~rAl + J52α:] = 2r[2r-2(22*-2r+2A2) + 5 2 α] .

Let u = 2ί-r+1A0?// + JRB' where X" - ox' + oy'. Then Q(v) = 2rQ(u)
and Q(w)eQ(i : )nt l .

Conversely, let ξ = 2r~2C2 + αD 2 6 Q(JBΓ) Π χi Write C = 2cC0 where
Co e U. Then ξ = 2ί-2+2cC0

2 + αί) 2, Co 6 U, JD e U. So 2rξ = 22r+2c"2C0

2 +
2 rαD2 = (2r+c~1C0)

2 + 2 rαD 2. Letting v = 2r+c~1C0^ + ify, we obtain
t; G P2(L) since c ^ 0 and, furthermore, Q(v) e 2rζF2.

PROPOSITION 1.3. Let r ^ 5. ΓAβw θ(0+(L)) = Z72 u 2r

Proof. Follows from 1.2 and the Local Square Theorem.

PROPOSITION 1.4. Le£ r = 1.

( l ) Q ( L ) n α = Q ( ί τ i ) n t t
( 2 ) 0(O+(L)) = Q(FL)F\

Proof. Suppose that 7 e Q(FL) Π XI, say Ύ = A2 + 2αB2, with
A, Be F. By the Principle of Domination 0 = ord 7 = min {ord A2,
ord 2aB2}; so A e U and Beo. Hence, 7 e Q(L) Π tl

To prove (2), note that if τ e Q(FL), there is some μ e F so that
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ordrμ 2 — 0 or 1. As above, the Principle of Domination gives Q(L)Γ)
2u = Q(FL) Π 2u. In particular, τμ2e Q(L), say τμ2 =.Q(v), veL.
Furthermore, v e P(L) since ord Q(v) = 0 or 1. On the other hand,
it is clear that 0(0+(L)) = D(L)F2 £ Q(FL)F2, and equality follows.

LEMMA 1.5. Let r = 2. Then (Q(L) Π U)^ 2 = ^ 2 U ΔF2.

Proof. Suppose 7 e Q(L) n U; say 7 = A2 + 4J52α with Aett. So
7 = A2 + AB2a = A2(l + 4(B/Ayά) = A27' where 7 ' G I I and the quadratic
defect of 7' Q 4o. Thus, 7' e F2 or 7' 6 J.P2 and the same is true
for 7.

Conversely, we need to verify that Δ e Q(L). Consider the lattices
L = <1, Aa) and JBΓ = {A, AaΔ'1). By a computation of Hubert symbols,
it follows that FL = i^^. It now follows from 93:29 [4] that L = K.
So Δ G ζ)(L) as desired.

PROPOSITION 1.6. Let r = 2. 27^™ 0(O+(L)) = (Q(FL) Π

Proo/. We first show that D{L) £ UF2. Let v 6 P(L), say
v = Ax + By. Clearly, A e U => Q(v) e ϊt. So consider A e 2o and
BeVL; write A = 2*A0, with ί ^ 1, A o eU. If t > 1, then Q(v) =
22ίA0

2 + 4α£ 2 6 4U. If t = 1, Q(v) = 4(A2 + aB2). So

J?(i;, L) = B(v, x)o = 2A0o .

Then Sv e 0(L) => 2B(v, L) = 4o £ Q(v)o => Q(v) e 4U. Thus, D(L) S
Π)F2.

Conversely, suppose that ζ e Q(FL) Π U. In that case, [ζ, ζ"1^] =
[1, a]. Consider the corresponding lattices K = <ζ, ζΓιoc) and U —
<1, α>. Since K and L' are both proper unimodular lattices on the
same space, it follows from 93:16 of [4] that K= L'. So ζ e Q<1, α>,
say ζ = A2 + aB2 with A, Beo. We consider several possibilities:

( i ) Suppose A, BeU. Then let v = 2Ax + #2/.

Q(v) = 4A2 + AaB2 = 4(A2 + aB2) = 4ζ

So QOOeζiί72

 a n d v e P ( L ) since ζ e U .

(ii) Suppose AeU,Be2o; write B = 2'50 with 2?0eIt, ί ^ 1. Let
v = Ax + P-'Boy. Then

Q(i ) = A2 + ia{22t~2BD = A2 + 22ίβ0

2α: - A2 + αJ32 = ζ

(iii) Suppose Ae2o, S e l l ; write A = 2*A0 with ί ^ 1, A o Gtl .
Let i; = 2mA0tf + By. Then
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Q(v) = 22i+2A2 + 4aB2 = 4(22ίA2 + aB2) = 4ζ .

So in any case, we have found a vector v e P(L) such that Q(v) e ζF\

PROPOSITION 1.7. Let r = 3. Then Θ(O+(L)) = Q(FL)F\

Proof. Consider v eP(L), v - Ax + By. If v eP^L), then AeU
or A € 2tt. 4eE=> Q(v) e A*P = F\ A e 2tt — Q(v) = 4(4? + 2αβ2) e
Q<1, 2α> Π U)F2. On the other hand, (Q<1, 2α> n U) S Q(Pι(-C')). Using
1.4, Q(Pι(L))F' = (Q[l, 2a] Π U)F\

If veP2(L), then by 1.2, Q(P2(L))F* = 8(Q(K) n U)F2 where ί ί =
<α, 2>. So

Q(P2(L))F* = 2(Q[a, 2] n U)F2 - (Q[2α, 4] n 2U)F2

- Q[lf 2α]

PROPOSITION 1.8. Let r — 4.

= F2 U α^ 2 U i ^ 2 U

Proof. Q(P2(L)) = 16(Q<α, 4> n U)^2 by 1.2. By 1.5, (Q(a, 4>n
U)F2 = aP U aΔF\ Also by 1.5, (3(^(1,)) = F* U 4.P2 and the result
follows.

1.9. The results of this section can now be summarized as fol-
lows:

{ΎeF:(Ύ, -2a) = +1} if r = 1, 3

if r = 2

i f r = 4
,F2 U 2rα:F2 if r ^ 5 .

IIΦ Higher dimensional cases—1-dimensional components* In
this section, let L be a lattice of dim ̂  3 with Jordan splitting

L - <1> 1 <2'*α,> 1 ± <2r»αΛ>

where r, 6 Z and αέ 6 U, i = 1, - ., w, and r, < r<+1 for i = 1, - , n - 1,

n-o.
In this section we make strong use of a theorem of O'Meara and

Pollak which states that whenever F Φ Q2, the group O(L) is generated
by symmetries of L. In order to compute Θ(O+(L)) it therefore suffices
to compute Q(P(L)). In case F= Q2, O(L) can be generated by symme-
tries of L along with the Eichler transformations Ei. But it is known
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(see [1]) that Θ(Eτ

w) = 1. Thus the problem of computing θ(0+(L)) can
again be reduced to that of finding Q(P(L)).

Theorem 2.2 gives sufficient conditions for Θ(O+(L)) = F. Then
the problem of computing Q(P(L)) is essentially reduced to the same
problem for certain binary sublattices, with the result appearing as
2.7.

NOTATION 2.1. Let L = <1> l <2r*α2> i . . l (2r*an). Then for
j = 1, ••., n - 1

Ljtj+1 = <2riαi> _L (2r^aj+1)

ζ. = 2r*+i-riaj+1a}1

r(Lj>j+1) = r i + 1 - r ,

JΓ,,i+ι = (F/.P 2 : θ(0+Lj>j+1))) .

THEOREM 2.2. Suppose there is at least one k for which r(Lkk+1) = 1
or 3. Then if r8 — rt = 2 or 4 /or αw# s, £ = 1, , n, we have
Θ(O+(L)) = F.

Proof. By 1.9, θ(0+(LkΛ+1)) has index 2 in i^and does not contain
the coset AF\ On the other hand, 1.9 also yields Δ e Θ(Q+(L')) where
U = <2r°a8) 1 <2 r^<>. Hence, ^(0 f(L)) = F.

We now wish to examine those lattices which do not satisfy the
conditions of 2.2. It is convenient to regroup the Jordan components
to obtain perhaps larger sublattices. The role of these sublattices
is made clear by 2.4.

NOTATION 2.3. Let Lx = <1, 2r*a2i , 2r8lαβl> where sλ is taken
to be the largest integer for which rj+1 — rs ^ 4 for all j = 1, ,
8X — 1 (in particular, Lλ = <1> <=> r(L l j 2) ί> 5). L2, , £ t , are defined
inductively as follows: if Lk = <2rpαp, . . . , 2r«aq) where g = p + sk,
then £|.+ 1 = (2r*+1aq+1, •• -,2r<*+sk+ia8k+1) where sfc+1 is taken to be the
larger integer for which rq+j+1 — rg+1 <̂  4 for all j = 1, , sfe+1 — 1.
Thus, we obtain a new (generally non-Jordan) splitting

PROPOSITION 2.4. Lei v e P(L). Then Q(v) e Q(vr)F2 where v' e

P(L8) for some s = 1, ••-,£'.

Proo/. Write t; = Σ*=i ^i^i where A,,- e o and Qίajy) = 2^'α^. Let
k be the largest integer for which ord (2rkAk) is minimal. Let m be
the largest integer for which m < k and rk — r w ^ 5, and let /& be
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the smallest integer for which k < h and rh — rk^> 5. Define v' =

We first verify that Q(v) e Q(v')F\ Sv e 0(L) forces ord Ak ^ 1
and ord Q(v') = rk. In particular, if s ^ A we have

rs ^ n ^ ord Q(v') + 3 .

So by the Local Square Theorem, Q(v') + A2

82
r°a3 e Q{v')F\ On the

other hand, if j < k, then Sυ e 0(L) ==> ord (2r'+1A,) ^ ord (A|2r*) =>
ord Aj + r, + 1 ^ 2 ord Afc + r* => ord Ay ^ 2 ord Afc + (rk — r, — 1).
So ord (2r*Ά)) ^ 2 ord Ak + 2(r* - rs - 1) + r, = 2 ord Afc + 2rfc - r y -
2 = ord {A\2rk) + (rfc — r5 — 2). In particular, whenever u ^ m, we
get ord ( 2 r ^ ) ^ ord (A2

k2
rή + 3 = ord Q(v') + 3. So that again Q{v') +

A^2r«αw e Q{v')F\ It now follows that Q(v) e Q(v')F\ By the choice
of m and Λ, v' e Lβ for some s.

Finally, if Ay e U for some i, m + 1 ^ A — 1, then v' e P(L8).
On the other hand, if Aj e 2o for all such i , consider v" = v'/2 e Ls.
In particular, Ak e 2U, so v" e P(LS) and Q'(v') e Q{v")F\

PROPOSITION 2.5. Let L ~ <1, 2r2α2, , 2r^α:%> ^ΐίA r< even for
all ί — 2, ••-,%. Given v e P{L), there exists v' e P(LJ>j+ί) for some
j , l £ j £ n - l , so that Q(v) e Q{v')F\

Proof. Write v = Σ?=i Λ ^i Let k be the largest integer for
which ord(2rAAfe) is minimal.

( 1 ) Suppose there exists j Φ k for which ord ( 2 r ^ ) = ord {2rkA\).
Since Sv e 0(1/), it follows that k = j + 1 and rk = r y + 2; further-
more, Afc e IX and ord Q(v) = rfe. It h Φ j , k then

ord (2r*Aϊ) ^ ord Q(v) + 2

since rΛ is even. Thus Q{v)IQ(A3xi + Ay+1a?y+ι) = 1 (mod 4o).

Consider the vector v = Aάx3 + Aj+1xj+ί. Then 2£(v, Lj,3 +1) Q
2B(v, L) £ Q('y)ί) = Q(v)o and thus veP(L y , y + 1 ) . Furthermore,

Q(P(L^+ 1)) = 2 ' iα y {τeUΛ(7, - ί , ) - +1}

by 1.6. Thus, Q(v) = 2r^+2α iέ with έ e t t and (έ, - £ y ) = + 1 . Write
Q(v) = 2^+ 2α iε with ε e U; then ε = ε (mod 4o) since Q(v)/Q(υ) Ξ 1 (mod 4o).
Hence, (ε, -?,) = + 1 and Q(v)e Q(P(Lj)j+1))F\

(2 ) So now assume that ord (2r^A2) :> ord (2r^A|) + 2 for all
i Φ k. Thus, Q(v)/2r^fcA

2

fc Ξ 1 (mod 4o). Note that Sv e 0(L) forces
ord As ^ 1. Now if both rk — rfc_i ^ 6 and rk+1 — rfc ^ 6, by the
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Local Square Theorem Q(v) e 2r^A2

kakU
2. In particular, Q(v)e

Q(P(Lk>k+1))F2. Otherwise, one of rk — rk_y and rk+x — rk is <Ξ 4; let
us say that rk+1 -rk^4. Then Q(v) e 2r*A*kakF* U 2r*A\akΔF2 Q
Q(P(Lk,k+1))F2 by 1.6 and 1.8.

PROPOSITION 2.6. Let L = <1, 2r2a2, , 2rnan) with r< a multiple
of 3 for each i — % , n. Given v e P{L), there exists v' e P(Ljyj+1)
for some j , 1 ^ j <: n — 1, so that Q(v) e Q{v')F\

Proof. The proof is analogous to proof of 2.5. Using the no-
tation of that proof, if AkeU, then Q{v) e Q(P(Lk.uk))F2; if Ake2U,
then Q(v)eQ(P(LkΛ+1))F2. When Sυe0(L), these exhaust all possi-
bilities.

THEOREM 2.7. Suppose that L does not satisfy the hypotheses
of 2.2. Then

Θ(O+(L)) = [ Π Q W : V< e P{Lh,h+1\ 1 ̂  i, ύ n - l} .

Proof. Consider the splitting L = Lγ ± 1 Lt>.

First suppose that r(Lkyk+1) Φ 1, 3 for any A. Then, for each i,
Lt satisfies either dim L, = 1 or L, ^ <2rε><l, 2r2/92, •••, 2r*iSm> with
each r'j even, and the result follows from 2.4 and 2.5. On the other
hand, if r8 — rt Φ 2, 4 for any s and £, then for each i, Li satisfies
one of following: dimL^ = 1, dimLi = 2, or L̂  s <2rε><l, 2r2/92, ,
2r^/Sw> with each of the rj a multiple of 3. The result then follows
from 2.4 and 2.6.

REMARK 2.8. The result of 2.7 may not be true for a lattice L
satisfying the hypotheses of 2.2. For example, consider L = <1, 2, 4>
over the field F = Q2. In this case, the binary sublattices Lίtί+ί do
not carry all the information about Θ(O+(L)). Indeed, Θ(O+(L)) = F,
while the right hand side in Theorem 2.7 only gives those field elements
c Φ 0 such that the Hubert symbol (c, - 2 ) = + 1 .

Ill* Higher dimensional cases—Arbitrary components* In this
section we handle the remaining cases in which L is a lattice of
dimension >̂ 3 with at least one Jordan component of dimension ^ 2.
For most cases, it suffices to examine the orders of the elements Q{v),
v eLi for each component Lt.

Following [4], let A{a, β) denote the lattice with matrix C^β\ for

a, β eF. Then all of the unimodular binary lattices over F are
isometric to one of the following:
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A(0f 0), A(l, 0), A(2, 2p), A(l, Ap\ A(ε, 2δ) where ε, δ e t t .

DEFINITION 3.1. A lattice L has "even order" if Q(P(L)) Q VLF2; L
has "odd order" if Q(P(L)) £ 2VLF2.

PROPOSITION 3.2. Let L be unimodular.
(1) Suppose dim L — 2.

L fcαs odd order <==> L ~ A(0, 0) or L = A(2, 2|θ) ,

L has even order *=> L = A(l, 0) or L = A(l, 4 )̂ .

(2 ) Suppose dim L ^ 3. T%ew

F = > L &αs odd order .

Proo/. Note that #(0+(L)) = IIJF2 forces the parity of all elements
of Q(P(L)) to be the same.

Suppose that L s A(0, 0), A(l, 4p), A(2, 2p), A(l, 0). Then
Θ(0+(L)) = UF2 (see [2]) and the lattice L has odd or even order
depending upon whether L is improper or proper, respectively. But
if L s A(e, 2δ) then ^(0+(L)) - Q[l, d]F2 where d - det L, by Propo-
sition B of [2]. Since d Φ — 1, — J, there is β e U for which (2/9, -d) =
+ 1; that is, 2/3 e Q[l, d]F\ Thus, ^(0+(L)) g UF2. This completes
proof of 1).

Now let d i m L ^ 3 . By Proposition A in [2], if #(0+(L)) Φ F
then L is improper. So, L is split by A(0, 0) (see 93:18, [4]), and
A(0, 0) primitively represents all prime elements. Hence, L must have
odd order.

LEMMA 3.3. Suppose that L has odd order, and the norm xiL
of L is contained in 2o, then the lattices K — A(0, 0) J_ L and M =
A(2, 2̂ 0) i L both have odd order.

Proof. First, consider K. Let v e P(K) where v — Ax + By + z,
with A, Beo and z €L . (a) Suppose ordQ(z) < ord(2AB). Sve0(K)
gives 2B(y, K)QQ(v)o. If Ax + By is maximal, say A eXL, then, B(v, y)
is a unit and Q(z) and Q(^) are both prime elements. If Ax + By
is nonmaximal, then z is maximal. But, z e P(L) since 2J3(2, L) £
2B(vf K) Q Q(v)o = Q(z)o. As L has odd order, this completes this
case, (b) Suppose ord Q(z) ̂  ord (2AB). This time Sv e 0(K) yields
2£(v, iί) Q Q(v)o S (2AS)o. In particular, 2B(v9 y) = 2A. Hence, 5
is a unit. Similarly, A is a unit. Hence, ord Q(v) = 1.

Next, consider M, and let v be as above. The case for ord Q(z) <
ord Q(Ax + By) is easier so we suppose ord Q(z) ^ ord Q(Ax + By).



80 A. G. EARNEST AND J. S. HSIA

This time Sv e 0(M) gives 2B(v, M) Q Q(v)o £ Q(Ax +By)o. A straight-
forward calculation shows the case of neither A nor B is a unit can
not occur. But, if either A or B is a unit, then ord Q(Ax + By) = 1.
When A (resp. B) is a unit, then 2B(v, y) = 2(A + 2ρB) (resp. 2B{v, x) =
2(2 + B)) shows ord Q(v) = 1.

LEMMA 3.4. Suppose that L has even order, %L £ 2o. Then
A(l, 0) _L L = K and A(l, 4ρ) J_ L δoέA have even order.

Proof. We treat only the case K. As before, consider a vector
v e P(JK") with v = Ax + £# + z, A, Beo, zeL.

(1) Suppose ord Q(z) < ord (A2 + 2AS). If Ax + £?/ were a
maximal vector in A(l, 0), then 2B(v9 K) = 2o and we deduce Q(z) e 2U.
But, L has even order and so a contradiction. Thus, Ax + Ify is not
maximal which means z is. Sυ e 0(K) implies then z e P(L). Thus,
ord Q(v) = ord Q(̂ ) is even.

(2) Suppose ord Q(z) ̂  ord (A2 + 2A£). This time we have
2B(v, x)o = 2(A + B)o Q (A2 + 2AB)o. If A is a unit, then so is Q(v).
If B is a unit, then the containment forces A also to be a unit, and
again Q(v) becomes a unit. Thus, the only possibility is that
ord A = 1 and ord B ^ 1. But, in this case ord Q(v) = ord (A2 +

= 2.

LEMMA 3.5. Suppose that L has even order, $L Q 2o. Then, for
ε GIX, we foowe K = <ε> J_ L feαs eve^ order.

Proof. Consider the vector v e P(K) where v = Ax + y, Aeo,
yeL. The case of A e U is trivial. So, let A <£ U. Then, 2/ e P(L) so
if ord Q(v) = ord Q0/) the result follows since L has even order. But,
if ord Q(y) = ord A2, then S, 6 O(K) gives ord 2J?(v, a?) = ord 2A ^
ord Q(v) ^ ord A2, forcing ord A = 1 and ord Q(t ) = 2.

LEMMA 3.6. Suppose that L has odd order, and$LQ4o. Then,
for sett, the lattice K = <2ε> JL L Aαs oώώ order.

Proof. Follows as in 3.5. Or, scale by a factor 1/2 and apply
3.5.

LEMMA 3.7. Let L be unimodular with odd order dim L ̂  3;
let L' have odd order, xiU £ 2o. Then, K = L ± L' has odd order.

Proof. L is isometric to either A(0, 0) 1 1 A(0, 0) or to
A(0, 0) _L _L A(2, 2p). In any case, Lemma 3.3 applies.
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Now, let L be an arbitrary lattice with Jordan splitting L —
Lt± ••• ±Lt with dim Lk ^ 2 for at least one k. We determine

THEOREM 3.8. Suppose at least one Lt has dimension ^ 3. Then,

Θ(O+(L)) = F unless L3 has odd order for all j = 1, •••, t. In the

exceptional case, Θ(O+(L)) = VLF2.

Proof. If L has a component Lt of dim ^ 3 of even order, then
[2] gives θ(0+(Li)) = F. So, we may assume that any component Lt

of dim ^ 3 has odd order, in which case [2] gives θ(0+(Li)) = UF\
Then if L has only components L3 of even order, 0(O+(L)) — F.
The only other possibility is that L has a binary component of the
kind 2rA(ε, 2δ) with ε, δ e II, and r ^ 0. But any such component
primitively represents elements of both odd and even order. So, it
remains to show that if all Jordan components of L have odd order,
then L has odd order, thereby 0(0+(L)) = UF\ This result follows
from 3.3, 3.6 and 3.7 by induction on the number t of Jordan com-
ponents.

We need some more lemmas in order to handle the case of a
Jordan splitting with dim Lt :g 2 for every i.

LEMMA 3.9. Suppose L = M _ι_ 2rMr where M = A(a, 2b), M' =
A(a', 2V) and a, b, af, V are units, and 0 < r £ 3. Then, θ(0+(L)) = F.

Proof. Let M and M' above be adapted to bases {x, y), {u, v}
respectively. First note that θ(0+(M)) = {ceF\ (c, 1 - 2ab)) = +1}.
L contains the sublattices Lx = ox 1 ou ~ (a, 2V> and L2 = ox 1 ov =
<α, 2r+τδ'>. If r = 1 or 3, consider Lt. Every rotation of Lx extends
trivially to a rotation of L so that 0(O+(L)) 2 θ(0+(LJ). The latter
is just the set {feF\(f, -2αα') = +1}. But, Jeβφ+iLJ). Hence,
0(O+(L)) = F.

If r = 2, consider L2. We claim that every vector w = Ax + Bv
in P(L2) also yields w e P(L). If this claim is Verified, then once
again θ(0+(L)) contains 0(O+(L2)) and the same argument as before
prevails. To show this claim, let z = cxx + c2y + c3w + c4v, each ct e o.
Since w e P(L2) it suffices to check that 2B(w, c2y + c2u) e Q(w)o. This
one checks routinely.

LEMMA 3.10. Suppose L — M ± 2W, where M, M as in Lemma
3.9. If the spaces FM and FM' are nonisometric, then θ(0+(L)) = F.
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Proof. Put d = — detikf. Scaling permits us to assume a = 1.
As Θ(O+(M)) already has index two in F, it suffices to show Θ(O+(L))
catches an element in F not represented by the binary space
FM=[1, — d\. Since FM and FMf are nonisometric, Q(M') is not
contained in Q(M). Since every maximal vector of M' lies in fact
in P(M'), there must be a maximal vector w in M' with Q(w) £ Q{FM).
Clearly, the symmetries Sw and Sx e 0(L). Now, Θ(SWSX) = Q{w)F2 is
not contained in Θ(O+(M)) = Q[l, d]F 2 . We are done.

REMARK 3.11. In general, for L = 28M _L 2*ikΓ, where M, M' are
as in Lemma 3.9, if the associated spaces F(2*M) and F(2*M') are
nonisometric, then Θ(O+(L)) = F.

LEMMA 3.12. Suppose L = Lx l 2r2L2 JL . j_ 2rt L,

Li = A(aif 2bt) , α,, δ̂  6 U, αtwί r i + ι — rά ^ 5

/or i = 1, , t — 1. Furthermore, assume the associated subspaces
F(2riLi) are pairwise isometric. Then, Θ(O+(L)) = ^(O+ίL,)) ̂  F.

Proof. Let veP(L) with v = Σ U ̂ > where zt = AtXt + Bijfif

AiyBiGo, Q(Xi) = 2riaif 2^(26^) = Q{y%). Let A; be a subscript for
which ord Q(zk) is minimal. Using Sv e 0(L), in particular, 2B(v9 xk)
and 2B(v, yk) both lie within Q(zk)o. Hence, if ord Ak > ord Bk, then
Bk must be a unit and Q(sfc) G 2r^+1U. And if ord Ak ^ ord Bfc, then
ord Ak ^ 1, so that ord Q(zk) ̂  2r^+2.

Consider j > k. We have ord Q{z3) ̂  ord Q(zk) + 3. On the
other hand, for j <k, again using Sve0(L), one sees that both
2r^\Aά + 25 i δ, )σ and 2^+1(Adaj + .B^o are contained in 2r*(A\ak +
2BI6A + 2AkBk)o. Therefore, Ah B3 are both inside 2rk~r^-\A2

hak +
2S|δΛ + 2AkBk)o. When A* is a unit, i.e. ord Q(zfc) = 2r*, then 4}, JS|,
and AJBJ belongs to 2f(r*-rί-1}o which gives Q(zj) e 2 r ^ r ^ 2 2^o C 2 3Q(^>.
And when Afc is a nonunit, Ay, 2?,- are both inside 2rk~rw which implies
Q(zj) e 252r^o S 2*Q(zk)o. Thus, we always have: ord Q{v) = ord Q(2*)
and moreover, by Local Square Theorem, Q(v) e Q(zk)F2. Hence,
0(O+(L)) = Q(F(2r*Lk)F2 = Θ(O+(L<)) for any i.

REMARK 3.13. Since for any i, ^(O+ίLJ) = Q[l, -d^F2, where
dί = - d e t L , = 1 - 2aibi. In particular, ΔF2eθ(^{L%)). The same
proof, therefore, extends the validity of Lemma 3.12 to the case
where we require that the exponents satisfy: rj+ι — L,-^ 4 for j =
1, •••, t — 1. All other conditions remain unchanged.

Summarizing, we have the following theorem:

THEOREM 3.14. Suppose L = Lx 1 2r2L2 ± 12 r t L t is a Jordan
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splitting for L, and dim Lt ^ 2 for every i and with at least one
component, say Lίo being binary. Then, Θ(O+(L)) is determined as
follows:

(i ) If all Li have odd (or all have even) order, then Θ(Q+(L)) — UF2.
(ii) // there is a binary component Lj with odd (even) order

and a component Lk with even (odd) order, then Θ(O+(L)) = F.
(iii) Suppose Li = A(aif 26J for some i with ai9 bt e U,

(a) If there is a binary component of either odd or even
order, then #(0+(L)) = F.

(b) If there is some L3 — A(ajf 2b j) such that the associated
spaces F(2rίLi) and F(2rίLj) are nonisometric, then Θ(O+(L)) = F.

(iv) Suppose Li = A(aι, 2b%) whenever dim L~2, then Θ(O+(L))^F
if and only if

(a) the associated spaces of all binary components are iso-
metric,

(b) for any unary component, say Lk — (εk), εk e tt, the Hilbert
symbol (2rkεk, — detL ίo) = + 1 , and

( c) rj+1 - r, ^ 4 for j = 1, - , t - 1.
In the exceptional case described in iv) we actually have Θ(Q+(L)) =
U(0+(Li0)) = {ceF\(c, -detLi0) - +1}.

REMARK 3.15. After a Jordan decomposition for L — Jx l 1 Jt

is obtained, the forms of the components can be easily determined.
In case the dimension of J€ is greater or equal to 3 it suffices to
check whether Jt is proper or improper. In the binary cases, it
suffices to compute xtJi9 gj^ and the associated spaces

IV* Application to a theorem of Kneser* In this section we
apply the results of §§ II and III to improve a theorem of Kneser
[3, Satz 5], which gives sufficient conditions, in terms of the reduced
determinant (a la Eichler [1]), for an indefinite lattice over Z to have
class number 1.

The notation of this section will conform to that of [4]. In
particular, when L is a lattice over Z, nL denotes the Z-module
generated by the subset Q(L) of Q. Define the reduced determinant
d'L to be the determinant of the lattice obtained from L by scaling
by a'1 where ΆL is generated by a. The formulation of the original
Kneser's theorem will be modified to conform to our notational con-
ventions and is stated here for reference.

THEOREM (Kneser). Let L be an indefinite lattice over Z with
dimL = n ^ 3. // d'L = ± JJP p

sp and (i) sp < n(n — l)/2 whenever p
is odd, and (ii) s2 < n(n — 3)/2 + [{n + l)/2] = b2 (where [ ] denotes the
greatest integer function), then the class number h(L) = 1.
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The bounds given for sp for p odd are the best possible. How-
ever, we now show that the bound b2 can be considerably improved.
Furthermore, the new bounds obtained here will be shown to be the
best possible.

THEOREM 4.2. Suppose L is indefinite over Z, and dimL = n ^ 3.
// d'L = ± ΠP V8p and (i) sp < n(n — l)/2 whenever p is odd, and
(ii) s2 < n(n — 1) = b2, then h{L) = 1.

We break the proof of the theorem into two parts which we state
separately as lemmas.

LEMMA 4.3. Let L be as in the theorem. If L satisfies condition
(i) and if the localization L2 of L at p = 2 has a Jordan component
L2 which has dim L'z ^ 2, then h(L) = 1.

Proof. The condition (i) assures that Θ(Q+(LP)) 2 UPQ
2

P whenever
p is odd. If dim L2 ^ 3 or if dim L2 = 2 with L2 & 2ιA{a, 2b), a, be U2,
then 0(O+(L2)) 2 U2Q

2

2 (see [2]) and h(L) = 1.

So we assume L2 = 2tA(a, 26) with a, bett2. Then the index

[Q2/Q2: β(0+(L'2))] = 2, so that either 0(O+(L2)) = Q2 or

θ(0+(L2)) = θ(0+(Ld) = {ceQ2\ (c, - d e t L2)2 = +1} .

In the first case, the proof is finished; for the second case, note that
0(O+(L2)) Π VL2Qi = QIU 5QI since - d e t L[ e U2Q

2

2\5Ql.

Now, in the indefinite situation h(L) is equal to the order of
the factor group JQ/PQJQ. SO in the remaining case above, take an
element i e PQJ%. Since JQ = PQJS

Q, it suffices to take i to belong to
JS

Q, i.e. ip e VLP for all finite primes p. If i2 e Q\ U 5QI, then i e J%; if
i2eSQtU7Ql, then ie(-l)J%.

LEMMA 4.4. Let L be as in the theorem. If L satisfies condition
(i) and if h(L) Φ 1, then s2 ^ n(n — 1).

Proof. By 4.3, L2 must have a Jordan splitting consisting of
only 1-dimensional components, say

2"*L2 = (ε,) ± <2r*e2> 1 1 (2^ε%)

with εt e U2, r,eZ with 0 = n < r2 < < rn and k = ord2 (α) where
xιL2 — aZ2.

It suffices to verify that rβ ^ 2(j - 1) for j = 3, , n, and that
r2 + r3 ^ 6. If r2 = 1 and r3 ^ 5 or if r2 = 2 and r3 = 3, it follows
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from 2.2 that 0(O+(L2)) 2 XLjQl So, in any case, r3 ^ 4 as desired
and r2 + r3^ 6.

Assume that rά ^ 2(j — 1) for j = 3, , m < n, and verify that
rm+1 ^ 2m. First note that if rm ^ 2m, then the result is immediate.
So, rm = 2m — 2 or rw = 2m — 1, and rm — rw_x <̂  3. If rm — rm_x = 1
or 2, then arguing as above gives rm+1 ^ rm_x + 4 as desired. If
rm - rm_x = 3, then rm = 2m - 1 and rm+1 ^ 2m.

Thus r3 ^ 2(j — 1) for j = 3, , w. The result follows as

= Σ ry ^ 6 +
13=1

6 + 2 Σ 0" - 1) = 2 Σ 0" - 1) = w(n - 1) .
4

REMARK 4.5. Although the difference 62 — 2δ2 tends to infinity
as n grows large, one sees l inv^ 6a/262 = + 1 . The bound b[ is the
best possible for any value of n because the lattice L = < — 7, 22, 2*,
...>22("~1)> satisfies the condition (i) of 4.2 but has class number 2
and s2 = w(w — 1). [Strictly speaking, we should be discussing in
terms of proper class number; of course, when n is odd there is no
distinction.] When L is a definite lattice, there is an analogous
theorem giving sufficient conditions for g+(L) = 1 (the number of
proper spinor genera in the genus of L). The bound b" obtained there
is not as large as br

2 because such a lattice may have binary 2-adic
Jordan components but still not have g+(L) = 1. See a comparison
table given below.

THEOREM 4.6. Suppose L is a definite lattice over Z with
dim L = n ^ 3. If d'L = ± Πj> PSp and (i) sp < n(n — l)/2 whenever
p is odd, and (ii) s2 < n(n - 3) + 2[(n + l)/2] = δ"( = 2δ2), then g+(L) = 1.

The proof follows from 3.14 using an argument analogous to
the proof of [3, Satz 5].

REMARK 4.7. The bound δ2' is again the best possible for any
value of n since the lattice L=(l, 1, 24,24, 2 8,..., 22k) with k = [(n-ΐ)/2],
satisfies the condition (i) of 4.6 but has g+(L) = 2 and s2 = n(n — 3) +
2[(n

TABLE 4.8.

n

3

4

5

6

7

8

9

62

2

4

8

12

18

24

32

40

4

8

16

24

36

48

64

80

W
6

12

20

30

42

56

72

90
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