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#### Abstract

The notion of a $Q$-function and M. G. Kreǐn's formula for the generalized resolvents of a symmetric operator are extended to the case of a symmetric linear relation. Applications to linear non-densely defined bounded operators as well as to semibounded linear relations are given.


In some problems related to the spectral theory in Hilbert space it is more natural and at the same time often less restrictive to use symmetric linear relations (in the terminology of [1], subspaces in the terminology of [2-4]) instead of symmetric operators. Hence the question arises if the theory of generalized resolvents of symmetric operators can be extended to symmetric linear relations. In [4] a description of all generalized resolvents of a symmetric linear relation was given, following the lines of A. V. Straus [5] in the operator case. It is the aim of this paper to generalize M. G. Krein's formula for the generalized resolvents of a symmetric operator (see $[6,7]$ ) to the symmetric linear relation case. This can be done rather easily by means of the Cayley transformation, using the results of [8]. However, in this connection there arise natural problems and questions: To introduce and to study the $Q$-function of a linear relation, to prove criteria for the selfadjoint extension of the given symmetric linear relation being an operator, to study the special case of a bounded nondensely defined operator etc.

After the necessary definitions and their simple consequences in $\S 1$, the $\S 2$ is devoted to a study of the $Q$-function. From arguments similar to those in $[9,10]$ it follows that every function $Q$, whose values are bounded operators in a Hilbert space and which is holomorphic in the upper half plane and has the property
$\operatorname{Im} Q(z) \gg 0$ if $\operatorname{Im} z>0$
is a $Q$-function of a symmetric linear relation. Let us remind here that in the operator case besides (*) additional conditions appear (see [9]). In $\S 3$ the generalization of M. G. Kreǐn's formula to symmetric linear relations is proved. In terms of the $Q$-function a necessary and sufficient condition for a minimal selfadjoint linear relation extension
to be an operator follows. In $\S 4$ we give a description of all generalized selfadjoint contraction resolvents of a symmetric nondensely defined contraction $T$, which is equivalent to a recent result of M. G. Kreǐn and I. E. Ovčarenko [11, 12]. Moreover, we consider those generalized resolvents of $T$, which correspond to minimal selfadjoint extensions having their spectra in an interval $[\alpha, \beta],-\infty \leqq \alpha \leqq-1$, $1 \leqq \beta \leqq \infty$. As an application some statements about nonnegative linear relations are proved, which complete corresponding results of E. Coddington $[2]^{1}$.

Finally we mention that some statements of this paper can be generalized to the case of unequal defect numbers (for the operator case see e.g., [14]) as well as to symmetric linear relations in a $\Pi_{\kappa^{-}}$ space, which will be considered elsewhere.

This paper ia dedicated to Professor M. G. Kreín, to whom we are obliged not only for many inspiring ideas in his works and personal communications, but also for our acquaintance.

1. Preliminaries. 1. Let $\mathscr{S}_{\mathcal{L}}$ be a Hilbert space. A closed linear relation (c.l.r.) in $\mathfrak{S}$ is a (closed) subspace of $\mathfrak{S}^{2}=\mathfrak{S} \oplus \mathscr{K}$ (see [2], [3], [4]). Evidently, the graph of a closed linear operator in $\mathfrak{K}$ is a c.l.r. $T$ in $\mathscr{F}$ with the property that

$$
\begin{equation*}
\{0, g\} \in T \quad \text { implies } \quad g=0 \tag{1.1}
\end{equation*}
$$

and, vice versa, a c.l.r. $T$ with this property is the graph of a closed linear operator in $\mathfrak{S}$. In the following we therefore identify closed linear operators and c.l.r. with the property (1.1), that is, instead of $\{f, g\} \in T$ in this case we shall also write $g=T f$. If $T$ is a c.l.r. in $\mathfrak{S E}$ we put

$$
\begin{aligned}
\mathfrak{D}(T): & =\{f:\{f, g\} \in T\}, \mathfrak{R}(T):=\{g:\{f, g\} \in T\} \\
T(f): & =\{g:\{f, g\} \in T\}
\end{aligned}
$$

The sum of two c.l.r. and the product of a c.l.r. with a complex number are defined in the usual way (see e.g., [2]). The inverse of a c.l.r. $T$ is the c.l.r.

$$
T^{-1}:=\{\{g, f\}:\{f, g\} \in T\}
$$

and the adjoint $T^{*}$ of $T$ is defined by

$$
T^{*}:=\{\{h, k\}:(g, h)=(f, k) \quad \text { for all } \quad\{f, g\} \in T\}
$$

Two c.l.r. $T$ in $\mathscr{S}$ and $T^{\prime}$ in $\mathfrak{S}^{\prime}$ are called unitarily equivalent if there exists an isometric mapping $V$ of $\mathscr{S}$ onto $\mathfrak{S}^{\prime}$ such that $\{V x, V y\} \in$ $T^{\prime}$ if and only if $\{x, y\} \in T$.

[^0]Every c.l.r. $T$ in $\mathscr{S}$ can be decomposed into a direct and orthogonal sum

$$
\begin{equation*}
T=T_{0} \oplus T_{\infty},^{2} \tag{1.2}
\end{equation*}
$$

where $T_{0}$ is a closed linear operator, $\mathfrak{D}\left(T_{0}\right)=\mathfrak{D}(T)$, and $T_{\infty}:=$ $\{\{0, g\} \in T\}$.

Suppose now that the space $\mathfrak{S C}_{\text {c }}$ is the orthogonal sum $\mathscr{S}_{\mathrm{C}}=\mathfrak{S}_{0} \oplus \mathscr{S}_{1}$ of two subspaces $\mathfrak{K}_{0}, \mathfrak{K}_{1}$ with corresponding orthogonal projectors $P_{0}, P_{1}$ resp. and that the c.l.r. $T$ in $\mathscr{S}_{2}$ has the form $T=T_{0} \oplus T_{\infty}$, where $T_{0}$ is a c.l.r. in $\mathscr{S}_{0}$ and $T_{\infty}=\left\{\{0, g\}: g \in \mathscr{S}_{1}\right\}$. Let $Q$ be a bounded linear operator in $\mathscr{S}$ with $\mathfrak{D}(Q)=\mathscr{S}$ and suppose that the inverse $\left(T_{0}+P_{0} Q P_{0}\right)^{-1}$ in $\mathscr{S}_{0}$ is an operator. Then $(T+Q)^{-1}$ is also an operator and we have

$$
\begin{equation*}
(T+Q)^{-1}=\left(T_{0}+P_{0} Q P_{0}\right)^{-1} P_{0} \tag{1.3}
\end{equation*}
$$

Indeed, $(T+Q)^{-1}=\left\{\left\{Q f_{0}+g_{0}+g_{1}, f_{0}\right\}:\left\{f_{0}, g_{0}\right\} \in T_{0}, g_{1} \in \mathscr{S}_{1_{1}}\right\}$. Now $Q f_{0}+$ $g_{0}+g_{1}=0$ implies $P_{0} Q P_{0} f_{0}+g_{0}=0$, hence $f_{0}=0$ as $\left(T_{0}+P_{0} Q P_{0}\right)^{-1}$ is an operator. Evidently $(T+Q)^{-1} g_{1}=0$,

$$
(T+Q)^{-1}=\left\{\left\{P_{0} Q P_{0} f_{0}+g_{0}+g_{1}, f_{0}\right\}:\left\{f_{0}, g_{0}\right\} \in T_{0}, g_{1} \in \mathscr{S}_{1_{1}}\right\}
$$

which is equivalent to (1.3).
2. A c.l.r. $T$ is called dissipative if

$$
\{f, g\} \in T \quad \text { implies } \quad \operatorname{Im}(g, f) \geqq 0,
$$

maximal dissipative if $T$ is dissipative and $T^{\prime} \supset T, T^{\prime}$ dissipative imply $T^{\prime}=T$, and symmetric if

$$
\{f, g\} \in T \quad \text { implies } \quad \operatorname{Im}(g, f)=0
$$

It is easy to see that a c.l.r. $T$ is symmetric if and only if $T \subset T^{*}$. A c.l.r. $T$ is called selfadjoint if $T=T^{*}$.

By a fundamental theorem of Arens [1], the c.l.r. $T$ is selfadjoint if and only if $T_{0}$ in the decomposition (1.2) is a selfadjoint operator in $\mathfrak{S}_{0}=\mathfrak{R}\left(T_{\infty}\right)^{\perp}$.

Let $T$ be a symmetric c.l.r. in $\mathscr{S}_{2}$. If $A$ is a bounded selfadjoint linear operator in $\mathscr{S}$ with $\mathfrak{D}(A)=\mathscr{S}$ the symbol $T \geqq A$ means $(g, f) \geqq$ $(A f, f)$ for all $\{f, g\} \in T$, and $T \leqq A$ is defined in the usual way as $-T \geqq-A$. However, the writing $A \leqq T \leqq B$ with two bounded selfadjoint operators $A, B$ means that $T$ is also an operator and that these inequalities hold in the usual operator sense. A symmetric c.l.r. $T$ is called nonnegative if $T \geqq 0$.

Let $T$ be a symmetric c.l.r. in $\mathfrak{S c}$. We define

[^1]$$
\mathfrak{M}_{z}:=\mathfrak{R}(T-z I), \mathfrak{N}_{z}=\mathfrak{M}_{z}^{\perp} .
$$

There exist two cardinal numbers $n_{+}$and $n_{-}$, the upper and lower defect numbers of $T$, such that we have

$$
\operatorname{dim} \Re_{\bar{z}}=n_{ \pm} \quad \text { for all } z \in C_{ \pm} \cdot \cdot^{3}
$$

The Cayley transform $\mathfrak{๒}_{z_{0}}(T)\left(z_{0} \neq \bar{z}_{0}\right)$ of the c.l.r. $T$ in $\mathscr{F}$ is defined as

$$
V:=\mathfrak{Æ}_{z_{0}}(T):=\left\{\left\{g-z_{0} f, g-\bar{z}_{0} f\right\}:\{f, g\} \in T\right\},
$$

the inverse $\mathfrak{F}_{z_{0}}$ of the Cayley transformation $\mathfrak{C}_{z_{0}}$ is given by

$$
T=\Im_{z_{0}}(V):=\left\{\left\{g-f, z_{0} g-\bar{z}_{0} f\right\}:\{f, g\} \in V\right\}
$$

If $T$ is symmetric, $V$ is an isometric operator in $\mathscr{S}$ with $\mathfrak{D}(V)=\mathfrak{M}_{z_{0}}$, $\mathfrak{R}(V)=\mathfrak{M}_{\bar{z}_{0}}$. The Cayley transformation $\mathscr{C}_{z_{0}}$ establishes a one-to-one correspondence between the set of all symmetric (selfadjoint) c.l.r. $T$ in $\mathscr{S}$ and the set of all isometric (unitary resp.) operators $V$ in $\mathfrak{S}$. If $z_{0} \in C_{-}, \bigodot_{z_{0}}$ also defines a one-to-one correspondence between the set of all dissipative (maximal dissipative) c.l.r. $T$ in $\mathscr{S}$ and the set of all contractions $V$ (contractions $V$ with $\mathfrak{D}(V)=\mathfrak{S}$ resp.) in $\mathfrak{S c}$. If $T, T^{\prime}$ are two c.l.r. in $\mathfrak{K}$ and $\mathscr{S}^{\prime}(\supset \mathfrak{K})$ resp. with $T \subset T^{\prime}$, then $T^{\prime}$ is called an extension of $T$. If in this case $\mathfrak{S}^{\prime}=\mathfrak{K}$, then $T^{\prime}$ is said to be a canonical extension of $T$. Evidently $T \subset T^{\prime}$ is equivalent to $\sqsubseteq_{z_{0}}(T) \subset$ $\mathfrak{E}_{z_{0}}\left(T^{\prime}\right)$. It is well known (see e.g., [4]) that every symmetric c.l.r. admits selfadjoint extensions and that it admits canonical selfadjoint extensions if and only if its defect numbers $n_{+}$and $n_{-}$are equal.

With the Cayley transformation $\overparen{\Im}_{z_{0}}$ we consider the mapping

$$
\begin{equation*}
z \longrightarrow \lambda(z):=\left(z-\bar{z}_{0}\right)\left(z-z_{0}\right)^{-1} \tag{1.4}
\end{equation*}
$$

of the compact complex plane into itself. An easy calculation yields

$$
V-\lambda(z) I=\left\{\left\{g-z_{0} f,\left(\bar{z}_{0}-z_{0}\right)(g-z f)\right\}:\{f, g\} \in T\right\},
$$

hence

$$
\begin{equation*}
R(V-\lambda(z) I)=R(T-z I) \tag{1.5}
\end{equation*}
$$

The spectrum $\sigma(T)$ of the selfadjoint c.l.r. $T$ is by definition the spectrum of its operator part $T_{0}$, the extended spectrum $\sigma_{e}(T)$ of $T$ is $\sigma(T)$ if $T=T_{0}$ and $\sigma(T) \cup\{\infty\}$ if $T \neq T_{0}$. With the mapping $\lambda$ introduced above we have $\lambda\left(\sigma_{e}(T)\right)=\sigma(V), \lambda(\sigma(T))=\sigma(V) \backslash\{1\}$. The resolvent set $\rho(T)$ (extended resolvent set $\rho_{e}(T)$ ) is the complement of $\sigma(T)\left(\sigma_{e}(T)\right.$ resp.).

If $T$ is a selfadjoint c.l.r. in $\mathscr{S}$ and $z \in \rho(T)$, then (1.3) implies

$$
\begin{equation*}
(T-z I)^{-1}=\left(T_{0}-z I\right)^{-1} P_{0}, \tag{1.6}
\end{equation*}
$$

[^2]where $P_{0}$ again denotes the orthogonal projector onto $\overline{\mathfrak{D}\left(T_{0}\right)}=\mathfrak{R}\left(T_{\infty}\right)^{\perp}$.
A subspace $\mathscr{S}_{1}$ of $\mathscr{S}_{c}$ is called a reducing subspace of the dissipative c.l.r. $T$ if $\mathfrak{S}_{1}$ is a reducing subspace of the Cayley transform $V=$ $\mathfrak{C}_{-z_{0}}(T), \operatorname{Im} z_{0}>0$, that is if $\mathfrak{D}(V)$ decomposes as
$$
\mathfrak{D}(V)=\mathfrak{D}_{1} \oplus \mathfrak{D}_{1}^{\prime}, \mathfrak{D}_{1} \subset \mathfrak{K}_{1}, \mathfrak{D}_{1}^{\prime} \subset \mathfrak{S}_{1}^{\perp}
$$
and we have $V \mathfrak{D}_{1} \subset \mathfrak{S}_{1}, V \mathfrak{D}_{1}^{\prime} \subset \mathfrak{S}_{1}^{1}$. Denote by $V_{1}$ the operator $\left.V\right|_{\mathbb{D}_{1}}$ in $\mathfrak{K}_{1}$. Then the c.l.r. $T_{1}:=\mathfrak{F}_{-z_{0}}\left(V_{1}\right)$ is called the c.l.r. induced by $V$ in the reducing subspace $\mathscr{S}_{1}$.
3. The symmetric c.l.r. $T$ in $\mathscr{S}$ is called simple if
\[

$$
\begin{equation*}
\mathfrak{N}=\text { c.l.s. }\left\{\Re_{z}=\Re(T-\bar{z} I)^{\perp}: z \neq \bar{z}\right\} .^{4} \tag{1.7}
\end{equation*}
$$

\]

Evidently, (1.7) is equivalent to

$$
\bigcap_{z \neq \frac{1}{z}} \mathfrak{M}_{z}=\{0\}
$$

Since for arbitrary $z \in C$ and c.l.r. $T$ we have $\Re\left(T_{\infty}-z I\right)=\Re\left(T_{\infty}\right)$, a simple symmetric c.l.r. is an operator. Moreover, it is not difficult to see that for a simple c.l.r. $T$ in $\mathscr{F}$ there is no subspace $\mathscr{K}_{1}$ in $\mathscr{K}$ which reduces $T$ and on which $T$ induces a selfadjoint operator.

Proposition 1.1. A symmetric c.l.r. $T$ in $\mathfrak{S}$ is the orthogonal sum $T=T_{\mathfrak{m}} \oplus T_{s}$ of a selfadjoint c.l.r. $T_{\mathfrak{M}}$ in $\mathfrak{M}:=\bigcap_{z \neq \bar{z}} \mathfrak{M}_{z}$ and $a$ simple symmetric c.l.r. $T_{s}$ in $\mathfrak{M}^{+}$.

Proof. Choose $z_{0} \neq \bar{z}_{0}$ and consider the Cayley transform $V$ := $\complement_{z_{0}}(T)$. It is an isometric operator and can hence be written as the orthogonal sum of a (uniquely determined) unitary operator $V_{\Re^{\prime}}$ in a subspace $\mathfrak{M}^{\prime}:=\bigcap_{|\lambda| \neq 1} \Re(V-\lambda I)$ of $\mathfrak{S}$ and a simple isometric operator $V_{s}$ in $\mathfrak{M}^{\prime}$. (Here an isometric operator is called simple if there is no reducing subspace on which it induces a unitary operator.) Relation (1.4) implies $\mathfrak{M}^{\prime}=\mathfrak{M}$. The statement hence follows if we take $T_{\mathfrak{m}}:=$ $\mathfrak{F}_{z_{0}}\left(V_{\mathfrak{n}}\right), T_{s}:=\mathfrak{F}_{z_{0}}\left(V_{s}\right)$.
4. Let (5) be a Hilbert space. By $\mathfrak{T}(\$)$ we denote the set of all functions $z \rightarrow \mathscr{T}(z)$ with the following properties:
(1) If $z \in C_{+}$then $\mathscr{T}^{-}(z)$ is a maximal dissipative c.l.r. in (8).
(2) If $z_{0} \in C_{+}$then the Cayley transform $\mathscr{Y}(z):=\mathscr{C}_{-z_{0}}(\mathscr{T}(z))$ is a holomorphic function of $z$ in $C_{+}$.

It can be shown [4] that this definition is correct, that is the property (2) is independent of the point $z_{0} \in C_{+}$.

We always assume that $\mathscr{T} \in \mathfrak{T}(\mathbb{S})$ is extended to $C_{-}$by $\mathscr{T}(\bar{z})=$ $\mathscr{T}(z)^{*}\left(z \in C_{+}\right)$. The domain of holomorphy $\mathfrak{D}_{\mathscr{g}}$ of $\mathscr{T}$ consists by

[^3]definition of $C_{+} \cup C_{-}$as well as of those intervals of the real axis on which $\mathscr{Y}$ has unitary boundary values $\mathscr{V}(x)=\lim _{z \in C_{+}, z \rightarrow x} \mathscr{Y}(z)$, $x \in \mathfrak{D}_{\mathscr{J}} \cap R^{1}$.

We put

$$
\mathscr{T}(x):=\mathscr{F}_{-z_{0}}(\mathscr{V}(x)) \quad\left(x \in \mathscr{D}_{\mathscr{F}} \cap R^{1}\right) .
$$

Evidently $\mathscr{T}(x)$ is a selfadjoint c.l.r.
By $\mathfrak{T}_{0}(\mathbb{S})$ we denote the subset of $\mathfrak{T}(\mathbb{B})$ consisting of all $\mathscr{T} \in \mathfrak{I}(\mathbb{S})$ which are independent of $z$. Then evidently $\mathfrak{D}_{\mathscr{F}}=C$ and $\mathscr{T}(z)=$ $\mathscr{T}$ is a selfadjoint c.l.r. in (8).

Proposition 1.2 (see [7,§4.3]). If $\mathscr{T} \in \mathfrak{I}(\overparen{( })$, then there exists a decomposition $\mathbb{C S}=\mathbb{S}_{0} \oplus \mathbb{S}_{\infty}$ of the space (S) with the following properties:
(1) For all $z \in \mathfrak{D}_{\mathscr{F}}, \mathscr{S}_{0}$ and $\mathscr{S}_{\infty}$ are reducing subspaces of $\mathscr{T}(z)$.
(2) If $\operatorname{Im} z>0$, then the induced c.l.r. $\mathscr{T}(z)_{0}$ in $\mathbb{B}_{0}$ is a maximal dissipative operator and the induced c.l.r. $\mathscr{T}(z)_{\infty}$ in $\mathscr{S}_{\infty}$ is

$$
\mathscr{T}(z)_{\infty}=\left\{\{0, g\}: g \in \mathbb{E}_{\infty}\right\} .
$$

Indeed, choose $z_{0} \in C_{+}$and consider the Cayley transform $\mathscr{Y}(z)=$ $\mathscr{E}_{-z_{0}}(\mathscr{G}(z))$. It is a holomorphic and contraction valued function if $z \in \mathfrak{D}_{\mathcal{F}} \cap\left(C_{+} \cup R^{1}\right)$. Hence by the maximum modulus principle the set of fixed vectors of $\mathscr{Y}(z)$, that is the set of solutions $f$ of $\mathscr{\mathscr { }}(z) f=$ $f$, is independent of $z$ if $z \in \mathfrak{D}_{\mathcal{F}} \cap\left(C_{+} \cup R^{1}\right)$. Now the statement follows without difficulty.

Let $\mathscr{T} \in \mathfrak{T}(\mathbb{F}), z \in \mathfrak{D}_{\mathscr{F}}$ and suppose $Q$ is a bounded linear operator such that the inverse $\left(P_{0} Q P_{0}+\mathscr{T}(z)_{0}\right)^{-1}$ is also an operator. As a consequence of (1.3) we then have

$$
\begin{equation*}
(Q+\mathscr{T}(z))^{-1}=\left(P_{0} Q P_{0}+\mathscr{T}(z)_{0}\right)^{-1} P_{0}, \tag{1.8}
\end{equation*}
$$

where $P_{0}$ again denotes the orthogonal projector onto $\mathbb{F S}_{0}$.
2. The $Q$-function of a symmetric c.1.r. 1. Let $S$ be a symmetric c.l.r. in $\mathfrak{S}$ with equal (finite or infinite) defect numbers $n_{+}=$ $n_{-}=: n(>0)$. We choose a Hilbert space (SS of dimension $n$. The scalar product in (5s will be denoted by the same symbol ( $\cdot, \cdot \cdot$ ) as the scalar product in $\mathfrak{K}$. Let $\dot{S}$ be a canonical selfadjoint extension of $S$. By $\Gamma$. we denote a function on $\rho\left(\underset{S}{)}\right.$ ) with values in $[\mathscr{F}, \mathfrak{S}]^{5}$ and the following properties:
(1) $\Gamma_{z}$ maps © $\mathbb{S}$ one-to-one and continuously onto $\mathfrak{N}_{z}(z \in \rho(S))$,
(2) $z, \zeta \in \rho(S)$ implies

[^4]$$
(z-\zeta)^{-1}\left(\Gamma_{z}-\Gamma_{\xi}\right)=(\dot{S}-z I)^{-1} \Gamma_{\xi}=(\dot{S}-\zeta I)^{-1} \Gamma_{z} .
$$

From (2) it follows that after fixing a $z_{0} \in \rho(S)$ we have

$$
\begin{equation*}
\Gamma_{z}=\left(I+\left(z-z_{0}\right)(\dot{S}-z I)\right)^{-1} \Gamma_{z_{0}} \tag{2.1}
\end{equation*}
$$

Lemma 2.1. If $z_{0} \in \rho(S)$ and $\Gamma_{z_{0}}$ is an arbitrary one-to-one mapping from (s) onto $\mathfrak{N}_{z_{0}}$, then the function $\Gamma$. in (2.1) has properties (1) and (2). Moreover, if $S$ and $S$ are bounded operators and $\Gamma$ is a mapping from $\mathbb{E S}$ onto $\mathfrak{R}=\mathfrak{D}(S)^{\perp}$, we have

$$
\begin{equation*}
\Gamma_{z}=(\dot{S}-z I)^{-1} \Gamma \tag{2.2}
\end{equation*}
$$

Proof. Property (2) of $\Gamma_{z}$ is obvious from (2.1) and [4, Lemma 2.4]. If $\bar{\xi} \in \mathbb{S}$ and $h \in \mathfrak{M}_{\bar{z}}$, that is $h=g-\bar{z} f$ with a certain $\{f, g\} \in$ $S$, we have $(\dot{S}-\bar{z} I)^{-1}(g-\bar{z} f)=f$ and

$$
\begin{aligned}
\left(\Gamma_{z} \xi, h\right) & =\left(\left(\Gamma_{z_{0}}+\left(z-z_{0}\right)(\dot{S}-z I)^{-1} \Gamma_{z_{0}}\right) \xi, g-\bar{z} f\right) \\
& =\left(\Gamma_{z_{0}} \xi, g-\bar{z} f+\left(\bar{z}-\bar{z}_{0}\right)(\dot{S}-\bar{z} I)^{-1}(g-\bar{z} f)\right. \\
& =\left(\Gamma_{z_{0}} \xi, g-\bar{z}_{0} f\right)=0
\end{aligned}
$$

since $g-\bar{z}_{0} f \in \mathfrak{M}_{\bar{z}_{0}}=\mathfrak{N}_{z_{0}}^{\perp}$.
In order to see that $\Gamma_{z}$ is onto, take $f \in \mathfrak{R}_{z}$ and consider $f_{0}$ : = $\left(I+\left(z_{0}-z\right)\left(\dot{S}-z_{0} I\right)^{-1}\right) f$. Then a simple modification of the previous argument yields $f_{0} \in \mathfrak{N}_{z_{0}}$, that is $f_{0}=\Gamma_{z_{0}} \xi$ with a (unique) $\xi \in \mathbb{C S}$ and

$$
\Gamma_{z} \xi=\left(I+\left(z-z_{0}\right)(\dot{S}-z I)^{-1}\right) \Gamma_{z_{0}} \xi=\left(I+\left(z-z_{0}\right)(\stackrel{\circ}{S}-z I)^{-1}\right) f_{0}=f
$$

The injectivity of $\Gamma_{z}$ follows from (1.6), the last statement is a consequence of the fact that for bounded operators $S$ and $\dot{S}$ the operator $\left(\dot{S}-z_{0} I\right) \Gamma_{z_{0}}$ maps ©S onto $\mathfrak{D}(S)^{\perp}$.

The adjoint $\Gamma_{z}^{*}$ of $\Gamma_{z}$ is the mapping from $\mathscr{S}$ into $\mathscr{S H}^{(S)}$ defined by the relation

$$
\left(\Gamma_{z} \xi, f\right)=\left(\xi, \Gamma_{z}^{*} f\right)
$$

This implies $\Gamma_{z}^{*} \mathfrak{M}_{\bar{z}}=\{0\}$, and $\Gamma_{z}^{*}$ maps $\mathfrak{R}_{z}$ bijectively onto ©
2. With the function $\Gamma$. we associate the so-called $Q$-function $Q$ of the c.l.r. $S$ in $\mathscr{S}$ in the following way. $Q$ is defined on $\rho(S)$, its values are in [ $\mathbb{C}$ ] and it satisfies the relation

$$
\begin{equation*}
\frac{Q(z)-Q(\zeta)^{*}}{z-\bar{\zeta}}=\Gamma_{\zeta}^{*} \Gamma_{z} \quad(z, \zeta \in \rho(S)) \tag{2.3}
\end{equation*}
$$

It follows (comp. [7]) that $Q$ is defined by (2.3) up to a selfadjoint operator $C \in[8]$ and has the form

$$
\begin{align*}
Q(z) & =C+\left(z-x_{0}\right) \Gamma_{z_{0}}^{*} \Gamma_{z_{0}}+\left(z-z_{0}\right)\left(z-\bar{z}_{0}\right) \Gamma_{z_{0}}^{*}(\dot{S}-z I)^{-1} \Gamma_{z_{0}}  \tag{2.4}\\
& =C-i y_{0} \Gamma_{z_{0}}^{*} \Gamma_{z_{0}}+\left(z-\bar{z}_{0}\right) \Gamma_{z_{0}}^{*} \Gamma_{z}\left(z, z_{0} \in \rho(\stackrel{S}{S}), z_{0}=x+i y_{0}\right) .
\end{align*}
$$

Conversely, every function of the form (2.4) satisfies (2.3). Therefore, after choosing a selfadjoint operator $C$ in $\mathbb{G}$ and the mapping $\Gamma_{z_{0}}$ from $\mathbb{G}$ onto $\mathfrak{N}_{z_{0}}$ the $Q$-function $Q$ is uniquely determined by the pair ( $\left.S, S^{( }\right)$, consisting of the symmetric c.l.r. $S$ and one of its canonical selfadjoint extensions $\dot{S}$. Evidently, $Q$ is holomorphic on $\rho(\mathcal{S})$.

If $S$ and $\dot{S}$ are bounded operators we have

$$
\begin{equation*}
Q(z)=C+\Gamma^{*}(\hat{S}-z I)^{-1} \Gamma . \tag{2.5}
\end{equation*}
$$

The relation (2.4) evidently implies the following properties of $Q$ :
(i) $Q$ is piecewise holomorphic in $C_{+} \cup C_{-}$and we have $Q(\bar{z})=$ $Q(z)^{*}(\in[\mathscr{\&}])$.
(ii) $\operatorname{Im} Q(z) \gg 0$ if $\operatorname{Im} z>0 .{ }^{6}$

We shall prove that these properties are characteristic for $Q$ functions of c.l. relations, (comp. [9]), that is the following theorem holds true.

Theorem 2.2. A function $Q$ satisfying the conditions (i) and (ii) above is a $Q$-function of a simple symmetric c.l.r. $S$ in a Hilbert space $\mathfrak{5}$. The c.l.r. $S$ and the corresponding canonical selfadjoint extension $\stackrel{S}{S}$ are up to unitary equivalence uniquely determined by $Q$.

Proof. If $\operatorname{dim} \mathbb{G}=1$ this theorem immediately follows from [10, §1]. The proof in the general case given below is close to [9, §3]. ${ }^{7}$

With every $z \in C_{+} \cup C_{-}$we associate a symbol $\varepsilon_{z}$ and consider the linear set $\mathfrak{Z}$ of all finite formal sums $f$

$$
f:=\sum \varepsilon_{z} \xi_{z}, \quad \xi_{z} \in \mathscr{C} \quad\left(z \in C_{+} \cup C_{-}\right),
$$

where only finitely many elements $\xi_{z}$ are different from zero. If $f, g \in \mathfrak{R}, f=\sum \varepsilon_{z} \xi_{z}, g=\sum \varepsilon_{z} \eta_{z}$ a scalar product $(\cdot, \cdot)$ is defined in $\mathfrak{B}$ by the equation

$$
\begin{equation*}
(f, g):=\sum_{z, \zeta}\left(\frac{Q(z)-Q(\zeta)^{*}}{z-\bar{\zeta}} \xi_{z}, \eta_{5}\right) . \tag{2.6}
\end{equation*}
$$

Condition (ii) implies that the scalar product is nonnegative, therefore $\mathfrak{Z}$ can be canonically embedded into a Hilbert space $\mathfrak{K}$. In $\mathfrak{Z}$ we consider the subset

$$
\mathfrak{D}_{1}:=\left\{f=\sum \varepsilon_{z} \xi_{z} \in \mathbb{R}: \sum \xi_{z}=0\right\}
$$

[^5]and define on $\mathscr{D}_{1}$ the operator $S_{1}$
$$
S_{1} f:=\sum z \varepsilon_{z} \xi_{z} \quad \text { if } \quad f=\sum \varepsilon_{z} \xi_{z} \in \mathfrak{D}_{1}
$$

It is easy to see that the relation

$$
\left(S_{1} f, g\right)=\left(f, S_{1} g\right) \quad\left(f, g \in \mathfrak{D}_{1}\right)
$$

holds true. Fix $z_{0} \in C_{+}$. The continuity of $Q$ in $z_{0}$ implies for arbitrary $\xi \in \mathbb{B}$

$$
\left(\varepsilon_{z} \xi-\varepsilon_{z_{0}} \xi, \varepsilon_{z} \xi-\varepsilon_{z_{0}} \xi\right) \longrightarrow 0 \quad \text { if } \quad z \longrightarrow z_{0}
$$

On the other hand, if $\sum \varepsilon_{z} \xi_{z} \in \mathbb{R}$ and $\xi_{z_{0}}=0$ we have

$$
g:=\sum \frac{\varepsilon_{z} \xi_{z}-\varepsilon_{z_{0}} \xi_{z}}{z-z_{0}} \in \mathscr{D}_{1},\left(S_{1}-z_{0} I\right) g=\sum \varepsilon_{z} \xi_{z}
$$

hence the range $\left(S_{1}-z_{0} I\right) \mathfrak{D}_{1}$ is the set of all $f=\sum \varepsilon_{z} \xi_{z} \in \mathbb{R}$ with the property $\xi_{z_{0}}=0$. Therefore this range is dense in $\mathbb{Z}$ and the same is true for $\left(S_{1}-\bar{z}_{0} I\right) \mathfrak{D}_{1}$.

If $f \in\left(S_{1}-z_{0} I\right) \mathfrak{D}_{1}$, that is $f=\left(S_{1}-z_{0} I\right) g, g \in \mathfrak{D}_{1}$, we define $U_{1} f:=$ $\left(S_{1}-\bar{z}_{0} I\right) g$. As $\left(S_{1}-z_{0} I\right) g=0$ implies $g=0$ this definition is correct and $U_{1}$ maps the dense set $\left(S_{1}-z_{0} I\right) \mathfrak{D}_{1}$ onto the dense set $\left(S_{1}-\bar{z}_{0} I\right) \mathfrak{D}_{1}$. It can be easily checked that we have

$$
\left(U_{1} f, U_{1} f^{\prime}\right)=\left(f, f^{\prime}\right) \quad\left(f, f^{\prime} \in\left(S_{1}-z_{0} I\right) \mathfrak{D}_{1}\right)
$$

therefore $U_{1}$ generates a unitary operator $\dot{U}$ in $\mathscr{S}$. Its inverse Cayley transform $\dot{S}$

$$
\stackrel{\circ}{S}=\left\{\left\{(\stackrel{\circ}{U}-I) g,\left(z_{0} \stackrel{\circ}{U}-\bar{z}_{0} I\right) g\right\}: g \in \mathfrak{S}\right\}
$$

is a selfadjoint c.l.r. by §1.2. Evidently it is an extension of $S_{1}$. For $z \neq \bar{z}$ we define linear operators $\Gamma_{z}$ from (\$3 into $\mathbb{Z}$ by

$$
\Gamma_{z} \xi=\varepsilon_{z} \xi \quad(\xi \in \mathbb{C S}) .
$$

Then (2.6) implies

$$
\begin{equation*}
\left(\Gamma_{z} \xi, \Gamma_{\zeta} \eta\right)=\left(\frac{Q(z)-Q(\zeta)^{*}}{z-\bar{\zeta}} \xi, \eta\right) \quad(z \neq \bar{\zeta}) \tag{2.7}
\end{equation*}
$$

and it is easy to see that $\Gamma_{z}$ is a continuous mapping from $\mathbb{F}$ into $\mathfrak{S}$. Its adjoint $\Gamma_{z}^{*}$ is given by

$$
\left(f, \Gamma_{z} \xi\right)=\left(\Gamma_{z}^{*} f, \xi\right) \quad(f \in \mathscr{F}, \xi \in \mathbb{E}),
$$

and from (2.7) the relation

$$
\Gamma_{\zeta}^{*}\left(\varepsilon_{z} \xi\right)=\Gamma_{\zeta}^{*} \Gamma_{z} \xi=\frac{Q(z)-Q(\zeta)^{*}}{z-\bar{\zeta}} \xi \quad(z \neq \bar{\zeta})
$$

follows. Moreover, if $z \neq z_{0}$ and $\operatorname{Im} z \neq 0$, then $\left(S_{1}-z I\right)\left(\varepsilon_{z} \xi-\varepsilon_{z_{0}} \xi\right)=$ $\left(z-z_{0}\right) \varepsilon_{z_{0}} \xi$ and

$$
\varepsilon_{z} \xi=\varepsilon_{z_{0}} \xi+\left(z-z_{0}\right)\left(S_{1}-z I\right)^{-1} \varepsilon_{z_{0}} \xi=\varepsilon_{z_{0}} \xi+\left(z-z_{0}\right)(\stackrel{8}{S}-z I)^{-1} \varepsilon_{z_{0}} \xi
$$

The operators $\Gamma_{z}$ therefore satisfy the equation

$$
\Gamma_{z}=\left(I+\left(z-z_{0}\right)(\dot{S}-z I)^{-1}\right) \Gamma_{z_{0}}
$$

Consider the following (evidently closed) restriction $S$ of $\dot{S}$ :

$$
S:=\left\{\{f, g\} \in \dot{S}^{\circ}:\left(g-z_{0} f, \Gamma_{\bar{z}_{0}} \xi\right)=0 \quad \text { for all } \xi \in \mathscr{C}\right\}
$$

This definition is independent of $z_{0}$. Indeed, we have for arbitrary $z \neq z_{0}$

$$
\begin{aligned}
\left(g-z f, \Gamma_{\bar{z}} \xi\right)= & \left(g-z_{0} f+\left(z_{0}-z\right) f, \Gamma_{\bar{z}} \xi\right)=\left(g-z_{0} f, \Gamma_{\bar{z}} \xi\right) \\
& +\left(z_{0}-z\right)\left(f, \Gamma_{\bar{z}} \xi\right)
\end{aligned}
$$

and it remains to show that $\left(g-z_{0} f, \Gamma_{\bar{z}} \xi\right)=\left(z-z_{0}\right)\left(f, \Gamma_{\bar{z}} \xi\right)$ for all $\xi \in \mathbb{B},\{f, g\} \in \stackrel{S}{S}$. Since

$$
\left\{\frac{\varepsilon_{\bar{z}} \xi-\varepsilon_{\bar{z}_{0}} \xi}{\bar{z}-\bar{z}_{0}}, \varepsilon_{\bar{z}} \xi\right\} \in \dot{S}-\bar{z}_{0} I=\left(\dot{S}-z_{0} I\right)^{*} \text { and }\left\{f, g-z_{0} f\right\} \in \dot{S}-z_{0} I
$$

we get

$$
\left(f, \varepsilon_{\bar{z}} \xi\right)=\left(g-z_{0} f,\left(\bar{z}-\bar{z}_{0}\right)^{-1}\left(\varepsilon_{\bar{z}} \xi-\varepsilon_{\bar{z}_{0}} \xi\right)\right)=\left(g-z_{0} f,\left(\bar{z}-\bar{z}_{0}\right)^{-1} \varepsilon_{\bar{z}} \xi\right)
$$

and the assertion follows.
The symmetric c.l.r. $S$ is simple. Indeed, if $z \neq \bar{z}$ we have $\mathfrak{R}(S-z I)=\left\{g-z f:\left(g-z f, \Gamma_{\bar{z}} \xi\right)=0\right.$ for all $\left.\xi \in \mathscr{F},\{f, g\} \in S\right\}$, hence $h \in \bigcap_{z \neq \bar{z}} \mathfrak{R}(S-z I)$ implies $\left(h, \varepsilon_{\bar{z}} \xi\right)=0$ for all $\xi \in \mathbb{A}, z \neq \bar{z}$. But the elements $\varepsilon_{\bar{z}} \xi, \xi \in \mathbb{G}, z \neq \bar{z}$, generate the space $\mathfrak{F}_{\mathcal{C}}$ and $h=0$ follows. By $\S 1.3$ the symmetric c.l.r. $S$ is an operator.

It follows from the uniform positivity of $\operatorname{Im} Q$ and the relation (2.7) that the range of $\Gamma_{\bar{z}}$ is closed. Therefore this range is the exact defect space $\mathfrak{R}(S-z I)^{\perp}$, and the first part of the theorem is proved.

Let now $S^{\prime}$ be another simple symmetric c.l.r. and let $\dot{S}^{\prime \prime}$ be a canonical selfadjoint extension of $S^{\prime}$ in $\mathscr{S}^{\prime}$ such that the $Q$-function of $S^{\prime}$ corresponding to the selfadjoint extension $\dot{S}^{\prime}$ is $Q$. Then we have

$$
\begin{equation*}
\frac{Q(z)-Q(\zeta)^{*}}{z-\bar{\zeta}}=\Gamma_{\zeta}^{*} \Gamma_{z}=\Gamma_{\zeta}^{\prime *} \Gamma_{z}^{\prime} \quad\left(z, \zeta \in C_{+} \cup C_{-}\right) . \tag{2.8}
\end{equation*}
$$

Here $\Gamma_{z}^{\prime}$ denotes a mapping from (5) into $\mathfrak{S}^{\prime}$ satisfying conditions (1) and (2) of §2.1. Define a transformation $V$ from $\mathscr{S}^{\prime}$ into $\mathfrak{K}$ by

$$
V \Gamma_{z}^{\prime} \xi=\Gamma_{z} \xi \quad\left(z \in C_{+} \cup C_{-}, \xi \in \mathbb{E}\right) .
$$

It then follows from (2.8) that $V$ is an isometric operator. The simplicity of $S^{\prime}$ and $S$ implies that its domain and its range are dense in $\mathscr{S}^{\prime}$ and $\mathscr{S}_{\mathrm{C}}$ resp. Therefore $V$ can be extended to a unitary operator from $\mathscr{S}^{\prime}$ onto $\mathscr{S}_{\mathrm{L}}$. Moreover, we have

$$
V\left(\Gamma_{\zeta}^{\prime}+(z-\zeta)\left(S^{\prime}-z I\right)^{-1} \Gamma_{\zeta}^{\prime}\right)=V \Gamma_{\zeta}^{\prime}+(z-\zeta)(S \circ-z I)^{-1} V \Gamma_{\zeta}^{\prime}
$$

and $V\left(S^{\prime \prime}-z I\right)^{-1}=(\stackrel{\circ}{S}-z I)^{-1} V$ follows. But this evidently implies that the Cayley transforms $\bigoplus_{z_{0}}\left(S^{\prime \prime}\right)$ and $\S_{z_{0}}\left(S^{\circ}\right)$ are unitarily equivalent. Hence the same holds true for the c.l.r. $\dot{S}^{\prime}$ and $\dot{S}$.

Now $\left\{f^{\prime}, g^{\prime}\right\} \in \dot{S}^{\prime \prime}, V f^{\prime}=f, V g^{\prime}=g,\{f, g\} \in S$ yields

$$
\left(g^{\prime}-z f^{\prime}, \Gamma_{\bar{z}}^{\prime} \xi\right)=\left(g-z f, \Gamma_{\bar{z}} \xi\right)
$$

which implies that $V$ establishes a unitary equivalence between $S^{\prime \prime}$ and $S$.

Corollary 2.3. A function $Q$ satisfying the conditions (i) and (ii) admits a representation

$$
\begin{equation*}
Q(z)=C+\left(z-x_{0}\right) \Gamma^{*} \Gamma+\left(z-z_{0}\right)\left(z-\bar{z}_{0}\right) \Gamma^{*}(\dot{S}-z I)^{-1} \Gamma \tag{2.9}
\end{equation*}
$$

with a Hilbert space $\mathfrak{F}$, a boundedly invertible operator $\Gamma$ from (S3 into $\mathfrak{F}$, a bounded selfadjoint operator $C$ in $\mathbb{S S}$ and a selfadjoint c.l.r. $\dot{S}$ in $\mathscr{S}\left(z_{0} \neq \bar{z}_{0} ; z_{0}=x_{0}+i y_{0}\right)$ with the property

$$
\begin{equation*}
\mathfrak{S}=\text { c.l.s. }\left\{\left(I+\left(z-z_{0}\right)(\dot{S}-z I)^{-1}\right) \Gamma \mathscr{G}: z \neq \bar{z}\right\} . \tag{2.10}
\end{equation*}
$$

Moreover, if a representation

$$
Q(z)=\widehat{C}+\left(z-x_{0}\right) \hat{\Gamma}^{*} \hat{\Gamma}+\left(z-z_{0}\right)\left(z-\bar{z}_{0}\right) \hat{\Gamma}^{*}(\hat{S}-z I)^{-1} \hat{\Gamma}
$$

holds with a Hilbert space $\hat{\mathscr{S}}$, a boundedly invertible operator $\hat{\Gamma}$ from (5) into $\hat{\mathfrak{S}}$, a bounded selfadjoint operator $\hat{C}$ in $\mathbb{C H}$ and a selfadjoint c.l.r. $\widehat{S}$ in $\hat{\mathfrak{S}}$, then the subspace

$$
\hat{\mathscr{S}}_{1}:=\text { c.l.s. }\left\{\left(I+\left(z-z_{0}\right)(\hat{S}-z I)^{-1}\right) \hat{\Gamma}(\mathbb{S}: z \neq \bar{z}\}\right.
$$

is a reducing subspace for the c.l.r. $\hat{S}$. Furthermore $\left.\widehat{S}\right|_{\hat{\sigma}_{1}}$ and $\stackrel{\circ}{S}$ are unitarily equivalent.

The (up to unitary equivalence) unique c.l.r. $S$ with properties (2.9) and (2.10) will be denoted by $S_{Q}$.

In the following theorem let $\dot{S}$ be a selfadjoint c.l.r. in $\mathscr{S}, \Gamma$ a boundedly invertible mapping from a Hilbert space $\mathbb{E S}$ into $\mathscr{S}, C$ a selfadjoint bounded operator in $\mathbb{S}$ and

$$
\begin{aligned}
Q(z)= & C+\left(z-x_{0}\right) \Gamma^{*} \Gamma+\left(z-z_{0}\right)\left(z-\bar{z}_{0}\right) \Gamma^{*}(\dot{S}-z I)^{-1} \Gamma \\
& \left(z_{0} \neq \bar{z}_{0}, z_{0}=x_{0}+i y_{0}\right) .
\end{aligned}
$$

Theorem 2.4. Let $\xi \in \mathbb{B}, \xi \neq 0$. Then
(1) $\Gamma \xi \in \overline{\mathfrak{D}\left(S^{\mathcal{O}}\right)}$ if and only if $\lim _{y \nmid \infty} y^{-1}(Q(i y) \xi, \xi)=0$,
(2) $\Gamma \xi \notin \mathfrak{D}(S)$ if and only if $\lim _{y+\infty} y \operatorname{Im}(Q(i y) \xi, \xi)=\infty$.

Proof. (1) The representation (1.6) of $(\dot{S}-z I)^{-1}$ yields

$$
\begin{aligned}
(Q(i y) \xi, \xi)= & y^{-1}\left(\left(\left(i y-x_{0}\right) I+\left(i y-z_{0}\right)\left(i y-\bar{z}_{0}\right)\left(\mathcal{S}_{0}-i y I\right)^{-1}\right)\right. \\
& \left.\times P_{0} \Gamma \xi, P_{0} \Gamma \xi\right)+y^{-1}\left(i y-x_{0}\right)\left(\left(I-P_{0}\right) \Gamma \xi,\left(I-P_{0}\right) \Gamma \xi\right) \\
& +y^{-1}(C \xi, \xi)
\end{aligned}
$$

where $\dot{S}_{0}$ is the (selfadjoint) operator part of $S$ and $P_{0}$ denotes the orthogonal projector onto $\bar{D}(\tilde{S})$. The arguments in $[9, \S 3]$ imply that the first term on the right hand side tends to zero if $y \uparrow \infty$, the same is obvious for the last term. Therefore

$$
\lim _{y \neq \infty} \frac{1}{y}(Q(i y) \xi, \xi)=0 \text { if and only if }\left(I-P_{0}\right) \Gamma \xi=0
$$

and the first statement of the theorem is proved.
(2) Now we start from the identity

$$
\begin{aligned}
& y \operatorname{Im}(Q(i y) \xi, \xi) \\
& \quad=y^{2}\left\|\left(I+\left(i y-z_{0}\right)\left(\mathscr{S}_{0}-i y I\right)^{-1}\right) P_{0} \Gamma \xi\right\|^{2}+y^{2}\left\|\left(I-P_{0}\right) \Gamma \xi\right\|^{2} .
\end{aligned}
$$

If $\Gamma \xi \notin \overline{\mathscr{D}(S)}$, that is if $\left(I-P_{0}\right) \Gamma \xi \neq 0$ we evidently have

$$
\lim _{y \neq \infty} y \operatorname{Im}(Q(i y) \xi, \xi)=\infty .
$$

If $\Gamma \xi \in \overline{\mathfrak{D}(\tilde{S})}=\overline{\mathfrak{D}\left(\dot{S}_{0}\right)}$ we conclude as in [9, Theorem 3.2] that the conditions

$$
\lim _{y+\infty} y \operatorname{Im}(Q(i y) \xi, \xi)=\infty \quad \text { and } \quad \Gamma \xi \notin \mathscr{D}(S)
$$

are equivalent. Now (2) easily follows.
Corollary 2.5. The selfadjoint c.l.r. So in Corollary 2.3 is an operator if and only if the function $Q$ has the property

$$
\begin{equation*}
\lim _{y \notinfty \infty} \frac{1}{y}(Q(i y) \xi, \xi)=0 \quad \text { for all } \quad \xi \in \mathbb{G}, \xi \neq 0 . \tag{2.11}
\end{equation*}
$$

Indeed, by the first part of Theorem 2.4 condition (2.11) is equivalent to $\Gamma_{z_{0}}\left(\mathbb{B} \subset \overline{\mathfrak{D}(\dot{S})}\right.$. This yields $\Gamma_{z}(\mathbb{Z} \subset \overline{\mathfrak{D}(\tilde{S})}$ for all $z \neq \bar{z}$. The subspaces
$\Gamma_{z}(\mathbb{S}, z \neq \bar{z}$, generate the space $\mathscr{F}$ and it follows $\mathscr{F}=\overline{\mathfrak{D}(S)})$.
Corollary 2.6. The domain $\mathfrak{D}(S)$ of the simple c.l.r. $S$ in Theorem 2.2 is dense in $\overline{\mathfrak{D}(\dot{S})}$ if and only if $Q$ has the property

$$
\begin{equation*}
\lim _{y \uparrow \infty} y \operatorname{Im}(Q(i y) \xi, \xi)=\infty \quad \text { for all } \quad \xi \in \mathscr{S}, \xi \neq 0 \tag{2.12}
\end{equation*}
$$

Indeed, $\mathfrak{D}(S)$ is not dense in $\overline{\mathfrak{D}(\stackrel{\dot{S}}{ })}$ if and only if there exists an element $f_{0} \in \mathfrak{D}(\dot{S}), f_{0} \neq 0, f_{0} \perp \mathfrak{D}(S)$. Consider $g_{0}:=\left(S \dot{S}-z_{0} I\right)^{-1} f_{0} \in \mathfrak{D}(S)$. We have $g_{0} \perp\left(S-\bar{z}_{0} I\right) \mathfrak{D}(S)$, that is $g_{0}=\Gamma_{z_{0}} \xi$ with a certain $\xi \in \mathbb{G}$, $\xi \neq 0$. But by the second part of the theorem such an element $g_{0} \neq 0$ exists if and only if (2.12) does not hold.
3. Generalized resolvents of a symmetric c.1.r. with equal defect numbers. 1. We consider a symmetric c.l.r. $S$ in $\mathfrak{S}$ with equal finite or infinite defect numbers $n_{+}=n_{-}=: n(>0)$. Let the c.l.r. $\widetilde{S}$ in $\tilde{\mathscr{S}} \supset \mathfrak{S}$ be a selfadjoint extension of $S$. By $\widetilde{P}$ we denote the orthogonal projector of $\tilde{\mathscr{S}}$ onto $\mathscr{S}$. The function $z \rightarrow \widetilde{R}_{z}$ :

$$
\begin{equation*}
\widetilde{R}_{z}=\left.\widetilde{P}(\widetilde{S}-z I)^{-1}\right|_{\dot{\bowtie}} \tag{3.1}
\end{equation*}
$$

defined for $z \in \rho(\widetilde{S})\left(\supset C_{+} \cup C_{-}\right)$and with values in [Š] is called a generalized resolvent of $S$.

A selfadjoint extension $\widetilde{S}$ in $\tilde{\mathscr{S}}$ of $S$ is called minimal, if

$$
\tilde{\mathfrak{I}}=\tilde{\mathfrak{S}}_{\min }:=\text { c.l.s. }\left\{\left(I+\left(z-z_{0}\right)(\widetilde{S}-z I)^{-1}\right) \mathfrak{S}: z \neq \bar{z}\right\} .
$$

The relation

$$
\begin{aligned}
& \left(\left(I+\left(z-z_{0}\right)(\widetilde{S}-z I)^{-1}\right) f,\left(I+\left(\zeta-z_{0}\right)(\widetilde{S}-\zeta I)^{-1}\right) g\right) \\
& \quad=\left(\left[I+(z-\bar{\zeta})^{-1}\left(\left(z-z_{0}\right)\left(z-\bar{z}_{0}\right) \widetilde{R}_{z}-\left(\bar{\zeta}-z_{0}\right)\left(\bar{\zeta}-\bar{z}_{0}\right) \widetilde{R}_{\bar{\zeta}}\right)\right] f, g\right)
\end{aligned}
$$

implies that there is a one-to-one correspondence between the set of all generalized resolvents and the set of all minimal selfadjoint extensions of $S$, if we only identify unitarily equivalent extensions. Evidently, given an arbitrary selfadjoint extension $\widetilde{S}$ of $S$, such that (3.1) holds, then the minimal extension $\widetilde{S}_{\text {min }}$ in $\tilde{\mathfrak{S}}_{\text {min }}$ corresponding to $\widetilde{R}_{z}$ and the restriction of $\widetilde{S}$ to the reducing subspace

$$
\text { c.l.s. }\left\{\left(I+\left(z-z_{0}\right)(\widetilde{S}-z I)^{-1}\right) \mathscr{S}: z \neq \bar{z}\right\}
$$

are unitarily equivalent.
Proposition 3.1. If $\widetilde{R}_{z}$ is a generalized resolvent of the symmetric c.l.r. $S$, then the domain of holomorphy of $\widetilde{R}_{z}$ coincides with the resolvent set of the corresponding minimal selfadjoint extension $\widetilde{S}_{\text {min }}$ of $S$.

Proof. It is obvious that $\widetilde{R}_{z}$ is holomorphic on $\rho\left(\widetilde{S}_{\text {min }}\right)$. Conversely, let $x$ be real and suppose $\widetilde{R}_{z}$ is holomorphic at $z=x$. Choose a circle $C$ with centre $x$, such that $\widetilde{R}_{z}$ is holomorphic on the corresponding closed disc. Then it easily follows from the resolvent identity and Cauchy's integral formula that

$$
\begin{gathered}
\int_{C}\left(\left(\widetilde{S}_{\min }-z I\right)^{-1}\left(I+\left(\zeta-z_{0}\right)\left(\widetilde{S}_{\min }-\zeta I\right)^{-1}\right) f,\right. \\
\left.\left(I+\left(\zeta^{\prime}-z_{0}\right)\left(\widetilde{S}_{\min }-\zeta^{\prime} I\right)^{-1}\right) g\right) d z=0
\end{gathered}
$$

for arbitrary $f, g \in \mathscr{S}$ and $\zeta, \zeta^{\prime} \in C_{+} \cup C_{-}$outside $C$. As the set of elements of the form $\left(I+\left(\zeta-z_{0}\right)\left(\widetilde{S}_{\text {min }}-\zeta I\right)^{-1}\right) f$ is total in $\tilde{\mathcal{F}}_{\text {min }}$, the spectral function of $\left(\widetilde{S}_{\text {min }}\right)_{0}$ is constant at $x$, that is $x \in \rho\left(\widetilde{S}_{\text {min }}\right)$.

The generalized resolvent $\widetilde{R}_{z}$ of the symmetric c.l.r. $S$ is called canonical (nonnegative), if the corresponding minimal selfadjoint extension $\widetilde{S}_{\text {min }}$ is canonical, that is $\tilde{\mathscr{V}}_{\min }=\tilde{\mathscr{K}}$ (nonnegative resp.).
2. In order to describe the set of all generalized resolvents of $S$ we fix a canonical selfadjoint extension $\dot{S}$, choose a Hilbert space $\mathbb{B}_{3}$ with $\operatorname{dim}(\mathbb{S})=n$ and construct an operator family $\left(\Gamma_{z}\right), z \neq \bar{z}$, according to (2.1). By $Q$ we again denote a corresponding $Q$-function (see (2.4)). Then the following extension of Krein's formula for the generalized resolvents of symmetric operators holds true.

Theorem 3.2. Let $S$ be a symmetric c.l.r. in $\mathfrak{S}$ with equal defect numbers $n>0$. The formula

$$
\begin{equation*}
\widetilde{R}_{z}=(\dot{S}-z I)^{-1}-\Gamma_{z}(Q(z)+\mathscr{T}(z))^{-1} \Gamma_{\bar{z}}^{*} \tag{3.2}
\end{equation*}
$$

establishes a one-to-one correspondence between the set of all generalized resolvents $\widetilde{R}_{z}$ of $S$ and the set of all $\mathscr{T} \in \mathfrak{T}(\mathbb{S})$. The generalized resolvent $\widetilde{R}_{z}$ is canonical if and only if $\mathscr{T} \in \mathfrak{I}_{0}(\mathbb{S})$.

Proof. This theorem follows from [8, Theorem 4.1] with the aid of Cayley transformation. Indeed, fix a $z_{0}$ with $\operatorname{Im} z_{0}>0$ and introduce in $\mathfrak{S}$ the isometric operator

$$
U:=\bigoplus_{z_{0}}(S)
$$

and its unitary extension

$$
\dot{U}:=\mathfrak{C}_{z_{0}}\left(S^{\circ}\right)
$$

Then we have $\operatorname{dim} \mathfrak{D}(U)^{\perp}=\operatorname{dim} \mathfrak{R}(U)^{\perp}=n$. We choose $\mathscr{S b}^{\prime}:=\mathfrak{D}(U)^{\perp}$ and denote by $\Delta_{0}$ the orthogonal projector onto © $^{\prime}$. Furthermore define

$$
\Delta_{\lambda}:=\stackrel{\circ}{U}(\stackrel{\circ}{U}-\lambda I)^{-1} \Delta_{0} \quad(|\lambda| \neq 1), \Delta_{\infty}:=0
$$

and the characteristic function $X$ of the couple $U, \stackrel{\circ}{U}$ by

$$
X(\lambda):=\lambda \Delta_{0} \dot{U}^{*}\left(I-\lambda T^{*}\right)^{-1} \Delta_{0}
$$

where

$$
T f:=\left\{\begin{aligned}
U f, & f \in \mathfrak{D}(U) \\
0, & f \in \mathbb{S}^{\prime}
\end{aligned}\right.
$$

There is a one-to-one correspondence between all unitary extensions $\widetilde{U}$ of $U$ and all selfadjoint extensions $\widetilde{S}$ of $S$, given by $\widetilde{U}=\mathfrak{C}_{z_{0}}(\widetilde{S})$. Consider a unitary extension $\widetilde{U}=\mathscr{E}_{z_{0}}(\widetilde{S})$ of $U$ in a Hilbert space $\tilde{\mathscr{S}} \supset$ $\mathfrak{S}$. The operator-valued function $\widetilde{V}$ :

$$
\begin{equation*}
\widetilde{V}_{\lambda}=\left.\widetilde{P}(I-\lambda \widetilde{U})^{-1}\right|_{\tilde{\xi}} \tag{3.3}
\end{equation*}
$$

is called a generalized resolvent of $U$. By [8, Theorem 4.1] the formula

$$
\begin{align*}
\widetilde{V}_{\lambda} & =(I-\lambda \dot{U})^{-1}+\Delta_{1 / \lambda} P(\lambda) \Delta_{\lambda}^{*} \quad(|\lambda|<1), \\
P(\lambda) & =(I-E(\lambda))\left(I-X(\bar{\lambda})^{*} \mathscr{E}(\lambda)\right)^{-1}\left(I-X(\bar{\lambda})^{*}\right) \tag{3.4}
\end{align*}
$$

establishes a one-to-one correspondence between the set of all generalized resolvents $\widetilde{V}_{\lambda}$ of $U$ and the set of all functions $\mathscr{E}$ with values in [ $\mathscr{F}^{\prime}$ ], holomorphic in $\{\lambda:|\lambda|<1\}$ and with the property $\| \mathscr{E}(\lambda)| | \leqq 1(|\lambda|<1)$. Here $\widetilde{V}_{2}$ is canonical (that is $\widetilde{U}$ in (3.3) can be chosen in $\left.\tilde{\mathscr{E}}=\mathfrak{S}\right)$ if and only if $\mathscr{E}(\lambda)$ is a unitary operator independent of $\lambda(|\lambda|<1)$.

From the definition of the Cayley transformation and relation (1.4): $\lambda=\left(z-\bar{z}_{0}\right) /\left(z-z_{0}\right)$ it follows
(3.5) $\quad 2 i y_{0}\left(I-\lambda^{-1} \widetilde{U}\right)^{-1}=\left(z-\bar{z}_{0}\right) I+\left(z-z_{0}\right)\left(z-\bar{z}_{0}\right)(\widetilde{S}-z I)^{-1}(\operatorname{Im} z>0)$
and the corresponding relation between $\dot{S}$ and $\dot{U}$.
Introducing the operator family $\left(\Gamma_{z}^{\prime}\right), z \neq \bar{z}$ :

$$
\Gamma_{z_{0}}^{\prime}:=\Delta_{0}, \Gamma_{z}^{\prime}:=\left(I+\left(z-\bar{z}_{0}\right)\left(S^{\circ}-z I\right)^{-1}\right) \Gamma_{z_{0}}^{\prime}
$$

it is not difficult to see that the operators $\Delta_{\lambda}$ and $\Gamma_{z}^{\prime}$ are connected by the following relations

$$
\Delta_{\lambda}=-\frac{z-z_{0}}{2 i y_{0}} \Gamma_{z}^{\prime}, \Delta_{1 / \bar{\lambda}}^{*}=\frac{z-\bar{z}_{0}}{2 i y_{0}} \Gamma_{\bar{z}}^{\prime *}
$$

Hence (3.4) implies

$$
\begin{equation*}
\widetilde{R}_{z}=(\dot{S}-z I)^{-1}-\frac{1}{2 i y_{0}} \Gamma_{z}^{\prime} P\left(\lambda^{-1}\right) \Gamma_{\bar{z}}^{\prime *} \quad(\operatorname{Im} z>0) \tag{3.6}
\end{equation*}
$$

Define a $Q$-function $Q^{\prime}$ of $S$ by

$$
\begin{equation*}
Q^{\prime}(z):=-i y_{0} \Gamma_{z}^{\prime *} \Gamma_{z_{0}}^{\prime}+\left(z-\bar{z}_{0}\right) \Gamma_{z_{0}}^{* *} \Gamma_{z}^{\prime} . \tag{3.7}
\end{equation*}
$$

Then we have

$$
\frac{Q^{\prime}(z)-Q^{\prime}(\zeta)^{*}}{z-\bar{\zeta}}=\Gamma_{\zeta}^{\prime *} \Gamma_{z}^{\prime}
$$

and the relation

$$
X\left(\bar{\lambda}^{-1}\right)^{*}=\mathscr{C}_{-i y_{0}}\left(Q^{\prime}(z)\right) \quad(\operatorname{Im} z>0)
$$

holds. Introducing the c.l.r. $\mathscr{T}^{\prime}(z)$

$$
\begin{equation*}
\mathscr{T}^{\prime}(z):=\left\{\left\{\left(\mathscr{C}\left(\lambda^{-1}\right)-I\right) f,-i y_{0}\left(\mathscr{E}\left(\lambda^{-1}\right)+I\right) f\right\}: f \in \mathscr{C}^{\prime}\right\} \tag{3.8}
\end{equation*}
$$

we get

$$
\begin{gathered}
I-X\left(\bar{\lambda}^{-1}\right)^{*}=\left\{\left\{\left(Q^{\prime}(z)+i y_{0} I\right) f, 2 i y_{0} f\right\}: f \in \mathscr{\mathscr { S } ^ { \prime }}\right\}, \\
\left(I-X\left(\bar{\lambda}^{-1}\right)^{*} \mathscr{E}\left(\bar{\lambda}^{-1}\right)\right)^{-1}=\left\{\left\{f_{1}-\left(Q^{\prime}(z)-i y_{0} I\right) f, f_{1}\right\}: \mathscr{E}\left(\lambda^{-1}\right) f_{1}\right. \\
\left.=\left(Q^{\prime}(z)+i y_{0} I\right) f ; f, f_{1} \in \mathbb{S}^{\prime}\right\}, \\
P\left(\lambda^{-1}\right)=\left\{\left\{\left(Q^{\prime}(z)+i y_{0} I\right) f_{1}-\left(Q^{\prime}(z)-i y_{0} I\right) \mathscr{E}\left(\lambda^{-1}\right) f_{1},\right.\right. \\
\left.\left.2 i y_{0}\left(I-\mathscr{E}\left(\lambda^{-1}\right)\right) f_{1}\right\}: f_{1} \in \mathscr{E}^{\prime}\right\},
\end{gathered}
$$

and it is easily seen that this last expression equals $2 i y_{0}\left(Q^{\prime}(z)+\right.$ $\left.\mathscr{T}^{\prime}(z)\right)^{-1}$, that is (3.6) has the form

$$
\begin{equation*}
\widetilde{R}_{z}=(\dot{S}-z I)^{-1}-\Gamma_{z}^{\prime}\left(Q^{\prime}(z)+\mathscr{T}^{\prime}(z)\right)^{-1} \Gamma_{\bar{z}}^{\prime *} \tag{3.9}
\end{equation*}
$$

Moreover, (3.8) establishes a one-to-one correspondence between the set of functions $E$ appearing in (3.4) and the set of all $\mathscr{T}^{\prime} \in \mathfrak{T}\left(\mathbb{S}^{\prime}\right)$.

Consider now the Hilbert space (53 and the operator family ( $\Gamma_{z}$ ), $z \neq \bar{z}$, appearing in the theorem. Let $J$ denote the partial inverse of $\Gamma_{\bar{z}_{0}}$, that is the mapping from $\mathfrak{R}_{\bar{z}_{0}}=\mathbb{S H}^{\prime}$ onto ${ }^{(5)}$ with the property

$$
J \Gamma_{\overline{z_{0}}}=\left.I\right|_{\mathscr{C}} .
$$

We then have $\Gamma_{z}^{\prime}=\Gamma_{z} J$ and (3.9) implies

$$
\widetilde{R}_{z}=(\dot{S}-z I)^{-1}-\Gamma_{z} J\left(Q^{\prime}(z)+\mathscr{T}^{\prime}(z)\right)^{-1} J^{*} \Gamma_{\tilde{z}}^{*}
$$

Introducing

$$
\mathscr{T}(z):=\left\{\{f, g\}:\left\{J^{-1} f, J^{*} g\right\} \in \mathscr{T}^{\prime}(z)\right\}
$$

and the function $Q: Q(z):=J^{*-1} Q^{\prime}(z) J^{-1}$ we obtain

$$
\frac{Q(z)-Q(\zeta)^{*}}{z-\bar{\zeta}}=J^{*-1} \frac{Q^{\prime}(z)-Q^{\prime}(\zeta)^{*}}{z-\bar{\zeta}} J^{-1}=J^{*-1} \Gamma_{\zeta}^{*} \Gamma_{z}^{\prime} J^{-1}=\Gamma_{\zeta}^{*} \Gamma_{z}
$$

and

$$
\begin{equation*}
J\left(Q^{\prime}(z)+\mathscr{T}^{\prime}(z)\right)^{-1} J^{*}=(Q(z)+\mathscr{T}(z))^{-1} \tag{3.10}
\end{equation*}
$$

The statement of the theorem now follows without difficulty.
Let us mention that for $z \neq \bar{z}$ it follows from property (ii) in $\S 2.2$ and (1.3) that $(Q(z)+\mathscr{T}(z))^{-1}$ in (3.2) belongs to [§] and that the formula

$$
(Q(z)+\mathscr{T}(z))^{-1}=\left(P_{0} Q(z) P_{0}+\mathscr{T}(z)_{0}\right)^{-1} P_{0}
$$

holds true.
3. Relation (3.2) establishes a one-to-one correspondence between $\mathfrak{T}(\mathbb{S})$ and the minimal selfadjoint extensions $\widetilde{S}$ of the symmetric c.l.r. $S$ if we identify unitarily equivalent extensions. The minimal selfadjoint extension $\widetilde{S}$ corresponding to $\mathscr{T} \in \mathfrak{T}(\mathbb{S})$ will in the following be denoted by $S^{(\sigma)} .^{8}$

Proposition 3.3. Under the conditions of Theorem 3.2 the set $\rho\left(S^{(\mathscr{F})}\right)$ belongs to the domain of holomorphy of $\mathscr{T} \in \mathfrak{I}(\mathbb{S})$.

Proof. Evidently we can take $\mathbb{C S H}^{\prime}=\mathfrak{C B}^{\prime}=\mathfrak{D}(U)^{\perp}$. Then (3.7) implies

$$
\begin{equation*}
\mathscr{E}\left(\lambda(z)^{-1}\right)=I-2 i y_{0}\left(\mathscr{T}^{\prime}(z)+i y_{0} I\right)^{-1} \quad(\operatorname{Im} z>0) \tag{3.11}
\end{equation*}
$$

The function $\mathscr{E}$ extends to $\{\lambda:|\lambda|>1\}$ by

$$
\left.\mathscr{E}(\lambda)=\mathscr{E}\left(\bar{\lambda}^{-1}\right)^{*}\right)^{-1}
$$

(see [8]), hence (3.11) extends to the lower half plane according to

$$
\mathscr{E} \overline{(\lambda(z))}=I-2 i y_{0}\left(\mathscr{T}^{\prime}(\bar{z})+i y_{0} I\right)^{-1} \quad(\operatorname{Im} z \neq 0)
$$

Here we put $\mathscr{T}^{\prime}(\bar{z})=\mathscr{T}^{\prime}(z)^{*}(\operatorname{Im} z>0)$. The extended function $\mathscr{E}$ is holomorphic in $\{\lambda:|\lambda| \neq 1\}$. Thus it remains to show that $\mathscr{E}$ is holomorphic at $\lambda(x)^{-1}$ if $x$ is a real point in $\rho\left(S^{(\mathscr{I})}\right)$. We observe (see [8, p. 390])

$$
\begin{equation*}
\mathscr{E}\left(\lambda(x)^{-1}\right)=\Delta_{0} \dot{U}^{*} \lambda(x)\left(I-\tilde{V}_{1 / \lambda(x)}^{-1}\right) \Delta_{0} \tag{3.12}
\end{equation*}
$$

therefore the statement follows if we show that $\widetilde{V}_{1 / \lambda(x)}^{-1}$ is holomorphic at $x$. But from (3.5) it follows

$$
2 i y_{0} \widetilde{V}_{1 / 2(x)}=\left.\left(x-\bar{z}_{0}\right) \widetilde{P}\left(I+\left(x-z_{0}\right)\left(S^{(\sigma)}-x I\right)^{-1}\right)\right|_{\mathfrak{N}},
$$

and it remains to show that the operator on the right hand side has a bounded inverse.

Suppose there exists an element $f_{0} \in \mathfrak{S}$ such that

[^6]\[

$$
\begin{equation*}
\left(f_{0},\left(I+\left(x-z_{0}\right)\left(S^{(\mathscr{})}-x I\right)^{-1}\right) f\right)=0 \quad \text { for all } \quad f \in \mathscr{S} \tag{3.13}
\end{equation*}
$$

\]

Denote $f_{0}^{\prime}:=P_{0} f_{0}$, where $P_{0}$ is the orthoprojector onto $\overline{\mathfrak{D}\left(S^{(\sqrt{\prime})}\right)}$ and let $E_{0}$ be the spectral function of the operator part $S_{0}^{(\mathscr{F})}$ of $S^{(\mathscr{F})}$. Then we have

$$
0=\left(f_{0}^{\prime}, f_{0}^{\prime}+\left(x-z_{0}\right)\left(S_{0}^{(\mathscr{F})}-x I\right)^{-1} f_{0}^{\prime}\right)=\int_{-\infty}^{\infty} \frac{t-z_{0}}{t-x} d\left(E_{0}(t) f_{0}^{\prime}, f_{0}^{\prime}\right)
$$

Now $x \in \rho\left(S^{(-)}\right)$implies $f_{0}^{\prime}=0$ and from (3.13) we get $f_{0}=0$. Furthermore, suppose there exists a sequence $\left(f_{n}\right)$ in $\mathfrak{K},\left\|f_{n}\right\|=1$, such that $\widetilde{P}\left(f_{n}+\left(x-z_{0}\right)\left(S^{(\sigma)}-x I\right)^{-1} f_{n}\right) \rightarrow 0$ if $n \rightarrow \infty$. Then a simple modification of the previous argument gives a contradiction.

Remark. If $S^{()}$is a bounded operator it easily follows that $\mathscr{T}$ is holomorphic also at $\infty$, which means that the corresponding function $\mathscr{E}$ from (3.8) is holomorphic at $\lambda=1$.

Proposition 3.4. Suppose the c.l.r. $S$ and $S^{\circ}$ in Theorem 3.2 are bounded linear operators, $S$ is nondensely defined and $\Gamma_{z}, Q$ are chosen according to (2.2) and (2.5) with $C=0$. If the extension $S^{(F)}$ of $S$ is canonical, then the inverse $\mathscr{T}^{-1}$ of the c.l.r. $\mathscr{T} \in \mathfrak{I}_{0}(\mathbb{S})$ is a bounded operator.

Proof. Evidently (3.2) implies that $\Delta(z):=(Q(z)+\mathscr{T})^{-1}$ is a bounded operator in $\mathfrak{F}$, which depends holomorphically on $z$ if $z \in$ $\rho\left(S^{(\sigma)}\right) \cap \rho(S)$ and that
(3.14) $\|\Delta(z)\| \leqq K<\infty$ for all sufficiently by large $|z|$ ( $K$ constant).

Assume there exist elements $f_{n} \in \mathscr{D}(\mathscr{T}),\left\|f_{n}\right\|=1, n=1,2, \cdots$, such that for some $g_{n} \in \mathscr{T}\left(f_{n}\right)$ we have $\left\|g_{n}\right\| \rightarrow 0(n \rightarrow \infty)$. It follows $f_{n}=$ $\Delta(z)\left(Q(z) f_{n}+g_{n}\right)$ and $1=\left\|\Delta(z)\left(Q(z) f_{n}+g_{n}\right)\right\|$. But if $|z|$ and $n$ are large enough the right hand side is arbitrarily small, contradiction. Therefore $\{f, g\} \in \mathscr{T}$ implies $\|g\| \geqq \gamma\|f\|$ with a certain $\gamma>0$, that is $\mathscr{T}^{-1}$ is a bounded operator.

## Corollary 3.5. Under the assumptions of Proposition 3.4

$$
\begin{equation*}
\left\|\Delta(x)-\mathscr{T}^{-1}\right\| \longrightarrow 0 \quad \text { if } \quad x \longrightarrow \infty \tag{3.15}
\end{equation*}
$$

Indeed, if $\mathscr{T}$ is an operator we have

$$
\Delta(x)-\mathscr{T}^{-1}=-\Delta(x) Q(x) \mathscr{T}^{-1}
$$

therefore (3.14) and $\|Q(z)\| \rightarrow 0$ if $z \rightarrow \infty$ imply (3.15). If $\mathscr{T}(0) \neq\{0\}$ denote by $P_{0}$ the orthoprojector onto $\overline{\mathfrak{D}(\mathscr{T})}$ and by $\mathscr{T}_{0}$ the operator part of $\mathscr{T}$. Then (comp. (1.8))

$$
\left\|\Delta(x)-\mathscr{T}^{-1}\right\|=\left\|\left[\left(P_{0} Q(x) P_{0}+\mathscr{T}_{0}\right)^{-1}-\mathscr{T}_{0}^{-1}\right] P_{0}\right\|
$$

and (3.15) follows in the same way.
4. In [4, Theorem 6.7] a description of the set of all generalized resolvents of a symmetric c.l.r. $S$ with arbitrary (even unequal) defect numbers is given. Here we shall establish the connection between the parameter function $V$ in [4] and the function $\mathscr{T}$ in Theorem 3.2.

We consider the c.l.r. $K_{z}:=R_{z}^{-1}+z I^{9}(\operatorname{Im} z>0)$.
Then $V(z)$ in [4] is the restriction

$$
\left.\left(I+2 i y_{0}\left(K_{z}-i y_{0} I\right)^{-1}\right)\right|_{\Re_{\overline{z_{0}}}} \quad\left(z_{0}=i y_{0}\right)
$$

mapping $\mathfrak{N}_{\bar{z}_{0}}$ into $\mathfrak{N}_{z_{0}}$. On the other hand, using (3.5), it is not difficult to check that this operator coincides with the restriction of $\lambda(z)\left(I-\widetilde{V}_{1 / \lambda(z)}^{-1}\right)$ to $\mathfrak{R}_{\bar{z}_{0}}$. Now (3.12) implies $\mathscr{E}\left(\lambda(z)^{-1}\right)=\dot{U}^{*} V(z)$ or, by (3.7), (3.8) and $\Gamma_{z_{0}}^{*} \Gamma_{z_{0}}^{\prime}=\left.I\right|_{\Re_{z_{0}}}$,

$$
V(z)=\dot{U}\left(I-2 i y_{0}\left(Q^{\prime}\left(z_{0}\right)+\mathscr{T}^{\prime}(z)\right)^{-1}\right),
$$

and we finally get from (3.10) and the relation $\stackrel{\circ}{U}=\Gamma_{z_{0}}$

$$
\begin{aligned}
V(z) & =\dot{U}-2 i y_{0} \dot{U} \Gamma_{\bar{z}_{0}}\left(Q\left(z_{0}\right)+\mathscr{T}(z)\right)^{-1} \Gamma_{\bar{z}_{0}} * \\
& =\stackrel{\circ}{U}-2 i y_{0} \Gamma_{z_{0}}\left(Q\left(z_{0}\right)+\mathscr{T}(z)\right)^{-1} \Gamma_{z_{0}}^{*} .
\end{aligned}
$$

5. In this section $S$ is a simple symmetric c.l.r. in $\mathscr{S}$ with equal defect numbers and $S$ a fixed canonical selfadjoint extension of $S$. We give a necessary and sufficient condition on $\mathscr{T}$ in order that $S^{(\sigma)}$ is an operator.

Let us remind that with the fixed selfadjoint extension $S$ a $Q$ function $Q$ of $S$ is given by (2.3) or (2.4). Now for each $\mathscr{T} \in \mathfrak{T}(\mathbb{O})$ we define a function $Q_{\mathscr{F}}$ with values in [ $\left.{ }^{(8)}\right]$

$$
\begin{equation*}
Q_{s}(z):=Q(z)-\left(Q(z)-Q\left(z_{0}\right)^{*}\right)(Q(z)+\mathscr{T}(z))^{-1}\left(Q(z)-Q\left(z_{0}\right)\right) . \tag{3.16}
\end{equation*}
$$

It is easy to see that for $\mathscr{T} \in \mathfrak{T}_{0}(\mathbb{S})$ the function $Q_{J}$ is a $Q$-function of $S$ corresponding to the canonical selfadjoint extension $S^{(\mathscr{F})}$.

Lemma 3.6. The function $Q_{\sigma}$ in (3.16) has the properties (i) and (ii) of §2.1.

Proof. Multiplying (3.2) from the left by $\left(z-z_{0}\right)\left(z-\bar{z}_{0}\right) \Gamma_{z_{0}}^{*}$, from the right by $\Gamma_{z_{0}}$ and adding $C+\left(z-x_{0}\right) \Gamma_{z_{0}}^{*} \Gamma_{z_{0}}$ with the operator $C$ from (2.4) we get
(3.17) $\quad Q_{\mathscr{F}}(z)=C+\left(z-x_{0}\right) \Gamma_{z_{0}}^{*} \Gamma_{z_{0}}+\left(z-z_{0}\right)\left(z-\bar{z}_{0}\right) \Gamma_{z_{0}}^{*}\left(S^{(\mathscr{O})}-z I\right)^{-1} \Gamma_{z_{0}}$,

[^7]which implies
\[

$$
\begin{aligned}
& \frac{Q_{\mathscr{F}}(z)-Q_{\mathscr{F}}(\zeta)^{*}}{z-\bar{\zeta}} \\
& \quad=\Gamma_{z_{0}}^{*}\left(I+\left(\bar{\zeta}-z_{0}\right)\left(S^{(\mathscr{F})}-\bar{\zeta} I\right)^{-1}\right)\left(I+\left(z-z_{0}\right)\left(S^{(\mathscr{I})}-z I\right)^{-1}\right) \Gamma_{z_{0}}
\end{aligned}
$$
\]

The operator $I+\left(z-z_{0}\right)\left(S^{(\mathscr{F})}-z I\right)^{-1}$ has the bounded inverse operator $I+\left(z_{0}-z\right)\left(S^{(\mathscr{S})}-z_{0} I\right)^{-1}$ and the statement easily follows.

The main result of this section can now be stated.
THEOREM 3.7. The c.l.r. $S^{(\sigma)}$ is an operator if and only if

$$
\begin{equation*}
\lim _{y \uparrow \infty} \frac{1}{y}\left(Q_{\mathscr{}}(i y) \xi, \xi\right)=0 \quad \text { for all } \quad \xi \in \mathbb{G} . \tag{3.18}
\end{equation*}
$$

Proof. It follows from Lemma 3.6 and Corollary 2.3 that the function $Q_{\sigma}$ admits a representation (2.9) with a selfadjoint c.l.r. $S=S_{Q_{J}}$ in a Hilbert space

$$
\mathfrak{S}_{Q_{\mathscr{O}}}:=\text { c.l.s. }\left\{\left(I+\left(z-z_{0}\right)\left(S_{Q,}-z I\right)^{-1}\right) \Gamma(\mathbb{E}: z \neq \bar{z}\} .\right.
$$

By Corollary $2.5 S_{Q_{F}}$ is an operator if and only if (3.18) holds true. On the other hand we have the representation (3.17). Therefore the second part of Corollary 2.3 implies that the subspace

$$
\hat{\mathfrak{S}}_{1}:=\text { c.l.s. }\left\{\left(I+\left(z-z_{0}\right)\left(S^{(\mathscr{F})}-z I\right)^{-1}\right) \Gamma_{z_{0}}(\mathbb{\Im}: z \neq \bar{z}\}\right.
$$

is reducing for $S^{(\sigma)}$, and $\left.S^{(\sigma)}\right|_{\hat{S}_{1}}, S_{Q_{\sigma}}$ are unitarily equivalent and can thus be identified.

It remains to show that $S^{(\sigma)}$ is an operator if and only if $S_{Q_{\sigma}}$ is an operator.

If $S^{(\sigma)}$ is an operator then its restriction $S_{Q_{\mathscr{F}}}$ is evidently also an operator. Assume $S^{(\sigma)}(0) \neq\{0\}$ and $S_{Q_{\sigma}}(0)=\{0\}$. The space $\tilde{\mathcal{F}}$ in which $S^{(\sigma)}$ is defined has a decomposition $\tilde{\mathscr{F}}=\hat{\mathfrak{S}}_{1} \oplus \hat{\mathfrak{F}}$. Let $S^{(\sigma)}=$ $S_{Q_{G}} \oplus \hat{S}$ be the corresponding decomposition of $S^{(\sigma)}$. The assumption $S^{(\sigma)}(0) \neq\{0\}, \quad S_{Q_{\sigma}}(0)=\{0\}$ implies $S^{(\sigma)}(0)=\hat{S}(0)$, hence $S^{(\sigma)}(0) \perp \hat{\mathfrak{F}}_{1}$. We consider an element $\tilde{f} \in S^{(\sigma)}(0)$. Then $f:=\widetilde{P} \tilde{f} \perp \Gamma_{z_{0}}(\mathcal{S}$ and

$$
(f, \mathfrak{D}(S))=(\widetilde{P} \widetilde{f}, \mathfrak{D}(S))=(\tilde{f}, \mathfrak{D}(S))=\{0\}
$$

since $\mathfrak{D}(S) \subset \overline{\mathfrak{D}\left(S^{(\sigma)}\right)}=S^{(\sigma)}(0)^{\perp}$. Therefore we have $f=g_{0}-z_{0} f_{0}$ with a certain $\left\{f_{0}, g_{0}\right\} \in S$, and $\left(g_{0}-z_{0} f_{0}, f_{0}\right)=0$, that is $\left(g_{0}, f_{0}\right)=z_{0}\left(f_{0}, f_{0}\right)$. On the other hand $\left\{f_{0}, g_{0}\right\} \in S$ implies that ( $g_{0}, f_{0}$ ) is real, hence $f_{0}=0$. Since $S$ is simple we also have $g_{0}=0$. We conclude $f=0$, hence $\tilde{f} \in \tilde{\mathscr{S}} \ominus \mathscr{K}$, that is $S^{(\sigma)}(0) \subset \tilde{\mathscr{I}} \ominus \mathscr{S}$. Now it is easy to see that this is a contradiction to the minimality of $S^{(\mathscr{F})}$. Therefore $S^{(\sigma)}(0) \neq\{0\}$ implies $S_{Q_{\mathcal{F}}}(0) \neq\{0\}$ and the proof is complete.

Remark. We do not know if the operators $S_{Q_{J}}$ and $S^{(\sigma)}$ are unitarily equivalent in general. But this is evidently true if $\mathscr{T} \in$ $\mathfrak{T}_{0}(\mathbb{S})$, that is if the extension $S^{(\mathscr{F})}$ is canonical.
4. Generalized resolvents of nondensely defined symmetric contractions. 1. Recently M. G. Kreǐn and I. E. Ovčarenko [11, 12] gave a description of all generalized contraction resolvents of a symmetric nondensely defined contraction in a Hilbert space. In this section we show that such a description can be easily obtained from the "classical" results of M. G. Krein [15] and Theorem 3.2.

Let $S$ be a nondensely defined symmetric closed contraction in $H$, that is $S$ is an operator and we have

$$
(S f, g)=(f, S g),\|S f\| \leqq\|f\| \quad(f, g \in \mathfrak{D}(S))
$$

A generalized resolvent $\widetilde{R}_{z}$ of $S$, whose corresponding minimal selfadjoint extension $\widetilde{S}$ of $S$ is a contraction, is called a selfadjoint contraction resolvent (s.c.-resolvent).

By a classical result of M. G. Krein [15] with $S$ there are associated two canonical selfadjoint contraction (c.s.c.-)extensions $S_{\mu}$ and $S_{I I}$ of $S$ such that the inequalities

$$
\left(S_{\mu} f, f\right) \leqq(\widetilde{S} f, f) \leqq\left(S_{M} f, f\right) \quad(f \in \mathfrak{K})
$$

hold true for an arbitrary c.s.c.-extension $\widetilde{S}$ of $S$. The extensions $S_{\mu}$ and $S_{\mu \mu}$ can be characterized in the following way. If $\Re:=\mathfrak{D}(S)^{\perp}$, then for an arbitrary c.s.c.-extension $\widetilde{S}$ we have $\widetilde{S}=S_{\mu}\left(\widetilde{S}=S_{m}\right)$ if and only if

$$
\int_{-1}^{1} \frac{d(\widetilde{E}(\lambda) \varphi, \varphi)}{1+\lambda}=\infty \quad\left(\int_{-1}^{1} \frac{d(\widetilde{E}(\lambda) \varphi, \varphi)}{1-\lambda}=\infty \text { resp. }\right)
$$

for all $\varphi \in \mathfrak{R}, \varphi \neq 0$ (see [15, Theorem 4]). Here $\widetilde{E}$ denotes the spectral function of $\widetilde{S}$.
2. Let $\mathfrak{G}$ be a Hilbert space with $\operatorname{dim} \mathscr{S}=\operatorname{dim} \mathfrak{R}, \stackrel{\mathscr{S}}{\boldsymbol{S}}=S_{\mu}, \Gamma$ a bijection from $\mathbb{8}$ onto $\mathfrak{N}$ and set

$$
\begin{equation*}
\Gamma_{z}:=\left(S_{\mu}-z I\right)^{-1} \Gamma, Q(z):=\Gamma^{*}\left(S_{\mu}-z I\right)^{-1} \Gamma \tag{4.1}
\end{equation*}
$$

(see (2.2), (2.5)). Then the set of all generalized resolvents of $S$ (in the sense of (3.1)) is given by (3.2). Evidently $S^{(\mathscr{F})}=S_{\mu}$ if $\mathscr{T}=$ $\mathscr{T}_{\mu}:=\{\{0, g\}: g \in \mathbb{E}\}$. Define the selfadjoint c.l.r. $\mathscr{T}_{M}$ in (SS by $S^{\left(\mathscr{F}_{M}\right)}=$ $S_{M}$. By Proposition $3.4 \mathscr{T}_{M}^{-1}$ is a bounded operator. Moreover we have

$$
\begin{equation*}
\mathscr{T}_{M}^{-1}=\Gamma^{-1}\left(S_{M}-S_{\mu}\right) \Gamma^{*-} \tag{4.2}
\end{equation*}
$$

Indeed, (3.2) and (4.1) imply ( $x$ real, $|x|>1$ )

$$
\begin{aligned}
\left(S_{\mu}\right. & -x I)^{-1}-\left(S_{\mu}-x I\right)^{-1} \\
& =-\left(S_{\mu}-x I\right)^{-1} \Gamma\left(Q(x)+\mathscr{T}_{\mu}\right)^{-1} \Gamma^{*}\left(S_{\mu}-x I\right)^{-1},
\end{aligned}
$$

hence

$$
\left(S_{\mu}-x I\right)\left(S_{\mu}-x I\right)^{-1}\left(S_{\mu}-S_{\mu}\right)=\Gamma\left(Q(x)+\mathscr{T}_{\mu}\right)^{-1} \Gamma^{*} .
$$

The relation (4.2) now follows from Corollary 3.5 by letting $x \rightarrow \infty$.
By (4.2) the c.l.r. $\mathscr{T}_{M}$ is an operator if and only if the completely indetermined case holds for $S$, which means if and only if $\varphi \in \mathfrak{N} \backslash\{0\}$ implies $S_{M} \varphi \neq S_{\mu} \varphi$.

Proposition 4.1. The function $Q$ in (4.1) has the properties

$$
\begin{align*}
& s-\lim _{x \downarrow 1} Q(x)^{-1}=-\mathscr{T}_{\mu}^{-1}  \tag{4.3}\\
& s-\lim _{x \uparrow-1} Q(x)^{-1}=0 .^{10} \tag{4.4}
\end{align*}
$$

Proof. The existence of the limits on the left hand sides follows from the monotonicity of $Q$, e.g.,

$$
\begin{equation*}
1<x<y \Longrightarrow 0 \ll-Q(x)^{-1} \ll-Q(y)^{-1} \tag{4.5}
\end{equation*}
$$

For the proof of (4.3) we may evidently assume that $\mathbb{( 5 S}=\mathfrak{M}$ and that $\Gamma$ is the embedding operator of $\mathfrak{N}$ into $\mathscr{F}$. Then it follows from $[15, \S 1.2 . \delta]$ that we have in $\mathfrak{R}$

$$
\left(\Gamma\left(x I-S_{\mu}\right)_{\mathfrak{n}} \Gamma\right)^{-1}=-Q(x),^{11}
$$

that is $-Q(x)^{-1}=\Gamma\left(x I-S_{\mu}\right)_{\Re} \Gamma$. But $x \downarrow 1$ implies $\left(x I-S_{\mu}\right)_{\mathfrak{R}} \downarrow\left(I-S_{\mu}\right)_{\mathfrak{r}}$, and (4.3) follows from the identity $\left(I-S_{\mu}\right)_{\Re}=S_{M}-S_{\mu}$ and (4.2).

To prove (4.4) (see [11, Lemma 2.1]) consider $x<y<-1$ and denote $s-\lim _{y \uparrow-1} Q(y)^{-1}=: K \geqq 0$. Then we have

$$
0 \leqq Q(x)^{1 / 2} Q(y)^{-1} Q(x)^{1 / 2} \leqq I
$$

therefore ( $y \uparrow-1$ )

$$
0 \leqq Q^{1 / 2}(x) K Q(x)^{1 / 2} \leqq I,
$$

which implies $0 \leqq K^{1 / 2} Q(x) K^{1 / 2} \leqq I$. On the other hand we have for arbitrary $\varphi \in \mathfrak{N}, \varphi \neq 0$, with the spectral function $E_{\mu}$ of $S_{\mu}$

$$
\lim _{x \uparrow-1}(Q(x) \varphi, \varphi)=\int_{-1}^{1} \frac{d\left(E_{\mu}(\lambda) \varphi, \varphi\right)}{1+\lambda}=\infty
$$

hence $K=0$,

[^8]Corollary 4.2. The following inequalities hold true:

$$
\begin{align*}
& Q(x)^{-1} \ll \mathscr{T}^{-1} \quad \text { if } \quad x>1 \\
& Q(x)^{-1} \gg 0 \quad \text { if } \quad x<-1 \tag{4.6}
\end{align*}
$$

3. Theorem 4.3. Let $S$ be a symmetric nondensely defined closed contraction in $\mathfrak{K}, \dot{S}=S_{\mu}$ and let $\Gamma, Q$ be chosen according to (4.1). Then the relation

$$
\begin{equation*}
\widetilde{R}_{z}=\left(S_{\mu}-z I\right)^{-1}-\Gamma_{z}(Q(z)+\mathscr{T}(z))^{-1} \Gamma_{z}^{*} \tag{4.7}
\end{equation*}
$$

establishes a one-to-one correspondence between the set of all s.c.resolvents $\widetilde{R}_{z}$ of $S$ and the set of all $\mathscr{T} \in \mathfrak{I}(\mathbb{S})$ with the following properties:
(1) $\mathscr{T}$ is holomorphic in Ext $[-1,1]$ (including $\infty$ ).
(2) If $x \in R^{1} \backslash[-1,1]$, then $0 \leqq \mathscr{T}(x)^{-1} \leqq \mathscr{T}_{M^{-1}}$.

Proof. Suppose $S^{(\mathscr{)}}, \mathscr{T} \in \mathfrak{T}(\mathscr{C})$, is an s.c.-extension of $S$. We consider a real $x_{0},\left|x_{0}\right|>1$, assuming e.g., $x_{0}>1$, and the selfadjoint c.l.r. $\mathscr{T}\left(x_{0}\right)$. According to Theorem 3.2 it generates a canonical selfadjoint extension $S^{\left(\sigma\left(x_{0}\right)\right)}$ of $S$, and we evidently have

$$
\begin{equation*}
\left(S^{\left(\widetilde{(x)}\left(x_{0}\right)\right)}-x_{0} I\right)^{-1}=\left.\widetilde{P}\left(S^{(\sigma)}-x_{0} I\right)^{-1}\right|_{\mathfrak{w}} \tag{4.8}
\end{equation*}
$$

The c.l.r. $S^{\left(\sigma\left(x_{0}\right)\right)}$ is an operator. Indeed, $\left(S^{\left(\mathscr{F}\left(x_{0}\right)\right)}-x_{0} I\right)^{-1} f_{0}=0$ implies

$$
\left.0=\left(\left(S^{( }\right)-x_{0} I\right)^{-1} f_{0}, f_{0}\right) \geqq \frac{1}{x_{0}-1}\left\|f_{0}\right\|^{2}
$$

that is $f_{0}=0$. Now from (4.8) the numerical range of $\left(S^{\left(\sigma\left(x_{0}\right)\right)}-x_{0} I\right)^{-1}$ is contained in the interval $\left[1 /\left(1+x_{0}\right), 1 /\left(x_{0}-1\right)\right]$, therefore $S^{\left(\sigma\left(x_{0}\right)\right)}$ is even a contraction and we must have

$$
S_{\mu} \leqq S^{\left(\mathscr{F}\left(x_{0}\right)\right)} \leqq S_{M}
$$

This implies

$$
\begin{equation*}
\left(S_{M}-x I\right)^{-1} \leqq\left(S^{\left(\sigma\left(x_{0}\right)\right)}-x I\right)^{-1} \leqq\left(S_{\mu}-x I\right)^{-1} \tag{4.9}
\end{equation*}
$$

and from (4.9) it follows

$$
\left(Q(x)+\mathscr{T}\left(x_{0}\right)\right)^{-1} \geqq 0,\left(Q(x)+\mathscr{T}\left(x_{0}\right)\right)^{-1} \leqq\left(Q(x)+\mathscr{T}_{M}\right)^{-1}
$$

Letting $x \rightarrow \infty$ we get $0 \leqq \mathscr{T}\left(x_{0}\right)^{-1} \leqq \mathscr{T}_{M}^{-1}$ by Corollary 3.5 , that is $\mathscr{T} \in \mathfrak{I}(\mathbb{F})$ satisfies condition (2). Condition (1) is satisfied by Proposition 3.3 and the following remark in $\S 3.3$.

Let now $\mathscr{T} \in \mathfrak{I}(\mathbb{C})$ with properties (1) and (2) be given. The Cayley transform

$$
\bigoplus_{-i}(\mathscr{T})(z)=I-2 i(\mathscr{T}(z)+i I)^{-1} \quad(|z|>1)
$$

can be analytically continued to $z=\infty$ by (1). Moreover for real $z=x,|x|>1$ it follows from

$$
\mathfrak{C}_{-i}(\mathscr{T})(x)=-I+2 i\left(i I-\mathscr{T}(x)^{-1}\right)^{-1} \quad(|x|>1)
$$

and (2) that the spectrum of $\mathbb{C}_{-i}(\mathscr{T})(x)$ has a uniformly positive distance from -1 . Therefore

$$
\mathscr{T}(x)^{-1}=i\left(I-2\left(I+\mathscr{C}_{-i}(\mathscr{T})(x)\right)^{-1}\right)
$$

is holomorphic in $x,|x|>1$ and the limit

$$
\mathscr{T}(\infty)^{+}:=\lim _{x \rightarrow \infty} \mathscr{T}(x)^{-1}=\lim _{x \rightarrow \infty} i\left(\left(I-2\left(I+\mathscr{E}_{-i}(\mathscr{T})(x)\right)^{-1}\right)\right.
$$

exists as a bounded operator. Furthermore, as $\|Q(x)\| \rightarrow 0$ if $x \rightarrow \infty$, we have from (1.8)

$$
\lim _{x \rightarrow \infty}(Q(x)+\mathscr{T}(x))^{-1}=\lim _{x \rightarrow \infty} \mathscr{T}(x)_{0}^{-1}\left(P_{0} Q(x) \mathscr{T}(x)_{0}^{-1}+I\right)^{-1} P_{0}=\mathscr{T}(\infty)^{+}
$$

Now it is easy to see that the c.l.r. $S^{(\sigma)}$ is an operator. Indeed, suppose ( $\left.S^{(\sigma)}-x I\right)^{-1} f_{0}=0(|x|>1)$. By (4.7)

$$
f_{0}=\Gamma(Q(x)+\mathscr{T}(x))^{-1} \Gamma^{*}\left(S_{\mu}-x I\right)^{-1} f_{0},
$$

and tending $x \rightarrow \infty$ we get $f_{0}=0$.
The proof of the theorem will be complete, if we show that $(Q(x)+\mathscr{T}(x))^{-1}$ is holomorphic for real $x,|x|>1$.

Suppose first that $\mathscr{T}$ is an operator valued function, that is $\mathbb{S H}_{\infty}=\{0\}$ in Proposition 1.2. Then

$$
(Q(x)+\mathscr{T}(x))^{-1}=\mathscr{T}(x)^{-1}\left(Q(x)^{-1}+\mathscr{T}(x)^{-1}\right)^{-1} Q(x)^{-1},
$$

and it remains to show that $Q(x)^{-1}+\mathscr{T}(x)^{-1}$ has a bounded inverse if $|x|>1$. But (4.6) and (2) imply

$$
\begin{array}{ll}
Q(x)^{-1}+\mathscr{T}(x)^{-1} \ll-\mathscr{T}_{M}^{-1}+\mathscr{T}(x)^{-1} \leqq 0 & (x>1), \\
Q(x)^{-1}+\mathscr{T}(x)^{-1} \gg 0 & (x<-1),
\end{array}
$$

and the conclusion follows. If $\mathscr{G}_{\infty} \neq\{0\}$ in Proposition 1.2, we have with the orthogonal projector $P_{0}$ onto $\mathbb{S}_{0}$ (see (1.8))

$$
(Q(x)+\mathscr{T}(x))^{-1}=\left(P_{0} Q(x) P_{0}+\mathscr{T}(x)_{0}\right)^{-1} P_{0}
$$

and the same argument can be repeated.
4. Let again $S$ be a symmetric nondensely defined contraction in $\mathcal{S}_{\mathrm{C}}$. We consider an interval $[\alpha, \beta]$, where $-\infty<\alpha<-1,1<\beta<\infty$.

From M.G. Kreǐn's results quoted above it immediately follows that in the set of all canonical selfadjoint bounded extensions $\widetilde{S}$ of $S$ with the property $\sigma(\widetilde{S}) \subset[\alpha, \beta]$ there are two extremal extensions $S_{\mu}^{(\alpha, \beta)}$, and $S_{M}^{(\alpha, \beta)}$, such that for all such extensions $\widetilde{S}$ we have

$$
S_{\mu}^{(\alpha, \beta)} \leqq \widetilde{S} \leqq S_{M}^{(\alpha, \beta)}
$$

Here $S_{\mu}^{(\alpha, \beta)}\left(S_{\mu}^{(\alpha, \beta)}\right)$ is characterized by the property

$$
\begin{equation*}
\int_{\alpha}^{\beta} \frac{d\left(E_{\mu}(\lambda) f, f\right)}{\lambda-\alpha}=\infty\left(\int_{\alpha}^{\beta} \frac{d\left(E_{M}(\lambda) f, f\right)}{\beta-\lambda}=\infty \text { resp. }\right) \tag{4.10}
\end{equation*}
$$

for all $f \in \mathfrak{D}(S)^{\perp}$, where $E_{\mu}\left(E_{M}\right.$ resp.) denotes the spectral function of $S_{\mu}^{(\alpha, \beta)}\left(S_{M}^{(\alpha, \beta)}\right.$ resp.). It is evident that $S_{\mu}^{(\alpha, \beta)}=S_{\mu}^{(\alpha, 1)}$ and $\left.S_{M}^{(\alpha, \beta)}=S_{M}^{(-1, \beta)}\right)$. We shall show that these conditions are satisfied, if in (4.7) we put

$$
(z) \equiv-Q(\alpha) \quad(\mathscr{T}(z) \equiv-Q(\beta) \text { resp. })
$$

Indeed, we have e.g., for $x<\alpha, f \in \mathscr{S}$

$$
\begin{align*}
& \left(S^{(-Q(\alpha))}-x I\right)^{-1} f=\left(S_{\mu}-x I\right)^{-1}-\Gamma_{x}(Q(x)-Q(\alpha))^{-1} \Gamma_{x}^{*} f, \\
& \lim _{x \uparrow \alpha}(x-\alpha)\left(\left(S^{(-Q(\alpha))}-x I\right)^{-1} f, f\right)=-\left(Q^{\prime}(\alpha)^{-1} \Gamma_{\alpha}^{*} f, \Gamma_{\alpha}^{*} f\right) \tag{4.11}
\end{align*}
$$

and the statement follows if we show that $f \in \mathscr{D}(S)^{+}, f \neq 0$, implies $\Gamma_{\alpha}^{*} f \neq 0$. But from $f_{0} \in \mathfrak{D}(S)^{\perp}, \Gamma_{\alpha}^{*} f=0$ we get $f_{0}=(S-\alpha I) g_{0}$ for a certain $g_{0} \in \mathfrak{D}(S)$ and $\left((S-\alpha I) g_{0}, g_{0}\right)=0$, that is $g_{0}=0$ and $f_{0}=0$.

Proposition 4.4. In the set of all selfadjoint extensions of the symmetric nondensely defined contraction $S$ the extension $S_{\mu}^{(\alpha, \beta)}\left(S_{M}^{(\alpha, \beta)}\right)$ is characterized by the following property: $\alpha$ ( $\beta$ resp.) is an isolated eigenvalue of $S_{\mu}^{(\alpha, \beta)}$ ( $S_{M}^{(\alpha, \beta)}$ resp.) with corresponding eigenspace

$$
\Re(S-\alpha I)^{\perp} \quad\left(\Re(S-\beta I)^{\perp} \text { resp. }\right)
$$

Proof. We shall only prove the statement about $S_{\mu}^{(\alpha, \beta)}$. Relation (4.5) implies that $(Q(z)-Q(\alpha))^{-1}$ is holomorphic in $z$ in a neighborhood of $\alpha(z \neq \alpha)$. We obtain the corresponding projector $P_{\alpha}$ onto the eigenspace e.g., from (4.11)

$$
P_{\alpha}=-\Gamma_{\alpha} Q^{\prime}(\alpha)^{-1} \Gamma_{\alpha}^{*},
$$

hence $S_{\mu}^{(\alpha, \beta)}$ has the stated property.
Conversely it is easy to see that $x_{n} \in \mathfrak{D}(S), y_{n} \in \mathfrak{R}(S-\alpha I)^{\perp}, x_{n}-y_{n} \rightarrow 0$ $(n \rightarrow \infty)$ implies $x_{n} \rightarrow 0$. Indeed, we have $\left(y_{n},(S-\alpha I) x_{n}\right)=0$ and $\left(x_{n},(S-\alpha I) x_{n}\right)=\left(x_{n}-y_{n},(S-\alpha I) x_{n}\right) \rightarrow 0(n \rightarrow \infty)$, therefore $\left\|x_{n}\right\| \rightarrow$ 0 . This proves that $\mathfrak{D}(S)+\mathfrak{R}(S-\alpha I)^{\perp}$ is a closed subspace of $\mathscr{E}$. With the argument used above it follows $\mathfrak{S}=\mathfrak{D}(S)+\mathfrak{R}(S-\alpha I)^{\perp}$,
and it is easy to see that the operator

$$
\widetilde{S} f:= \begin{cases}S f, & f \in \mathfrak{D}(S) \\ \alpha f, & f \in \mathfrak{R}(S-\alpha I)^{\perp}\end{cases}
$$

is a selfadjoint extension of $S$. Hence $\widetilde{S}=S_{\mu}^{(\alpha, \beta)}$.
These considerations can easily be extended to the case of an infinite interval.

Proposition 4.5. If $S$ is a symmetric nondensely defined contraction in $\mathfrak{S}$ and $-\infty<\alpha \leqq-1$, then there exist two extremal selfadjoint extensions $S_{\mu}^{(\alpha, \infty)}:=S_{\mu}^{(\alpha, 1)}$ and $S_{M}^{(\alpha, \infty)}$ of $S$ such that each canonical selfadjoint c.l.r. extension $\widetilde{S}$ of $S$ with $\widetilde{S} \geqq \alpha I$ has the property

$$
\begin{equation*}
\left(S_{\mu}^{(\alpha, \infty)}-x I\right)^{-1} \geqq(\widetilde{S}-x I)^{-1} \geqq\left(S_{M}^{(\alpha, \infty)}-x I\right)^{-1} \tag{4.12}
\end{equation*}
$$

for all $x<\alpha$. The extensions $S_{\mu}^{(\alpha, \infty)}$ and $S_{M}^{(\alpha, \infty)}$ resp. are characterized by the properties

$$
\begin{align*}
\int_{\alpha}^{\infty} \frac{d\left(E_{\mu}(\lambda) f, f\right)}{\lambda-\alpha} & =\infty \text { for all } f \in \mathfrak{D}(S)^{\perp}, f \neq 0, \quad \text { and }  \tag{4.13}\\
S_{M}^{(\alpha, \infty)}(0) & =\mathfrak{D}(S)^{\perp} \text { resp. },
\end{align*}
$$

where $E_{\mu}$ denotes the spectral function of $S_{\mu}^{(\alpha, \infty)}$.
Proof. We introduce the transformation $\varphi$

$$
\varphi(S):=I+2(x-\alpha)(S-x I)^{-1}
$$

Then $\varphi(S)$ is a symmetric contraction, and if $\widetilde{S}$ is a selfadjoint extension of $S, \widetilde{S} \geqq \alpha I$, the operator $\varphi(\widetilde{S})$ is a c.s.c.-extension of $\varphi(S)$. Then

$$
\begin{equation*}
\varphi(S)_{\mu} \leqq \varphi(\widetilde{S}) \leqq \varphi(S)_{M} \tag{4.14}
\end{equation*}
$$

and $\varphi(S)_{\mu}$ is characterized by the relation

$$
\begin{gather*}
\int_{-1}^{1} \frac{d\left(F_{\mu}(\lambda) f, f\right)}{\lambda+1}=\infty \text { for all } f \in \mathfrak{D}(\varphi(S))^{\perp}=\Re(S-x I)^{\perp}  \tag{4.15}\\
f \neq 0
\end{gather*}
$$

where $F_{\mu}$ denotes the spectral function of $\varphi(S)_{\mu}$.
If we define

$$
\begin{aligned}
& S_{\mu}^{(\alpha, \infty)}:=x I+2(x-\alpha)\left(\varphi(S)_{\mu}-I\right)^{-1} \\
& S_{M}^{(\alpha, \infty)}:=x I+2(x-\alpha)\left(\varphi(S)_{M}-I\right)^{-1}
\end{aligned}
$$

the inequalities (4.12) easily follow from (4.14). Furthermore the
first condition in (4.13) in equivalent to (4.15) by a simple transformation. Proposition 4.4 implies that $\mathfrak{R}(\varphi(S)-I)^{\perp}$ is the null space of $\varphi(S)_{M}-I$, that is $\Re(\varphi(S)-I)^{\perp}=\mathfrak{D}\left(S_{M}^{(\alpha, \infty)}\right)^{\perp}$. On the other hand $\mathfrak{R}(\varphi(S)-I)^{\perp}=\mathfrak{D}(S)^{\perp}$ and the statement follows, since the given characterizations of $S_{\mu}^{(\alpha, \infty)}$ and $S_{M}^{(\alpha, \infty)}$ are independent of $x$. Moreover, the first relations in (4.12) and (4.13) imply

$$
\begin{equation*}
S_{\mu}^{(\alpha, \infty)}=S_{\mu}^{(\alpha, 1)} . \tag{4.16}
\end{equation*}
$$

Corollary 4.6. If $\alpha=-1$ we have $S_{\mu}^{(-1, \infty)}=S_{\mu}$, if $\alpha<-1$ the extension $S_{\mu}^{(\alpha, \infty)}\left(S_{M}^{(\alpha, \infty)}\right)$ corresponds in (4.7) to $\mathscr{T}(z) \equiv-Q(\alpha)(\mathscr{T}(z) \equiv$ 0 resp.).

The first statement immediately follows from the characterization (4.13) of $S_{\mu}^{(-1, \infty)}$ and the corresponding property of $S_{\mu}$. The statement about $S_{\mu}^{(\alpha, \infty)}, \alpha<-1$, follows from (4.16) and the considerations after (4.12). Finally, put in (4.7) $\mathscr{T}(z) \equiv 0$. It follows

$$
(\widetilde{S}-z I)^{-1} \Gamma=\left(S_{\mu}-z I\right)^{-1} \Gamma-\left(S_{\mu}-z I\right)^{-1} \Gamma Q(z)^{-1} \Gamma^{*}\left(S_{\mu}-z I\right)^{-1} \Gamma=0
$$

that is $\widetilde{S}(0) \supset \mathfrak{D}(S)^{\perp}$. On the other hand $\widetilde{S}(0)^{\perp}=\overline{\mathfrak{D}(\widetilde{S})} \supset \mathfrak{D}(S)$, hence $\widetilde{S}(0)=\mathscr{D}(S)^{\perp}$. It follows from Proposition 4.5 that $\widetilde{S}=S_{m}^{(\alpha, \infty)}$.
5. We shall now generalize the statement of Theorem 4.3. If $S$ is a nondensely defined symmetric contraction with the $Q$-function $Q$ as in Theorem 4.3, we extend the inverse $Q(x)^{-1}$ to $[-\infty, \infty] \backslash(-1,1)$ by defining (in accordance with Proposition 4.1)

$$
Q(x)^{+}:= \begin{cases}Q(x)^{-1}, & x \in(-\infty, \infty) \backslash[-1,1] \\ -\mathscr{G}_{M^{-1}}, & x=1, \\ 0, & x=-1 \\ +\infty^{11}, & x=-\infty \\ -\infty, & x=+\infty\end{cases}
$$

Let $-\infty \leqq \alpha \leqq-1,1 \leqq \beta \leqq+\infty$. The generalized resolvent $\widetilde{R}_{z}$ is called an $[\alpha, \beta]$-resolvent if the corresponding minimal selfadjoint extension $\widetilde{S}$ of $S$ has the property

$$
\begin{equation*}
\alpha I \leqq \widetilde{S} \leqq \beta I \tag{4.17}
\end{equation*}
$$

Here, e.g., $-\infty \leqq \widetilde{S} \leqq \beta I, \beta<\infty$ should be read as $\widetilde{S} \leqq \beta I$.
Theorem 4.7. Let $S, S \dot{S}=S_{\mu}, \Gamma, Q$ be as in Theorem 4.3 and suppose $-\infty \leqq \alpha \leqq-1,1 \leqq \beta \leqq \infty$. Then the relation (4.7) establishes a one-to-one correspondence between the set of all $[\alpha, \beta]$-resolvents

[^9]of $S$ and the set of all $\mathscr{T} \in \mathfrak{T}(\mathbb{S})$ with the following properties:
(1) $\mathscr{T}$ is holomorphic in $\operatorname{Ext}[\alpha, \beta]$ (including $\infty$ if $\alpha$ and $\beta$ are both finite).
(2) If $x \in(-\infty,+\infty) \backslash[\alpha, \beta]$, then $-Q(\alpha)^{+} \leqq \mathscr{T}(x)^{-1} \leqq-Q(\beta)^{+}$.

Proof. If $\alpha=-1, \beta=1$ this statement coincides with Theorem 4.3. In the proof we shall consider only the case $\alpha=-1, \beta=+\infty$, the other cases being similar.

Suppose $S^{(\sigma)}$ is an extension of $S$ with the property $S^{(\sigma)} \geqq-I$. Choose $x_{0}<-1$ and consider the canonical extension $S^{\left(\sigma\left(x_{0}\right)\right)}$. The relation

$$
\left(S^{\left(\mathscr{F}\left(x_{0}\right)\right)}-x_{0} I\right)^{-1}=\widetilde{P}\left(S^{(\mathscr{F})}-x_{0} I\right)^{-1}
$$

implies $S^{\left(\mathscr{F}\left(x_{0}\right)\right)} \geqq-I$. By Proposition 4.5

$$
\left(S^{\left(\mathscr{F}\left(x_{0}\right)\right)}-x I\right)^{-1} \leqq\left(S_{\mu}-x I\right)^{-1} \quad \text { for all } \quad x<-1
$$

hence

$$
\begin{equation*}
\left(Q(x)+\mathscr{T}\left(x_{0}\right)\right)^{-1} \geqq 0 \text { for all } x<-1 \tag{4.18}
\end{equation*}
$$

But we have $Q(x)+\mathscr{T}\left(x_{0}\right)=\left\{\{f, Q(x) f+g\}:\{f, g\} \in \mathscr{T}\left(x_{0}\right)\right\}$, therefore (4.18) implies

$$
(Q(x) f+g, f) \geqq 0 \text { for all }\{f, g\} \in \mathscr{T}\left(x_{0}\right) \text { and } x<-1
$$

Letting $x \rightarrow-\infty$ we get $(g, f) \geqq 0$, that is $\mathscr{T}\left(x_{0}\right) \geqq 0$. By Proposition $3.3, \mathscr{T}$ is holomorphic on $(-\infty,-1)$.

Suppose now conversely that a c.l.r. $\mathscr{T} \in \mathfrak{F}(\mathscr{S})$ is given, which is holomorphic in $(-\infty,-1)$ and has the property $\mathscr{T}(x) \geqq 0$ if $x \in$ $(-\infty,-1)$. From $Q(x) \gg 0(x<-1)$ we have $Q(x)+\mathscr{T}(x) \gg 0$, hence $(Q(x)+\mathscr{T}(x))^{-1}$ is an operator. Moreover this operator depends holomorphically on $x$. To show this we may assume that $\mathscr{T}(x)$ is an operator. Then we have

$$
\begin{aligned}
& (Q(x)+\mathscr{T}(x))^{-1} \\
& \quad=(\mathscr{T}(x)+i I)^{-1}\left(I+(Q(x)-i I)(\mathscr{T}(x)+i I)^{-1}\right)^{-1} \quad(x<-1)
\end{aligned}
$$

and since $\mathscr{T}$ is holomorphic in $(-\infty,-1)$ the operator on the right hand side is holomorphic in the same interval. Therefore $\widetilde{P}\left(S^{(\sigma)}-z I\right)^{-1}$ is holomorphic in $(-\infty,-1)$, and the statement follows from Proposition 3.1.
6. Let $A$ be a nonnegative c.l.r. in $\mathscr{S}$. Then the range $\mathfrak{R}(A+I)$ is closed and the inverse $(A+I)^{-1}$ is an operator. Indeed, $\left\{f_{n}, g_{n}\right\} \in$ $A, g_{n}+f_{n} \rightarrow 0(n \rightarrow \infty)$ implies $\left\|f_{n}\right\|^{-1}\left(g_{n}, f_{n}\right)+\left\|f_{n}\right\| \rightarrow 0$. But as ( $g_{n}, f_{n}$ ) $\geqq 0$ we get $f_{n} \rightarrow 0, g_{n} \rightarrow 0$ and the conclusion easily follows.

The c.l.r. $S$

$$
\begin{equation*}
S:=-I+2(A+I)^{-1} \tag{4.19}
\end{equation*}
$$

is therefore also an operator and it is easy to see that it is even a (generally nondensely defined) contraction. Moreover, there is a one-to-one correspondence between the set of all nonnegative extensions $\widetilde{A}$ of $A$ and the set of all contractions $\widetilde{S}$, which are extensions of $S$, given by the relation

$$
\widetilde{S}=-I+2(\widetilde{A}+I)^{-1}
$$

Defining two extremal extensions $A_{\mu}$ and $A_{\mu}$, corresponding in this way to $S_{M}$ and $S_{\mu}$ resp., M. G. Kreín's results quoted above or (4.19) and (4.8) imply the following proposition.

Proposition 4.8. Let $A$ be a nonnegative c.l.r. in $\mathfrak{S c}$. Then there exist two nonnegative extensions $A_{\mu}$ and $A_{M}$ of $A$, such that for each nonnegative extension $\widetilde{A}$ of $A$ and for arbitrary $x<0$ the inequalities

$$
\begin{equation*}
\left(A_{\mu}-x I\right)^{-1} \leqq \widetilde{P}(\tilde{A} \quad \cdot x I)^{-1} \leqq\left(A_{M I}-x I\right)^{-1} \tag{4.20}
\end{equation*}
$$

hold true.
Here $A_{\mu}$ coincides with the Friedrichs' extension of the c.l.r. $A$ introduced in [2]. The relation (4.20) implies

$$
\begin{equation*}
A_{M}(0) \subset \widetilde{A}(0) \subset A_{\mu}(0) \tag{4.21}
\end{equation*}
$$

In order to give a description if all nonnegative extensions of $A$ we may assume that $A=A_{\mu} \cap A_{M}$ holds (otherwise we consider the uniquely determined nonnegative extension $A_{\mu} \cap A_{M}$ of $A$ instead of A). If in this case $A$ is an operator, then (4.21) implies that $A_{M}$ is also an operator. As was shown in [2], $A_{\mu}$ is an operator if and only if $\mathfrak{D}(A)$ is dense in $\mathscr{S}$.

Theorem 4.3 implies a description of all nonnegative generalized resolvents of $A$ through the Cayley transformation (4.19). The formulation of this result can be left to the reader. We give here a different description of the nonnegative generalized resolvents of $A$ using a special $Q$-function in the case that the defect numbers of $A$ are finite and equal. This is an immediate generalization of the main result of [15] to the case of c.l.r. In order to get a similar result for arbitrary (including infinite) equal defect numbers a more sophisticated definition of the $Q$-function has to be used (comp. [13]).

Let $A$ be a nonnegative c.l.r. in $\mathfrak{S}$ with finite and equal defect numbers and assume $A=A_{M} \cap A_{\mu}$. By $F_{M}\left(E_{M}\right)$ we denote the spectral function of the operator part $\left(A_{M}\right)_{0}$ of $A_{M}$ (of the maximal extension $S_{k}$ of the Cayley transform $S$ in (4.19) resp.). Then we have from [15]

$$
\begin{aligned}
& \int_{-1}^{1} \frac{d\left(E_{M}(t) \varphi, \varphi\right)}{1-t}=\infty \text { if } \varphi \in \mathfrak{D}(S)^{\perp}, \varphi \neq 0, \\
& \int_{-1}^{1} \frac{d\left(E_{M}(t) \varphi, \varphi\right)}{t+1}<\infty \text { if } \varphi \in \mathfrak{D}(S)^{\perp},
\end{aligned}
$$

and these relations imply

$$
\begin{aligned}
& \int_{0}^{\infty} \frac{1}{\lambda} d\left(F_{M}(\lambda) \varphi, \varphi\right)=\infty \quad \text { if } \quad \varphi \in \mathfrak{R}(A+I)^{\perp}, \varphi \neq 0, \\
& \int_{0}^{\infty} \lambda d\left(F_{M}(\lambda) \varphi, \varphi\right)<\infty \quad \text { if } \quad \varphi \in \mathfrak{R}(A+I)^{\perp} .
\end{aligned}
$$

Hence $\Re(A+I)^{\perp} \subset \mathfrak{D}\left(\left(A_{M}\right)_{0}^{1 / 2}\right)$, and $\left(A_{M}\right)_{0}^{1 / 2} \Gamma_{-1}$ is a bounded operator. Consider the $Q$-function $Q_{0}$ :

$$
Q_{0}(z):=C_{0}+\Gamma_{-1}^{*} \Gamma_{-1}+(z+1) \Gamma_{-1}^{*}\left(I+(z+1)(A-z I)^{-1}\right) \Gamma_{-1}
$$

with

$$
C_{0}:=\left(\left(A_{M H}\right)_{0}^{1 / 2} \Gamma_{-1}\right)^{*}\left(\left(A_{M}\right)_{0}^{1 / 2} \Gamma_{-1}\right),
$$

where the operators $\Gamma_{z}$ are defined according to (2.1) with $\AA=A_{M}$. Then we have for $\xi \in \mathbb{B}, \xi \neq 0$

$$
\begin{aligned}
\lim _{x \downarrow-\infty} Q_{0}(x) & =C_{0}+\Gamma_{-1}^{*} \Gamma_{-1}+\lim _{x \downarrow-\infty}(x+1) \int_{0}^{\infty} \frac{\lambda+1}{\lambda-x} d \Gamma_{-1}^{*} F_{M}(\lambda) \Gamma_{-1} \\
& =C_{0}+\Gamma_{-1}^{*} \Gamma_{-1}-\int_{0}^{\infty}(\lambda+1) d \Gamma_{-1}^{*} F_{M}(\lambda) \Gamma_{-1}=0,
\end{aligned}
$$

$$
\lim _{x \uparrow 0}\left(Q_{0}(x) \xi, \xi\right)=\left(C_{0} \xi, \xi\right)+2\left\|\Gamma_{-1} \xi\right\|^{2}+\int_{0}^{\infty} \frac{1}{\lambda} d\left(\Gamma_{-1}^{*} F_{M}(\lambda) \Gamma_{-1} \xi, \xi\right)=\infty
$$

The proof of the following theorem is similar to the proof of Theorem 4.7, and we omit the details.

TheOrem 4.9. Let $A$ be a nonnegative c.l.r. in $\mathscr{S}$ with finite and equal defect numbers $n(0<n<\infty)$ and assume $A=A_{\mu} \cap A_{\mu}$. Then the relation

$$
\begin{equation*}
R_{z}=\left(A_{M}-z I\right)^{-1}-\Gamma_{z}\left(Q_{0}(z)+\mathscr{T}(z)\right)^{-1} \Gamma_{\bar{z}}^{*} \tag{4.22}
\end{equation*}
$$

establishes a one-to-one correspondence between the set of all nonnegative generalized resolvents $R_{z}$ of $A$ and the set of all functions $\mathscr{T} \in \mathfrak{T}(\mathbb{S})$ with the following properties:
(1) $\mathscr{T}$ is holomorphic in $\operatorname{Ext}[0, \infty)$.
(2) $\mathscr{T}(x) \geqq 0$ if $x<0$.

The canonical nonnegative resolvents of $A$ correspond to $\mathscr{T} \in \mathfrak{I}_{0}(\mathbb{S})$ with property (2), in particular the extension $A_{\mu}$ is given by $\mathscr{T}(z) \equiv 0$.

In the case of a linear nonnegative and densely defined operator $A$ with arbitrary defect number $n(\leqq \infty)$ a formula of type (4.22) was given in [13].
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[^0]:    ${ }^{1}$ In the operator case deeper results are contained in [13].

[^1]:    ${ }^{2} \oplus$ denotes the orthogonal sum in $\mathfrak{F}^{2}$.

[^2]:    ${ }^{3} C$ denotes the complex plane, $C_{+}\left(C_{-}\right)$the open upper (lower resp.) half plane.

[^3]:    ${ }^{4}$ c.l.s. $=$ closed linear span.

[^4]:    ${ }^{5}[\mathfrak{F}, \mathfrak{F}]$ is the set of all bounded linear operators from $\mathfrak{C b}$ into $\mathfrak{S},[\mathscr{F}, \mathbb{C}]=:[\mathscr{F}]$.

[^5]:    ${ }^{6} A \gg B$ for two bounded operators $A, B$ means that there exists a $\gamma>0$ such that $A-B \geqq \gamma I$.
    ${ }^{7}$ A shorter proof can be given using M. A. NaĬmark's theorem on the extension of generalized spectral functions. However, we prefer to give a direct proof as this immediately carries over to the general case of a $\Pi_{\kappa}$-space.

[^6]:    ${ }^{8}$ The correspondence $\mathscr{T} \rightarrow S^{(\mathscr{F})}$ of course depends on $\dot{S}$, the chosen $Q$-function and $\Gamma_{z_{0}}$.

[^7]:    ${ }^{9}$ In [4] this c.l.r. is denoted by $T(z)$.

[^8]:    ${ }^{10} s$-lim denotes the times in the strong operator topology.
    ${ }^{11}$ For the definition of $H_{\Re}(H \geqq 0)$ see [15].

[^9]:    ${ }^{11}$ Of course the values $\pm \infty$ have only a formal meaning, which will become clear from the following.

