# STRUCTURE OF $\Gamma$-RINGS 

T. S. Ravisankar and U. S. Shukla

In the first part of the present paper, $\Gamma$-rings are studied in the setting of modules. The notion of a module over a $\Gamma$-ring is studied, with the object of developing the notion of a Jacobson-radical for a $\Gamma$-ring via modules. This radical enjoys the usual properties of the corresponding object in rings. A semisimple right Artinian $\Gamma$-ring turns out to be the direct sum of simple ideals; this conclusion is strengthened to include a corresponding decomposition for the $R$-ring $\Gamma$ also in the case of a strongly semisimple strongly right Artinian weak $\Gamma_{N^{-}}$-ring. The Jacobson radical of a weak $\Gamma_{N}$-ring $R$ is characterized in different ways, in one of them as the set of all properly quasi-invertible elements of $R$. It is shown how rings, ternary rings and associative triple systems can be considered as weak $\Gamma_{N}$-rings. The present approach provides a uniform module cum radical theory not only for $\Gamma$-rings, but also for the associative triple systems.

The second part of the paper imbeds any weak $\Gamma_{N}$-ring $R$ into a suitable associative ring $A$. Simplicity and semisimplicity in $R$ and $A$ are shown to be related. The main result of this part which generalizes the classical Wedderburn-Artin theorem for rings to $\Gamma$-rings, characterizes the strongly simple, strongly right Artinian weak $\Gamma_{N}$-rings as the $\Gamma$-rings of rectangular matrices over division rings.

The ring of all square matrices over a division ring plays a vital role in classical ring theory. However, when one considers the set of all rectangular matrices (of the same type), there appears to be no natural way of introducing a binary ring multiplication into it. Various authors like Nobusawa [15], Lister [8] and Hestenes (see [5]) have tried to offset this difficulty by considering a natural ternary multiplication in the set of rectangular matrices; their investigations have led to the respective notions of a $\Gamma_{N}$-ring, associative triple systems of first kind (ternary rings) and of second kind. These three structures provide a suitable setting for the study of rectangular matrices. The above-mentioned authors have obtained some structural results for these structures, results similar to ones for rings. The concept of weak $\Gamma_{N}$-ring introduced in this paper includes all the three above structures, besides rings, as particular cases. Nobusawa considers a notion of semisimplicity for his $\Gamma_{N}$-ring and that does not arise from a radical as in the case of rings. Coppage and Luh [2] have considered a few radicals among which
the "strongly nilpotent" radical proves adequate as a radical for Nobusawa's semisimplicity. Besides, they also consider a Jacobson radical in this paper; Luh also considers a notion of primitivity in the context of density theorem for $\Gamma$-rings (see [9]). Significantly, both these concepts are introduced without reference to a concept of a module, unlike in ring theory. In the present paper, a suitable notion of a module over a $\Gamma$-ring is introduced and this provides a natural setting for both these concepts. Indeed, the notions of primitivity and Jacobson radical are introduced via modules and the earlier notions are recovered in this context. The present approach also provides a simultaneous radical theory for the the associative triple systems of both the kinds at the same time (an approach of which type has been lacking so far).

1. $\Gamma$-rings and modules over $\Gamma$-rings. Let $\Gamma=\{\alpha, \beta, \gamma, \delta, \cdots\}$ be an additive (abelian) group. A $\Gamma$-ring is an additive group $R=$ $\{x, y, z, \cdots\}$ together with a composition $x \alpha y$ in $R$ defined for $x, y$ in $R$ and $\alpha$ in $\Gamma$ satisfying the following conditions:
(1) $(x+y) \alpha z=x \alpha z+y \alpha z, x(\alpha+\beta) y=x \alpha y+x \beta y, x \alpha(y+z)=$ $x \alpha y+x \alpha z$
(2) $x \alpha(y \beta z)=(x \alpha y) \beta z$.
$R$ will be called a $\Gamma$-ring in the sense of Nobusawa ( $\Gamma_{N}-r i n g$ ) (see [1], [15]), if there is also a similar composition $\alpha x \beta$ in $\Gamma$ defined for $\alpha, \beta$ in $\Gamma$ and $x$ in $R$ satisfying (1),
(1') $(\alpha+\beta) x \delta=\alpha x \delta+\beta x \delta, \alpha(x+y) \beta=\alpha x \beta+\alpha y \beta, \alpha x(\beta+\delta)=$ $\alpha x \beta+\alpha x \delta$
(2') $\quad(x \alpha y) \beta z=x(\alpha y \beta) z=x \alpha(y \beta z)$
(2") $(\alpha x \beta) y \delta=\alpha(x \beta y) \delta=\alpha x(\beta y \delta)$ and
(3) $x \alpha y=0$ for all $x, y$ in $R$ implies $\alpha=0$ (Nobusawa condition).

In fact, ( $1^{\prime}$ ) and ( $2^{\prime \prime}$ ) are redundant in the above definition (see [10, p. 72]). We shall call a $\Gamma$-ring $R$ to be a weak $\Gamma_{N}$-ring in case the composition $\alpha x \beta$ in $\Gamma$ satisfies ( $1^{\prime}$ ), ( $2^{\prime}$ ) and ( $2^{\prime \prime}$ ) only. Clearly, if $R$ is a weak $\Gamma_{N}$-ring, $\Gamma$ can be thought of as a weak $R_{N}$-ring.

Examples. (1) Let $D$ be a division ring and $M_{p, q}(D)$ denote the additive group of all $p \times q$ matrices whose entries are from $D$.
(a) $\quad M_{p, q}(D)$ is a $\Gamma$-ring with $\Gamma=M_{p, q}(D)$, where the composition is defined by $x \alpha z=x\left(\alpha^{t}\right) z, \alpha^{t}$ denoting the transpose of the matrix $\alpha$, for all $x, y$ and $\alpha$ in $M_{p, q}(D)$.
(b) $\quad M_{p, q}(D)$ is a $\Gamma$-ring with $\Gamma=M_{q, p}(D)$ under the usual matrix multiplication.
(2) Every associative ring $R$ is a $\Gamma$-ring with $\Gamma=R$, but it need not be a $\Gamma_{N}$-ring in general; however, it is easily seen to be a weak $\Gamma_{N}$-ring always.
(3) Any associative triple system $T$ of first (second) kind with trilinear composition 〈 >becomes a weak $\Gamma_{N}$-ring $R(=T)$ for $\Gamma=T$ if one defines multiplication in $R$ as $\rangle$ and in $\Gamma$ as $\alpha x \beta=$ $\langle\alpha x \beta\rangle(\alpha x \beta=\langle\beta x \alpha\rangle)$.

An additive subgroup $I$ of a $\Gamma$-ring $R$ is called a right (left) ideal of $R$, if $x \alpha y \in I(y \alpha x \in I)$ for all $x$ in $I, \alpha$ in $\Gamma$ and $y$ in $R$. A right ideal which is a left ideal as well is called a two-sided ideal or simply an ideal. $R$ is said to be simple, if $R \Gamma R \neq 0$ and the only ideals of $R$ are 0 and $R$. As in the classical case of rings, one can easily see that the $\Gamma$-ring in Example 1(b) is a simple $\Gamma$-ring.

Let $R$ be a $\Gamma$-ring. An additive (abelian) group $M$ will be called a right $R \Gamma$-module (to be called just $R \Gamma$-module), if there exists a $\operatorname{map} \varphi: M \times \Gamma \times R \rightarrow M$ satisfying $(\rho(m, \alpha, x)$ will be denoted by $m \alpha x$ in short)
(1) $(m+n) \alpha x=m \alpha x+n \alpha x$,
(2) $m \alpha(x+y)=m \alpha x+m \alpha y$ and
(3) $m \beta(x \alpha y)=(m \beta x) \alpha y$, for all $x, y$ in $R, \alpha, \beta$ in $\Gamma$ and $m, n$ in $M$.

Examples. (i) Every $\Gamma$-ring $R$ is an $R \Gamma$-module under the right multiplication in the $\Gamma$-ring $R$.
(ii) Let $D$ be a division ring and $D_{p}$ be the set of all $p$-tuples of elements of $D$. Then $D_{p}$ as well as $M_{p, p}(D)$ can be made in a natural way into $R \Gamma$-modules for $\Gamma=M_{p, q}(D)$ and $R=M_{q, p}(D)$.

Let $M$ be an $R \Gamma$-module. For subsets $M_{1}, \Gamma_{1}, R_{1}$ of $M, \Gamma, R$ respectively, we denote by $M_{1} \Gamma_{1} R_{1}$ the additive subgroup of $M$ generated by elements of the form max with $m$ in $M_{1}, \alpha$ in $\Gamma_{1}$ and $x$ in $R_{1}$; same notation also holds for $R$ considered as an $R \Gamma$-module. One can define, as in the classical module case, the notions of submodules, proper submodules, quotient module, homomorphism between $R \Gamma$-modules, kernel of a homomorphism and direct sum of $R \Gamma$-modules etc. Among the usual homomorphism results that hold in the present case, we record the following result for later reference.

Proposition 1.1. Let $N$ be a submodule of $M$. Then there is a one-to-one correspondence between the submodules of $M$ containing $N$ and the submodules of $M / N$.

For an ideal $I$ of a $\Gamma$-ring $R, R / I$, the additive group of cosets of $I$, forms a $\Gamma$-ring in a natural way. If $I$ is a right ideal of $R$ then $I$ is a submodule of the $R \Gamma$-module $R$; as such, $R / I$ can also be considered as an $R \Gamma$-module. We shall call an $R \Gamma$-module $M$ to be irreducible if $M \Gamma R \neq 0$ and if it has no nonzero proper submodules.

The following two results can be easily obtained as in the classical case (see [4]) with slight modifications.

Lemma 1.2. $M$ is irreducible $\Leftrightarrow$ for $m \neq 0$ in $M, m \Gamma R=M \Leftrightarrow$ for each $m \neq 0$ in $M$ there is an $\alpha$ in $\Gamma$ such that $m \alpha R=M$.

Lemma 1.3 (cf. [4, Lemma 1.1.3]). Let $M$ be an irreducible $R \Gamma$-module. Then $M \cong R / I$ as an $R \Gamma$-module for some maximal right ideal $I$ of $R$. Moreover there exists an $\alpha$ in $\Gamma$ and an $e$ in $R$, such that $x$-e e $x \in I$ for all $x$ in $R$. On the other hand, for every such maximal right ideal $I$ of $R, R / I$ is an irreducible $R \Gamma$ module.

As in the classical case (see [4]), we shall call a right ideal $I$ of $R$ regular, if there exists an element $e$ in $R$ and an $\alpha$ in $\Gamma$, such that $x-e \alpha x \in I$ for all $x$ in $R$.

An $R \Gamma$-module $M$ is said to be a faithful module, if $M \Gamma x=0$ implies $x=0$ (for $x$ in $R$ ) or equivalently, if the annihilator ideal $A(M)=\{x \in R \mid M \Gamma x=0\}$ is zero. $R$ is said to be primitive, if it admits a faithful irreducible $R \Gamma$-module. An ideal $I$ of $R$ is a primitive ideal if $R / I$ is a primitive $\Gamma$-ring. Then we have

Proposition 1.4. If $M$ is an irreducible $R \Gamma$-module, then $R / A(M)$ is a primitive $\Gamma$-ring.

Remark 1.5. We note here that there is already a notion of primitivity for $\Gamma$-rings in the literature due to Luh (see [10]) which coincides with ours (as shown below). However, the above definition of a primitive $\Gamma$-ring seems to be a natural one in the context of its usefulness as we shall see presently.

Theorem 1.6. A $\Gamma$-ring $R$ is primitive if and only if $R$ is primitive in the sense of Luh (loc. cit.).

Proof. Let $R$ be a primitive $\Gamma$-ring as defined by Luh. Then $R \Gamma x=0$ will imply $x=0$ and the right operator ring $O_{R}$ of $R$ (see [10]) is primitive. Let $M$ be a faithful irreducible $O_{R}$-module. $M$ becomes an $R \Gamma$-module, if we define $m \alpha x=m[\alpha, x]$, for $\alpha$ in $\Gamma$ and $x$ in $R\left([\alpha, x] \in O_{R}\right.$; see [10]). Clearly $M$ is irreducible as an $R \Gamma$ module. Also, if $M \Gamma x=0$, then $M[\alpha, x]=0$ for each $\alpha$ in $\Gamma$; therefore $[\alpha, x]=0$ for all $\alpha$ in $\Gamma$; this implies that $R[\alpha, x]=0$ for all $\alpha$ in $\Gamma$; hence $R \Gamma x=0$ and consequently $x=0$. Therefore $M$ is a faithful irreducible $R \Gamma$-module; so $R$ is primitive.

Conversely, let $R$ be primitive and $M$ be a faithful irreducible $R \Gamma$-module. $M$ becomes an irreducible $O_{R}$-module if we define $m \Sigma\left[\alpha_{i}, x_{i}\right]=\Sigma m \alpha_{i} x_{i}$. Let now $\Sigma\left[\alpha_{i}, x_{i}\right]$ be in $O_{n}$ such that $M \Sigma\left[\alpha_{i}, x_{i}\right]=$ 0 , i.e., $\Sigma m \alpha_{i} x_{i}=0$ for all $m$ in $M$; in particular $\Sigma(m \beta x) \alpha_{i} x_{i}=0$, for all
$x$ in $R$ and $\beta$ in $\Gamma ; m \beta \Sigma\left(x \alpha_{i} x_{i}\right)=0$ for all $m$ in $M$ and $\beta$ in $\Gamma$. Now, the fidelity of $M$ implies that $\Sigma\left(x \alpha_{i} x_{i}\right)=0 ; x$ being arbitrary in $R$ it follows from the definition of $O_{R}$ that $\Sigma\left[\alpha_{i}, x_{i}\right]=0$.
2. Jacobson radical. As in the case of a ring, we define the Jacobson radical $J(R)$ of a $\Gamma$-ring $R$ by $J(R)=\cap A(M)$, where $M$ runs over all irreducible $R \Gamma$-modules, if any. In case $R$ does not possess any irreducible $R \Gamma$-module, $J(R)$ is defined to be $R$ itself. Since any irreducible $R \Gamma$-module $M$ is of the form $R / I$ for a maximal regular right ideal $I$ of $R$ (see Lemma 1.3) and then $A(M)=$ $\{x \in R \mid R \Gamma x \subseteq I\}=(R: I)$, we have

Proposition 2.1. $J(R)=\cap(R: I)$, where $I$ runs over all the maximal regular right ideals of $R$.

Remark 2.2. One can easily see (cf. [4, p. 10]) that ( $R: I$ ) will be the largest (two-sided) ideal of $R$ contained in $I$, in case $I$ is regular. Further, any proper regular right ideal is contained in a maximal regular right ideal (Zorn's lemma).

PRoposition 2.3. $J(R)=K \equiv \cap I$, where I runs over all maximal regular right ideals of $R$.

Proof. Since $I$ is regular, $(R: I) \cong I$ (by the above Remark); by Proposition 2.1, $J(R) \subseteq K$. For the reverse inclusion we first note that for any element $x$ in $K$ and any $\beta$ in $\Gamma$, the right ideal $S=$ $\{x \beta y+y \mid y$ in $R\}$ coincides with $R$ (this can again be proved as in [4, p. 11]). Let now, if possible, $J(R) \subsetneq K$. Then there exists an irreducible $R \Gamma$-module $M$ such that $M \Gamma K \neq 0$. In particular, $m \alpha K \neq 0$ for some $m(\neq 0)$ in $M$ and some $\alpha$ in $\Gamma$. By irreducibility of $M$, one has that $m \alpha K=M$. Let $t$ be in $K$ such that $m \alpha t=-m$. As mentioned above $\{t \alpha y+y \mid y \in R\}=R$. Since $-t$ is in $R$, there exists an $z$ in $R$ such that $t+z+t \alpha z=0$. Then we have

$$
\begin{aligned}
0 & =m \alpha(t+z+t \alpha z)=m \alpha t+m \alpha z+(m \alpha t) \alpha z \\
& =-m+m \alpha z-m \alpha z=-m
\end{aligned}
$$

a contradiction.

We shall call an element $x$ in $R$ to be $\alpha$-right quasi-regular ( $\alpha$-rt.q.r.) with $\alpha$-right quasi-inverse $y$, in case $x+y+x \alpha y=0$. We note indeed that the elements of $J(R)$ are $\alpha-r t . q . r$. for every $\alpha$ in $\Gamma$, as is clear from the above proof. $x$ will be said to be right quasi-regular (rt.q.r.), if it is $\alpha$-right quasi-regular for each $\alpha$ in $\Gamma$.

Similar notions of $\alpha$-left quasi-regularity etc. can also be clearly introduced. An element $x$ in $R$ is then called $\alpha$-quasi-regular (quasiregular), if it is both $\alpha$-left as well $\alpha$-rt.q.r. (for each $\alpha$ in $\Gamma$ ). An ideal (left, right or two-sided) is $\alpha$-rt.q.r. (rt.q.r., quasi-regular) if each of its elements is so.

Remark 2.4. (i) $J(R)$ is a right quasi-regular ideal of $R$.
(ii) $x$ in $R$ is $\beta$-rt.q.r. if and only if $\{x \beta y+y \mid y \in R\}=R$.
(iii) The $\alpha$-left and $\alpha$-right quasi-inverses of an $\alpha$-quasi-regular element are one and the same (cf. [12, p. 111]).
(iv) If for an $x$ in $R,-x \alpha x$ is $\alpha$-right q.r. with quasi-inverse $y$, then $x$ is also $\alpha$-rt.q.r. with $r t$. quasi-inverse $-x+y-x \alpha y$ (cf. [6, Lemma 19.1]).
(v) Sum of two $\alpha$-rt.q.r. right ideals of $R$ is again $\alpha$-rt.q.r.; indeed any finite sum (in fact, any algebraic sum) of $\alpha-r t . q . r .(r t . q . r$. right ideals is again $\alpha$-rt.q.r.(rt.q.r.).

If we denote by $J_{\alpha}(R)\left(J_{*}(R)\right)$ the sum of all $\alpha$-rt.q.r. (right quasiregular) right ideals of $R$, then $J_{\alpha}(R)\left(J^{*}(R)\right.$ ) will itself be a $\alpha$ $r t . q . r$ (rt.q.r.) right ideal in view of the above remark. We also have $J_{*}(R)=\bigcap_{\alpha \in \Gamma} J_{\alpha}(R)$. Further, any $\alpha-r t . q . r$. right ideal is also $\alpha$-left quasiregular (easily seen as in the case of rings). Hence $J_{\alpha}(R)\left(J_{*}(R)\right)$ is also a $\alpha$-quasi-regular right ideal. Using the last remark one finds that $J(R)$ is also a quasi-regular ideal. Besides, $J(R)$ contains all quasi-regular right ideals of $R$ (this easily follows as in [4, Theorem 1.2.3]). Thus we have

Theorem 2.5. $J(R)$ is the unique maximal quasi-regular ideal of $R$ which contains all quasi-regular right ideals (hence also twosided ideals) of $R$.

Since $J(R) \cong J_{\alpha}(R)$ for each $\alpha$ in $\Gamma$ and $J_{*}(R)$ is a quasi-regular right ideal of $R$, we have the

Corollary 2.6. For a $\Gamma$-ring $R, J(R)=J_{*}(R)=\bigcap_{\alpha \in \Gamma} J_{\alpha}(R)$.
Remark 2.7. It is clear that one could have started with left $R \Gamma$-modules and defined a (left) Jacobson radical and obtained left analogues of the earlier results. However, Theorem 2.5 shows that we would have still obtained the same Jacobson radical.

Proposition 2.8 (cf. [4, Theorem 1.2.5]). For an ideal $I$ of $R, J(I)=J(R) \cap I$.

We also have the following elementwise characterization of the Jacobson radical.

PRoposition 2.9. $J(R)=X \equiv\{x \in R \mid x \Gamma R$ is a quasi-regular right ideal in $R\}=\{z \in R \mid x \alpha z \beta y$ is quasi-regular for all $x, y$ in $R$ and $\alpha, \beta$ in $\Gamma\}$.

Proof. Clearly $J(R) \subseteq X$. Now, $X$ is easily seen to be a right ideal of $R$. Further, for any $x$ in $X,-x \alpha x$ (belonging to $x \alpha R$ ) is $\alpha$-rt.quasi-regular for all $\alpha$ in $\Gamma ; x$ is $\alpha-r t$.quasi-regular for all $\alpha$ in $\Gamma$ (by Remark 2.4 (iv)). Thus $X$ is a quasi-regular right ideal; $X \subseteq J(R)$. The other part is similar.

We note that there is already a notion of Jacobson radical for a $\Gamma$-ring in the literature due to Luh and Coppage [2]. Indeed they call an element $y$ in $R$ to be right quasi-regular, if for each $\beta$ in $\Gamma$ there exist $\alpha_{i}$ in $\Gamma$ and $x_{i}$ in $R(i=1,2, \cdots, n)$ such that $x \beta y+$ $\Sigma x \alpha_{i} x_{i}-\Sigma x \beta y \alpha_{i} x_{i}=0$ for all $x$ in $R$. Then Jacobson radical is there defined to be (the ideal) $\mathscr{J}(R)=\{x \in R \mid$ the two-sided ideal $\langle x\rangle$ generated by $x$ consists of right quasi-regular elements\}. If $y$ is right quasi-regular in our sense, then for each $\beta$ in $\Gamma$ there exists an $z$ in $R$ such that $y+z-y \beta z=0$; hence $x \beta y+x \beta z-x \beta y \beta z=0$ for all $x$ in $R$, i.e., $y$ is right quasi-regular in the above sense of [2]. However we are unable to conclude anything about the reverse implication. All the same we have

Theorem 2.10. For a $\Gamma$-ring $R, J(R)=\mathscr{J}(R)$.
Proof. It is clear that $J(R) \subseteq \mathscr{J}(R)$. Let, if possible, $J(R) \subsetneq$ $(R)$; hence there exists an irreducible $R \Gamma$-module $M$ such that $M \Gamma \mathscr{J}(R) \neq 0$; hence $m \alpha \mathscr{J}(R) \neq 0$ for some $m \neq 0$ in $M$ and $\alpha$ in $\Gamma$; by irreducibility of $M, m \alpha \mathscr{J}(R)=M$. Let $m=m \alpha x$ for an $x$ in $\mathscr{J}(R)$. Since $x$ is in $\mathscr{J}(R)$ there exist $\mu_{i}$ in $\Gamma$ and $x_{i}$ in $R(i=$ $1,2, \cdots, n)$ such that $x \alpha x+\sum_{i=1}^{n} x \mu_{i} x_{i}-\sum_{i=1}^{n} x \alpha x \mu_{i} x_{i}=0$; therefore

$$
\begin{aligned}
0 & =m x\left(x \alpha x+\sum_{i=1}^{n} x \mu_{i} x_{i}-\sum_{i=1}^{n} x \alpha x \mu_{i} x_{i}\right) \\
& =(m \alpha x) \alpha x+\sum_{i=1}^{n}(m \alpha x) \mu_{i} x_{i}-\sum_{i=1}^{n}((m \alpha x) \alpha x) \mu_{i} x_{\imath} \\
& =m+\sum_{i=1}^{n} m \mu_{i} x_{\imath}-\sum_{i=1}^{n} m \mu_{i} x_{i}=m
\end{aligned}
$$

a contradiction.

An element $x$ in a $\Gamma$-ring $R$ is said to be nilpotent if for each $\alpha$ in $\Gamma$, there exists a positive integer $n$ such that $(x \alpha)^{n} x=0$. An ideal $I$ (left, right or two-sided) is said to be nil if each of its elements is nilpotent. The ideal $I$ is said to be nilpotent if $(I \Gamma)^{k} I=0$ for some $k$. It is easily seen that a nil ideal is quasi-regular and
hence is contained in $J(R)$. For right Artinian $\Gamma$-rings (defined in the usual way) one also has

Proposition 2.11 (cf. [4, Theorem 1.3.1]). If $R$ is right Artinian, then $J(R)$ is nilpotent. In fact, $J(R)$ coincides with the nilradical (sum of all nil ideals of $R$ (see [2])).

As in the case of rings we shall call a $\Gamma$-ring $R$ to be semisimple if its Jacobson radical is zero. A proof as in the case of rings yields the following expected result.

Proposition 2.12. For a $\Gamma$-ring $R, R / J(R)$ is semisimple.
It is clear that one can introduce a notion of subdirect sum of $\Gamma$-rings ( $\Gamma$ being same for all of them) in an exactly analogous manner as for rings (see [4]). The following result is then deduced on exactly same pattern (loc. cit.).

Proposition 2.13. A nonzero $\Gamma$-ring is semisimple if and only if it is a subdirect sum of primitive $\Gamma$-rings.

We recall that Nobusawa (see [15]) has called a $\Gamma$-ring $R$ to be semisimple (we shall call it $N$-semisimple), if for each $x(\neq 0)$ in $R$, there exists an $\alpha$ in $\Gamma$ such that $x \alpha x \neq 0$. We note here that the Jacobson radical $J(R)$ plays the role of radical for $N$-semisimplicity also, for an important class of $\Gamma$-rings $R$. Indeed we have

Theorem 2.14. Let $R$ be a right Artinian weak $\Gamma_{N}$-ring. Then $R$ is semisimple if and only if $R$ is $N$-semisimple.

Proof. Let $R$ be semisimple so that $J(R)=0$. If $x(\neq 0)$ is in $R$, then $x \notin J(R)$; there exists an irreducible $R \Gamma$-module $M$ such that $M \Gamma x \neq 0 ; m \alpha x \neq 0$ for some $m$ in $M$ and $\alpha$ in $\Gamma$. By Lemma 1.2, $M=(m \alpha x) \beta R$ for some $\beta$ in $\Gamma$. Hence $m=(m \alpha x) \beta y$ for some $y$ in $R$. Then $0 \neq m \alpha x=((m \alpha x) \beta y) \alpha x=m \alpha(x(\beta y \alpha) x)$; i.e., $x \theta x \neq 0$ for $\theta=\beta y \alpha$ in $\Gamma$. Thus $R$ is $N$-semisimple.

Conversely, let $R$ be $N$-semisimple and right Artinian. If possible, let $J(R) \neq 0$. Then $J(R)$ is nilpotent (by Proposition 2.11), so that $(J(R) \Gamma)^{n} J(R)=0$ and $I=(J(R) \Gamma)^{n-1} J(R) \neq 0$ for some integer $n$. Then $I \Gamma J(R)=0 ; I \Gamma I=0 ; x \Gamma x=0$ for $x \neq 0$ in $I$, a contradiction to $N$ semisimplicity. Thus $J(R)=0$ and $R$ is semisimple.

THEOREM 2.15. A $\Gamma$-ring is semisimple right Artinian if and only if it is isomorphic to a finite direct sum of simple right Artinian $\Gamma$-rings.

Proof. Let $R$ be a semisimple right Artinian $\Gamma$-ring; then $0=$ $J(R)=\cap A(M)$, where $M$ runs over all irreducible $R \Gamma$-modules. $A(M)$ 's being right ideals of $R$, the right Artinian condition on $R$ implies the existence of a finite set $\left\{M_{1}, M_{2}, \cdots, M_{n}\right\}$ of irreducible $R \Gamma$-modules such that $\bigcap_{j=1}^{n} A\left(M_{j}\right)=0$ and $\bigcap_{j \neq i} A\left(M_{j}\right) \neq 0$ for each $i$ in $(1,2, \cdots, n)$. From Proposition 1.4, $R / A\left(M_{i}\right)$ will be primitive. Being a homomorphic image of $R$ it will also be right Artinian so that $R / A\left(M_{i}\right)$ will be a simple $\Gamma$-ring for each $i$ (by [10, Theorem 3.6]). Consider the map

$$
\begin{aligned}
\Theta: R & \longrightarrow \sum_{i=1}^{n} R / A\left(M_{i}\right) \\
x & \longrightarrow\left(x_{1}, x_{2}, \cdots, x_{n}\right), \quad \text { where } \quad x_{j}=x+A\left(M_{j}\right) .
\end{aligned}
$$

We claim that $\Theta$ is an isomorphism of $\Gamma$-rings. $\Theta$ is clearly a $\Gamma$ homomorphism; it is injective, in view of the fact that $\bigcap_{i=1}^{n} A\left(M_{i}\right)=0$. By the choice of $M_{1}, M_{2}, \cdots, M_{n}$, there exists an element $y^{k}(\neq 0)$ in $\bigcap_{i \neq k} A\left(M_{i}\right)$ such that $y^{k} \notin A\left(M_{k}\right)$. Therefore $y_{i}^{k}=0$ for $i \neq k$ and $y_{k}^{k} \neq 0$. Hence $\Theta\left(y^{k}\right)=\left(0,0, \cdots, y_{k}^{k}, 0, \cdots, 0\right)$. Since $R / A\left(M_{k}\right)$ is simple, $R / A\left(M_{k}\right)=\left\langle y_{k}^{k}\right\rangle$, where $\left\langle y_{k}^{k}\right\rangle$ is the ideal generated by $y_{k}^{k}$ in $R / A\left(M_{k}\right)$. By considering the elements of the ideal $\left\langle y_{k}^{k}\right\rangle$ one can easily conclude (as in [12, p. 60]) that for any element $z_{k}$ in $R / A\left(M_{k}\right)$ there exists an $x$ in $R$ such that $\Theta(x)=\left(0,0, \cdots, 0, z_{k}, 0, \cdots, 0\right)$. Since $k$ is arbitrary in $(1,2, \cdots, n)$, it is clear that $\Theta$ is onto. Thus $R$ is isomorphic to the direct sum of the simple $\Gamma$-rings $R / A\left(M_{i}\right)$ which are also right Artinian. The converse part of the theorem is straightforward.

Part of the above proof was inspired by that of [12, Theorem 3.18].

Nobusawa has obtained earlier (see [15, Theorem 3]) a simultaneous decomposition for $R$ and $\Gamma$ under the stronger hypothesis of $R$ being a right and left Artinian $N$-semisimple $\Gamma_{N}$-ring. We also obtain below, a result with a similar but apparently stronger conclusion, using a possibly stronger hypothesis than that of Nobusawa. The choice of this hypothesis is anticipated by Corollary 3.5 proved later. For this we define a weak $\Gamma_{N}$-ring $R$ to be strongly semisimple (strongly simple, strongly right Artinian) if $R$ is semisimple (simple, right Artinian) as a weak $\Gamma_{N_{N}}$-ring and $\Gamma$ is semisimple (simple, right Artinian) as a weak $R_{N}$-ring. We then have

THEOREM 2.16. Let $R$ be a strongly semisimple strongly right Artinian weak $\Gamma_{N}$-ring. Then

$$
\begin{aligned}
& R=R_{1} \oplus R_{2} \oplus \cdots \oplus R_{n} \quad \text { and } \\
& \Gamma=\Gamma_{1} \oplus \Gamma_{2} \oplus \cdots \oplus \Gamma_{n}
\end{aligned}
$$

for ideals $R_{\imath}$ of $R$ and $\Gamma_{i}$ of $\Gamma$, such that $R_{i}$ is a strongly simple, strongly right Artinian weak $\Gamma_{i N}-r i n g$ for $i=1,2, \cdots, n$.

Proof. By the previous result we can write $R=R_{1} \oplus R_{2} \oplus \cdots \oplus R_{n}$ and $\Gamma=\Gamma_{1} \oplus \Gamma_{2} \oplus \cdots \oplus \Gamma_{m}$ for simple $\Gamma$-rings $R_{i}$ and simple $R$ rings $\Gamma_{j}$. Since $R_{1} \Gamma R_{1} \neq 0, R_{1} \Gamma_{j} R_{1} \neq 0$ for at least one $j$. $R_{1} \Gamma_{j} R_{1}=$ $R_{1}$, in view of the simplicity of $R_{1}$. In view of the direct sum decomposition of $\Gamma$ it is clear that there can be only one $j=j_{1}$ with $R_{1} \Gamma_{j_{1}} R_{1} \neq 0$. For this $j_{1}, R_{1} \Gamma_{j_{1}} R_{1}=R_{1}$ so that $R_{1}=$ $R_{1} \Gamma_{j_{1}}\left(R_{1} \Gamma_{j_{1}} R_{1}\right)=R_{1}\left(\Gamma_{j_{1}} R_{1} \Gamma_{j_{1}}\right) R_{1} ; \quad \Gamma_{j_{1}} R_{1} \Gamma_{j_{1}} \neq 0$. By simplicity of $\Gamma_{j_{1}}, \Gamma_{j_{1}} R_{1} \Gamma_{j_{1}}=\Gamma_{j_{1}}$. Thus, for each $i$ in $(1,2, \cdots, n)$ there exists a unique $j_{i}$ in ( $1,2, \cdots, m$ ) (necessarily distinct) such that $R_{i} \Gamma_{j_{i}} R_{\imath}=$ $R_{\imath}$ and $\Gamma_{j_{i}} R_{i} \Gamma_{j_{i}}=\Gamma_{j_{i}}$. Since we can reverse the role of $R$ and $\Gamma$, it is clear that $m=n$. By a rearrangement of the indices of $\Gamma_{j}$, one obtains the required decomposition. Rest of the assertions in the theorem are easily seen.
3. Jacobson radical for weak $\Gamma_{N}$-rings. In this section we obtain a few characterizations of the Jacobson radical valid for weak $\Gamma_{N}$-rings. Since any ring can be considered as a weak $\Gamma_{N}$-ring, our results in fact include some results on rings as well. We indicate this connection towards the end of this section.

Let $R$ be a weak $\Gamma_{N^{-}}$-ring and $\alpha$ be a fixed element in $\Gamma$. Then we denote by $R^{(\alpha)}$ the associative ring obtained by defining the composition $x{ }_{\alpha} y=x \alpha y$ in the additive group $R$. Clearly, a right ideal of $R$ is also a right ideal of the ring $R^{(\alpha)}$; further, an $x$ in $R$ is $\alpha$-rt. quasi-regular if and only if $x$ is right quasi-regular in the ring $R^{(\alpha)}$. In particular, the maximal $\alpha-\gamma t . q . \gamma$. right ideal $J_{\alpha}(R)$ of $R$ (see §2) is also a right quasi-regular right ideal of $R^{(\alpha)}$. In this setting we have

Theorem 3.1. Let $R$ be a weak $\Gamma_{N_{N}}$ ring. Then $J(R)=\bigcap_{\alpha \in I^{\prime}} J^{*}\left(R^{(\alpha)}\right)$, where $J^{*}(\cdot)$ denotes the Jacobson radical of an associative ring.

Proof. From the remarks preceding the theorem it is clear that $J_{\alpha}(R) \subseteq J^{*}\left(R^{(\alpha)}\right)$ for each $\alpha$ in $\Gamma$; $J(R) \cong \bigcap_{\alpha \in \Gamma} J^{*}\left(R^{(\alpha)}\right)$ (by Corollary 2.6). For proving the reverse inclusion we first recall Remark 2.4(ii) that $x$ in $R$ is $\alpha$-rt.q. $r$. if and only if the map $\Theta_{x, \alpha}: R \rightarrow R$ defined by $\Theta_{x, \alpha}(y)=y+x \alpha y$ is surjective. Let now $x \in \bigcap_{\alpha \in \Gamma} J^{*}\left(R^{(\alpha)}\right)$; then $\Theta_{x, \delta}$ is surjective for each $\delta$ in $\Gamma$. In particular, $\Theta_{x \beta y, \alpha}=\Theta_{x, \beta y \alpha}$ is surjective for all $\alpha, \beta$ in $\Gamma$ and $y$ in $R ; x \beta y$ is $\alpha-r t . q . r$. for each $\alpha$ in $\Gamma$. So $x \Gamma R$ is a right quasi-regular right ideal of $R$; therefore $x \in J(R)$, by Proposition 2.9. Thus $\bigcap_{\alpha \in i} J^{*}\left(R^{(\alpha)}\right)=J(R)$.

Let $A$ be any associative ring and $c$ be in $A$. Then the ring $A^{(c)}$ got by introducing the multiplication $a c b=a \circ b$ in the additive group $A$ is known as the $c$-homotope of $A$ (see $[13, \S 2]$ ). The $R^{(\alpha)}$ considered above is a somewhat similar structure. In fact, for $A$ considered as a weak $\Gamma_{N}$-ring, the two concepts are identical. Inspired by the associative case (see [13, Proposition 1]), we can call an element $x$ in a weak $\Gamma_{N}$-ring $R$ to be properly (right) quasi-invertible (p.q.i.) if $x$ is right quasi-regular in each $R^{(\alpha)}$. We then note that the p.q.i. elements are precisely the ones that we have already called as the right quasi-regular elements. As such, elements of $J(R)$ are p.q. invertible. On the other hand, if $x$ is p.q.i. in $R$, then $x$ is in $J(R)$ (as can be seen from the proof of the above Theorem 3.1). Thus we have

Theorem 3.2. In a weak $\Gamma_{N_{N}}$ ring $R, J(R)$ is precisely the set of all p.q.i. elements of $R$.

We now note that the weak $\Gamma_{N}$-ring structure on $R$ enables us also to consider $\Gamma$ as a weak $R_{N}$-ring. As such, for an element $x$ in $R, \Gamma^{(x)}$ denotes the $x$-homotope of the weak $R_{N}$-ring $\Gamma$.

Theorem 3.3. For a weak $\Gamma_{N_{N}}$-ring $R$,

$$
J(R)=\left\{x \in R \mid J^{*}\left(\Gamma^{(x)}\right)=\Gamma^{(x)}\right\}
$$

Proof. Let $x$ be in $J(R)$. Then $x$ is $\beta$-quasi-regular for each $\beta$ in $\Gamma$. In particular, $x$ is ( $-\alpha x \alpha$ )-quasi-regular for each $\alpha$ in $\Gamma$. So, let $y$ be such that $x+y+x(-\alpha x \alpha) y=0$; hence $-\alpha x \alpha-\alpha y \alpha+$ $\alpha(x(\alpha x \alpha) y) \alpha=0$, i.e., $-\alpha x \alpha+(-\alpha y \alpha)+(-\alpha x \alpha) x(-\alpha y \alpha)=0$. This implies that $-\alpha x \alpha$ is an $x$-right quasi-regular element of $\Gamma$. Therefore, by Remark 2.4 (iv) $\alpha$ is $x$-right quasi-regular, i.e., $\alpha$ is right quasi-regular in the associative ring $\Gamma^{(x)} . \alpha$ being arbitrary in $\Gamma$, clearly $J^{*}\left(\Gamma^{(x)}\right)=\Gamma^{(x)}$.

Conversely, let $x$ be in $R$ such that $J^{*}\left(\Gamma^{(x)}\right)=\Gamma^{(x)}$. Hence, every $\beta$ in $\Gamma$ is right quasi-regular in $\Gamma^{(x)}$. Therefore the $\operatorname{map} \varphi_{\beta, x}: \Gamma \rightarrow \Gamma$ defined by $\varphi_{\beta, x}(\alpha)=\alpha+\beta x \alpha$ is surjective for each $\beta$ in $\Gamma$. So $\varphi_{-\alpha, x \alpha x}=\varphi_{-\alpha x \alpha, x}$ is surjective for each $\alpha$ in $\Gamma$. This implies that $-\alpha$ is $(x \alpha x)$-right quasi-regular. Let $\beta$ be in $\Gamma$ such that $-\alpha+$ $\beta-\alpha(x \alpha x) \beta=0$. This implies that $0=-x \alpha x+x \beta x-x(\alpha(x \alpha x) \beta) x=$ $-x \alpha x+x \beta x+(-x \alpha x) \alpha(x \beta x)$. Thus $(-x \alpha x)$ is $\alpha$-right quasi-regular; hence $x$ is $\alpha$-right quasi-regular (by Remark 2.4 (iv)). $\alpha$ being arbitrary in $\Gamma, x$ is $p . q$. invertible; therefore $x$ is in $J(R)$ (by Theorem 3.2).

Remark 3.4. Dualizing the above result we also have that $J(\Gamma)=\left\{\alpha \in \Gamma \mid J^{*}\left(R^{(\alpha)}\right)=R^{(\alpha)}\right\}$ in a weak $\Gamma_{N}$-ring $R$.

For later use we record the following immediate
Corollary 3.5. If $R$ is a weak $\Gamma_{N}$-ring such that $\Gamma$ is semisimple, then $R$ is a $\Gamma_{N}$-ring, i.e., $R \alpha R=0$ implies $\alpha=0$.

Remark 3.6. Lister has developed in [8] a structure theory for the so-called ternary rings. These are easily seen to be also weak $\Gamma_{N}$-rings; besides, the notion of Jacobson radical for such a ternary ring $T$ coincides with that of the weak $\Gamma_{N}$-ring $T$ (see [8, Theorem 9]). As such, our earlier results hold for that case also. The radical theory there also is developed via a module theory.

For applying our results to the case of rings we first need the following result.

Theorem 3.7 (cf. [2, Theorem 10.1]). Let $J^{*}(A)$ be the Jacobson radical of a ring $A$ and $J(A)$ be the Jacobson radical of $A$ considered as a weak $\Gamma_{N_{N}}$ ring (see $\S 1$, Example 2). Then $J^{*}(A)=J(A)$.

Proof. $J(A)$ is clearly a right ideal of the ring $A$, by Proposition 2.9. Further, if $a$ is in $J(A)$, then $a$ is $(-a)$-quasi-regular in the $\Gamma$ ring $A$. Hence there exists an $a^{\prime}$ in $A$ such that $a+a^{\prime}-a \alpha a^{\prime}=0$. One can then easily verify that $a$ is right quasi-regular in the ring $A$ with right quasi-inverse $-a-a a^{\prime}+a^{2} a^{\prime}$. Thus $J(A)$ is a right quasi-regular right ideal of the ring $A$ and hence is contained in $J^{*}(A)$.

Let, if possible, $J(A) \subsetneq J^{*}(A)$. Then there exists an irreducible $A \Gamma$-module $M$ such that $M \Gamma J^{*}(A) \neq 0$. Let $m$ in $M$ and $\alpha$ in $\Gamma(=A)$ be such that $m \alpha J^{*}(A) \neq 0$. By the irreducibility of $M, m \alpha J^{*}(A)=$ $M ; m \alpha a=-m$ for some $a$ in $J^{*}(A)$. But $a \alpha \in J^{*}(A)$; hence $a \alpha+a^{\prime}+$ $a \alpha a^{\prime}=0$ for some $a^{\prime}$ in $A$. We have

$$
\begin{aligned}
0 & =m \alpha\left(\left(a \alpha+a^{\prime}+(a \alpha) a^{\prime}\right) a\right) \\
& =m \alpha\left(((a \alpha) a)+a^{\prime} a+\left((a \alpha) a^{\prime}\right) a\right) \\
& =(m \alpha a) \alpha a+m \alpha\left(a^{\prime} a\right)+(m \alpha a) \alpha\left(a^{\prime} a\right) \\
& =m+m \alpha\left(a^{\prime} a\right)-m \alpha\left(a^{\prime} a\right)=m,
\end{aligned}
$$

a contradiction.
Remark 3.8. One can also directly prove that the maximal regular right ideals of the ring $A$ are also maximal regular right
ideals in the $\Gamma$-ring $A$ and vice versa. The above theorem can then be deduced also from this fact, using Proposition 2.3 and [4, Theorem 1.2.2].

Now we recall that an element $a$ in an associative ring $A$ is said to be properly quasi-invertible (p.q.i), if $a b$ is right quasi-regular in $A$ for each $b$ in $A$. It is clear that an element $a$ in $A$ is right quasi-regular if and only if the map $\Theta_{a}: A \rightarrow A$ defined by $\Theta_{a}(b)=$ $b+a b$ is surjective. Also, $a$ is right quasi-invertible in the $b$-homotope $A^{(b)}$ if and only if the $\operatorname{map} \Theta_{a, b}: A \rightarrow A$ defined by $\Theta_{a, b}(c)=c+a b c$ is surjective. Since $\Theta_{a, b}=\Theta_{a b}$, the following known proposition is immediate.

Proposition 3.9 (cf. [13, Proposition 1]). An element $a$ in an associative ring $A$ is p.q.i. if and only if a is right quasi-invertible in each homotope $A^{(b)}$.

From the remarks preceding Theorem 3.2 and from Proposition 3.9 it is clear that an element $a$ in an associative ring $A$ is p.q.i. in $A$ if and only if it is p.q.i. in the $\Gamma$-ring $A$. Hence, in view of Theorem 3.7, the following corollary is a direct consequence of Theorems 3.1, 3.2, and 3.3.

Corollary 3.10. For an associative $\operatorname{ring} A, J^{*}(A)$ is the set of all p.q.i. elements of $A$. Further,

$$
J^{*}(A)=\bigcap_{a \in A} J^{*}\left(A^{(a)}\right)=\left\{a \in A \mid J^{*}\left(A^{(a)}\right)=A^{(a)}\right\}
$$

4. $\Gamma$-algebras. In this section we show how our results also apply to the case of ternary algebras and triple systems (see [11], (14]). For this we need the concept of a $\Gamma$-algebra which we define below.

Let $\Theta=\{\mathfrak{a}, \mathfrak{b}, \cdots\}$ be a commutative associative ring with identity and $\Gamma=\{\alpha, \beta, \cdots\}, E=\{x, y, \cdots\}$ be unitary right modules over $\Theta$. Then $E$ is said to be a $\Gamma$-algebra over $\Theta$, if $E$ is a $\Gamma$-ring satisfying $(x \alpha y) \mathfrak{a}=x \alpha(y \mathfrak{a})=x(\alpha \mathfrak{a}) y=(x \mathfrak{a}) \alpha y$. If further $E$ is also a weak $\Gamma_{N^{-}}$ ring we shall call $E$ to be a weak $\Gamma_{N^{-}}$-algebra. It is clear that every $\Gamma$-ring $R$ can be considered as a $\Gamma$-algebra over the ring $Z$ of integers. Throughout this section $E$ will denote a $\Gamma$-algebra over a fixed ring $\Theta$ of scalars.

We shall call a $\Theta$-module $M$ to be an algebra module over $E$ (to be called an $E^{*} \Gamma$-module), if $M$ is an $E \Gamma$-module over the $\Gamma$-ring $E$ and if $(m \alpha x) \mathfrak{a}=m \alpha(x a)=m(\alpha \mathfrak{a}) x=(m \mathfrak{a}) \alpha x$, for $m$ in $M, \alpha$ in $\Gamma$ and $\mathfrak{a}$ in $\Theta$. The notions of $E^{*} \Gamma$-submodules, algebra ideals etc. are
self-evident. We shall further call an algebra right ideal $I$ of $E$ to be regular if it is regular as a $\Gamma$-ring ideal.

Proposition 4.1. A maximal regular algebra right ideal of $E$ is also a maximal regular ring right ideal of the $\Gamma$-ring $E$ and vice versa.

Proof. It clearly suffices to prove that a maximal regular ring right ideal $I$ of $E$ is also an algebra right ideal of $E$; in fact, it is enough to show that $I \Theta \subseteq I$. If $I \Theta \nsubseteq I$, then $I \Theta+I$ being also a $\Gamma$-ring right ideal, maximality of $I$ implies that $I+I \Theta=E$. By regularity of $I$ there exists an $e$ in $E$ and an $\alpha$ in $\Gamma$ such that $y-e \alpha y \in I$ for all $y$ in $E$. But $e \in I+I \Theta$; so, $e=x+\sum_{i=1}^{n} x_{i} a_{i}$, for $x, x_{i}$ in $I$ and $\mathfrak{a}_{i}$ in $\Theta(i=1,2, \cdots, n)$. Then eגe $=x \alpha e+\Sigma\left(x_{i} a_{i}\right) \alpha e=$ $x \alpha e+\Sigma x_{i} \alpha\left(e a_{i}\right) \in I$. But $e-e \alpha e$ already belongs to $I$. So $e \in I$, a contradiction. Thus $I \Theta \subseteq I$.

The following proposition is a direct consequence of Proposition 4.1 if one observes that the irreducible $E \Gamma$-modules ( $E^{*} \Gamma$-modules) are precisely the modules of the form $E / I$ for maximal regular $\Gamma$ ring (algebra) right ideals $I$ of $E$ (see Lemma 1.3).

Proposition 4.2. Any irreducible $E^{*} \Gamma$-module is also irreducible as an EГ-module. Conversely, any irreducible EГ-module can be made into an $E^{*} \Gamma$-module.

As usual, we define the Jacobson radical $\bar{J}(E)$ of a $\Gamma$-algebra $E$ as $\cap A(M)$, where $M$ runs over all the irreducible $E^{*} \Gamma$-modules. Then, from Proposition 4.2 we immediately have

Proposition 4.3. Let $E$ be a $\Gamma$-algebra. Then $\bar{J}(E)=J(E)$.
Remark 4.4. We note that all our earlier results could also have been obtained in the setting of algebras with suitable modifications. In particular, $\bar{J}(E)$ would also be the intersection of all maximal regular algebra right ideals of $E$ (Proposition 2.3).

We now recall that a ternary algebra $T$ over $\Theta$ is a unital (right) $\Theta$-module with a trilinear composition $(x, y, z) \rightarrow\langle x y z\rangle$ such that $\langle\langle x y z\rangle u v\rangle=\langle x\langle y z u\rangle v\rangle=\langle x y\langle z u v\rangle\rangle$ (see Myung [14]). Clearly, $T$ is also a weak $\Gamma_{N}$-algebra with $\Gamma=T$.

Now, let $T$ be a ternary algebra over $\Theta$. Then, by very definition, the notion of p.q. invertibility in the ternary algebra $T$ (see [14]) coincides with the same notion in the weak $\Gamma_{N}$-ring $T$ (see §3). Noting that the Jacobson radical Rad $T$ of $T$ (as defined by Myung)
consists precisely of the p.q.i. elements of $T$, we immediately have
PROPOSITION 4.5. Let $T$ be a ternary algebra over $\Theta$. Then $\operatorname{Rad} T=\bar{J}(T)=J(T)$.

In view of the above proposition, the following (known) results (see [14, Theorem 3 and Corollary 1]) are direct consequences of Theorems 2.5, 3.1 and 3.3.

Proposition 4.6. Let $T$ be a ternary algebra over $\Theta$. Then $\operatorname{Rad} T=\bar{J}(T)$ is the unique maximal quasi-regular ideal in $T$. Further, $\operatorname{Rad} T=\bigcap_{x \in T} J^{*}\left(T^{(x)}\right)=\left\{x \in T \mid J^{*}\left(T^{(x)}\right)=T^{(x)}\right\}$.

Remark 4.7. The above results show in particular that the concept of Jacobson radical for a ternary algebra could also have been developed in a natural way via a module theory for ternary algebras.

Remark 4.8. The ternary algebras are also known in the literature (see [11], [14]) as associative triple systems of first kind. Indeed, an associative triple system of second kind is a unital $\Theta$-module $T$ together with a trilinear composition $\langle x y z\rangle$ such that $\langle\langle x y z\rangle u v\rangle=$ $\langle x\langle u z y\rangle v\rangle=\langle x y\langle z u v\rangle\rangle$. If ( $T,\langle\cdot\rangle$ ) is an associative triple system of the second kind, then $T$ also becomes a weak $\Gamma_{N}$-algebra, if one defines the ternary compositions as follows: $\Gamma=T$ and the $\Gamma$-ring composition in $T$ be same as $\langle\cdot\rangle$; the weak $\Gamma_{N}$-ring composition in $\Gamma$ is defined by $(\alpha x \beta)=\langle\beta x \alpha\rangle$. Also, the Jacobson radical of $T$ (as defined in [11]) coincides with $J(T)$ as defined in the present paper. Thus, our set-up provides a uniform module cum radical theory for the triple systems of both kinds at the same time.

Remark 4.9. Hestenes considers in [5] a special type of (finite dimensional) ternary algebra over complex numbers. This algebra also becomes a weak $\Gamma_{N}$-ring in a natural way and in fact it is also semisimple in the sense of Nobusawa (see Condition 4 in Hestenes' definition). As such, some of his results can also be deduced from ours.

Remark 4.10. Stephenson considers in [16] certain ternary rings, earlier introduced by Hestenes; such ternary rings, by very definition, are associative triple systems of second kind. Stephenson raises certain questions concerning the Jacobson radical for such systems. We note here that almost all his querries find their answers in the preceding material.
5. Imbedding of a weak $\Gamma_{N}$-ring into an associative ring. In
this section we describe a construction by which a weak $\Gamma_{N}$-ring can be imbedded into an associative ring with identity. This construction is similar to the one given in [11] for associative triple systems.

Let $R$ be a weak $\Gamma_{N}$-ring. For $x$ in $R$ and $\alpha$ in $\Gamma$, let $L(x, \alpha)$, $L(\alpha, x), R(x, \alpha)$, and $R(\alpha, x)$ respectively denote the mappings $y \rightarrow x \alpha y$, $\beta \rightarrow \alpha x \beta, \beta \rightarrow \beta x \alpha$ and $y \rightarrow y \alpha x$. Clearly, $L(x, \alpha)$ and $R(\alpha, x) \in$ End $R, R(x, \alpha)$ and $L(\alpha, x) \in$ End $\Gamma$. Now consider the ring $E=$ End $R \oplus(\text { End } \Gamma)^{o p}$. For $x$ in $R$ and $\alpha$ in $\Gamma$, let $l(x, \alpha)$ denote the element ( $L(x, \alpha), R(x, \alpha)$ ) in $E$. We denote by $L$ the subring of $E$ generated by $\{l(x, \alpha)\}$ for $x$ in $R$ and $\alpha$ in $\Gamma$. The multiplication in $E$ shows that $l(x, \alpha) l(y, \beta)=l(x \alpha y, \beta)=l(x, \alpha y \beta)$. In a similar way one can associate with $\alpha$ in $\Gamma$ and $x$ in $R$ the element $r(\alpha, x)=$ ( $R(\alpha, x), L(\alpha, x)$ ) in (End $R)^{o p} \oplus$ End $\Gamma=E^{o p}$. Again, let $S$ denote the subring of $E^{o p}$ generated by $\{r(\alpha, x)\}$ for $\alpha$ in $\Gamma$ and $x$ in $R$. Multiplication in $E^{o p}$ shows that $r(\alpha, x) r(\beta, y)=r(\alpha x \beta, y)=r(\alpha, x \beta y)$. Let $E_{1}$ and $E_{2}$ respectively denote the identity elements of $E$ and $E^{o p}$. We set $\mathscr{L}=Z E_{1}+L$ and $\mathscr{R}=Z E_{2}+S, Z$ denoting the set of integers. $R$ and $\Gamma$ respectively become $E-E^{o p}$ and $E^{o p}-E$ bimodules with respect to the following module multiplications: For $(P, \Theta)$ in $E,\left(P_{1}, \Theta_{1}\right)$ in $E^{o p}\left(P, P_{1}\right.$ in End $R$ and $\Theta, \Theta_{1}$ in $\left.\operatorname{End} \Gamma\right), x$ in $R$ and $\alpha$ in $\Gamma,(P, \Theta) x=P(x), x\left(P_{1}, \Theta_{1}\right)=P_{1}(x), \alpha(P, \Theta)=\Theta(\alpha)$ and $\left(P_{1}, \Theta_{1}\right) \alpha=\Theta_{1}(\alpha)$. Consequently, $R$ and $\Gamma$ can also be considered respectively as $\mathscr{L}-\mathscr{R}$ and $\mathscr{R}-\mathscr{L}$ bimodules. We shall use these module multiplications in the sequel without explicit mention.

Now we consider the sum $A=\mathscr{L} \oplus R \oplus \Gamma \oplus \mathscr{R}$, where $\oplus$ denotes (additive) group direct sum. Denoting the elements of $A$ by $\left(\begin{array}{ll}l & x \\ \alpha & r\end{array}\right)$ with $l$ in $\mathscr{L}, x$ in $R, \alpha$ in $\Gamma$ and $r$ in $\mathscr{R}$, we introduce a multiplication in $A$ by defining

$$
\left(\begin{array}{ll}
l_{1} & x_{1}  \tag{1}\\
\alpha_{1} & r_{1}
\end{array}\right)\left(\begin{array}{ll}
l_{2} & x_{2} \\
\alpha_{2} & r_{2}
\end{array}\right)=\left(\begin{array}{ll}
l_{1} l_{2}+l\left(x_{1}, \alpha_{2}\right) & l_{1} x_{2}+x_{1} r_{2} \\
\alpha_{1} l_{2}+r_{1} \alpha_{2} & r\left(\alpha_{1}, x_{2}\right)+r_{1} r_{2}
\end{array}\right) .
$$

Then one can easily verify that $A$ is an associative ring with respect to this multiplication with identity element $I d=\left(\begin{array}{ll}E_{1} & 0 \\ 0 & E_{2}\end{array}\right)$. Further, the elements $x, \alpha, l$ and $r$ of $R, \Gamma, \mathscr{L}$ and $\mathscr{R}$ can be respectively identified with the elements $\left(\begin{array}{ll}0 & x \\ 0 & 0\end{array}\right),\left(\begin{array}{ll}0 & 0 \\ \alpha & 0\end{array}\right),\left(\begin{array}{ll}l & 0 \\ 0 & 0\end{array}\right)$ and $\left(\begin{array}{ll}0 & 0 \\ 0 & r\end{array}\right)$ of $A$. The weak $\Gamma_{N}$-ring multiplications are preserved by this identification; so we can assume that $R$ and $\Gamma$ are imbedded in $A$ in the above manner. From the definition of multiplication in $A$ the following results are easily deduced.

Proposition 5.1. $A_{0}=L \oplus R \oplus \Gamma \oplus S$ is an ideal of $A$.

Proposition 5.2 (cf. [11], Theorem 2 (v), p. 30]). $E_{1}$ is an idempotent in $A$ and the Peirce spaces of $A$ relative to $E_{1}$ are given by: $A_{11}=\mathscr{L}, A_{10}=R, A_{01}=\Gamma$ and $A_{00}=\mathscr{R}$.

Remark 5.3. If $R$ is a weak $\Gamma_{N}$-ring, then $\Gamma$ is also a weak $R_{N}$-ring. As such, we could have as well started with $\Gamma$ and obtained, through the above construction, another associative ring $A^{\prime}=\mathscr{L}_{\Gamma} \oplus$ $\Gamma \oplus R \oplus \mathscr{R}_{\Gamma}$. However, one can easily see that there is a natural isomorphism between $A$ and $A^{\prime}$ which preserves the structure of the components individually; thus, this second construction does not yield any new structure.

Proposition 5.4. If $I$ is an ideal of $A$, then
(i) $I=\oplus \sum_{i=0,1} \sum_{j=0,1}\left(I \cap A_{i j}\right)$.
(ii) $I \cap R$ and $I \cap \Gamma$ are ideals of $R$ and $\Gamma$ respectively.
(iii) If $I \subseteq \mathscr{L} \oplus \mathscr{R}$, then $I=0$.

Proof. (i) and (ii) are clear (see [11, Lemma 7, p. 18]). For (iii), let $I \subseteq \mathscr{L} \oplus \mathscr{R}$. By (i) and Proposition 5.2, $I=(I \cap \mathscr{L}) \oplus(I \cap R) \oplus$ $(I \cap \Gamma) \oplus(I \cap \mathscr{R})$; by hypothesis, $I \cap R=0$ and $I \cap \Gamma=0$; hence $I=(I \cap \mathscr{L}) \oplus(I \cap \mathscr{R})$. Also $(I \cap \mathscr{L}) R \subseteq(I R) \cap(\mathscr{L} R) \subseteq I \cap R=0$ and $\Gamma(I \cap \mathscr{L})=(\Gamma I) \cap(\Gamma \mathscr{L}) \subseteq I \cap \Gamma=0$; therefore $I \cap \mathscr{L}=0$; similarly $I \cap \mathscr{R}=0$. Thus $I=0$.

For a $\Gamma_{N}$-ring $R$, the rings $L$ and $S$ can be identified in a natural way with the left and right operator rings of $R$ (for definitions see [10]). To see this we need the following

Lemma 5.5. Let $R$ be a $\Gamma_{N}$-ring. Then, for an $l$ in $L(r$ in $S)$ $l y=0(y r=0)$ for all $y$ in $R$ if and only if $1=0(r=0)$.

Proof. Let $l=\sum_{i=1}^{n} 1\left(x_{i}, \alpha_{i}\right)=\left(\Sigma L\left(x_{i}, \alpha_{i}\right), \Sigma R\left(x_{i}, \alpha_{i}\right)\right)$ be in $L$ such that $l y=0$ for all $y$ in $R$; hence $\Sigma L\left(x_{i}, \alpha_{i}\right) y=0$ for all $y$ in $R$, i.e., $\Sigma L\left(x_{i}, \alpha_{i}\right)=0$ in End $R$. Further, $x\left(\Sigma \beta x_{i} \alpha_{i}\right) y=x \beta\left(\Sigma x_{i} \alpha_{i} y\right)=0$ for any $x, y$ in $R$ and $\beta$ in $\Gamma$. Hence, by the Nobusawa condition, $0=\Sigma \beta x_{i} \alpha_{i}=\beta \Sigma R\left(x_{i}, \alpha_{i}\right)=\Sigma R\left(x_{i}, \alpha_{i}\right)(\beta)$ for all $\beta$ in $\Gamma$, i.e., $\Sigma R\left(x_{i}, \alpha_{i}\right)=$ 0 in End $\Gamma$. Thus $l=0$. The other part is similar.

PRoposition 5.6. Let $R$ be a $\Gamma_{N}$ ring and $0_{l t}^{R}, 0_{r t}^{R}$ respectively denote the left and right operator rings of $R$ (see [10]). Then $0_{i t}^{R} \cong L$ and $0_{r t}^{R} \cong S$.

Proof. The map $\varphi: 0_{1 t}^{R} \rightarrow L$ defined by $\varphi\left(\sum_{i=1}^{n}\left[x_{i}, \alpha_{i}\right]\right)=\sum_{i=1}^{n} l\left(x_{i}, \alpha_{i}\right)$ is well-defined in view of the above lemma. Further, it can be
easily seen to be a ring epimorphism; that $\operatorname{ker} \varphi=0$ follows from the definition of left operator ring. Thus $\varphi$ is the required isomorphism. The other part is similar.

The following result can be verified on the same lines as the above proposition; it is also implicit in the proof of Lemma 5.5.

Proposition 5.7. Let $R$ be a $\Gamma_{N}$-ring and $\Gamma$ be an $R_{N}$-ring. Then $0_{r t}^{R} \cong 0_{l t}^{R}$ and $0_{l t}^{\Gamma} \cong 0_{r t}^{\Gamma}$.
6. Strongly semisimple weak $\Gamma_{N}$-rings. In this section we shall show the equivalence of the semisimplicity (and minimum condition) of $A$ and strong semisimplicity (and strong Artinian condition) of $R$. Towards this we first have

Proposition 6.1. An element $x$ in a weak $\Gamma_{N}-$ ring $R$ is p.q. invertible (see §3) in $R$ if and only if it is p.q. invertible in the associative ring $A$.

Proof. Let $x$ be p.q. invertible in the weak $\Gamma_{N}$-ring $R=A_{10}=$ $E_{1} A\left(I d-E_{1}\right)$. Hence $x$ is right quasi-regular in $R^{(\alpha)}$, for each $\alpha$ in $\Gamma=A_{01}=\left(I d-E_{1}\right) A E_{1}$; thus, for each $a$ in $A$ there exists a $y$ in $R$ such that $0=x+y+x\left(\left(I d-E_{1}\right) a E_{1}\right) y=x+y+\left(x\left(I d-E_{1}\right)\right) a\left(E_{1} y\right)$. Since $x, y$ are in $A_{10}$ this implies that $x+y+x a y=0$; hence $x$ is right quasi-regular in each homotope $A^{(a)}$, i.e., $x$ is p.q. invertible in $A$.

Conversely, let $x$ in $R$ be right quasi-regular in $A^{(a)}$ for each $\alpha$ in $A$; in particular, $x$ is right quasi-regular in $A^{(\alpha)}$ for each $\alpha$ in $\Gamma$. If $y=y_{11}+y_{10}+y_{01}+y_{00}$ (with $y_{i j}$ in $A_{i j}, i, j=0,1$ ) be the right quasi-inverse of $x$ in $A^{(\alpha)}$, then one can see (using the multiplication rules among the $A_{i j}^{\prime}$ 's) that $y_{10}$ is a right quasi-inverse of $x$ in $R^{(\alpha)}$. Hence $x$ is $p . q$. invertible in $R$.

By a similar reasoning as above, we have
Proposition 6.2. Let $R$ be a weak $\Gamma_{N}$-ring. Then an $\alpha$ in $\Gamma$ is p.q.i. in $\Gamma$ if and only if $\alpha$ is p.q.i. in $A$.

The following corollary is immediate from Propositions 6.1, 6.2 in view of Theorem 3.2 and Corollary 3.10.

Corollary 6.3. Let $R$ be a weak $\Gamma_{N}$-ring and let $J(R), J(\Gamma)$ and $J^{*}(A)$ respectively denote the Jacobson radicals of $R, \Gamma$ and $A$. Then $J(R)=R \cap J^{*}(A)$ and $J(\Gamma)=\Gamma \cap J^{*}(A)$.

By Proposition 5.4(i) we have $J^{*}(A)=\left(J^{*}(A) \cap \mathscr{L}\right) \oplus\left(J^{*}(A) \cap R\right) \oplus$ $\left(J^{*}(A) \cap \Gamma\right) \oplus\left(J^{*}(A) \cap \mathscr{R}\right)$. We then use Corollary 6.3 and [11, Theorem 5 (ii), p. 18] to obtain

Lemma 6.4. $\quad J^{*}(A)=J^{*}(\mathscr{L}) \oplus J(R) \oplus J(\Gamma) \oplus J^{*}(\mathscr{R})$.
THEOREM 6.5. $R$ is strongly semisimple if and only if $A$ is semisimple.

Proof. If $A$ is semisimple then $R$ is strongly semisimple, by Lemma 6.4. Conversely, if $R$ is strongly semisimple then $J^{*}(A)=$ $J^{*}(\mathscr{L}) \oplus J^{*}(\mathscr{R}) \subseteq \mathscr{L} \bigoplus \mathscr{R}$. Since $J^{*}(A)$ is an ideal of $A$, it follows from Proposition 5.4 (iii) that $J^{*}(A)=0$; hence $A$ is semisimple.

If $I_{1} \supset I_{2} \supset \cdots$ is a strictly descending chain of right ideals of $R$, then one can easily see that $l\left(I_{1}, \Gamma\right)+I_{1} \supset l\left(I_{2}, \Gamma\right)+I_{2} \supset \cdots$ is a strictly descending chain of right ideals of $A$. As such, if $A$ is right Artinian, then $R$ (and similarly $\Gamma$ ) is also right Artinian, i.e., $R$ is strongly right Artinian. The converse however needs certain extra assumptions. Towards that we first have

Lemma 6.6. If $R$ is a strongly right Artinian, strongly semisimple weak $\Gamma_{N}$ ring, then $L$ and $S$ are also semisimple and right Artinian.

Proof. By Theorem 2.14, $R$ and $\Gamma$ are semisimple in the sense of Nobusawa. As such we can write (see [15, Theorem 1]) $R=$ $e_{1} 0_{r t}^{R} \oplus \cdots \oplus e_{n} 0_{r t}^{R}$ and $\Gamma=\alpha_{1} 0_{r t}^{\Gamma} \oplus \cdots \oplus \alpha_{m} 0_{r t}^{\Gamma}$ for minimal right ideals $e_{i} 0_{r t}^{R}\left(\alpha_{j} 0_{r t}^{\Gamma}\right)$ of $R(\Gamma)$. One can then easily verify that

$$
0_{r t}^{R}=\sum_{i=1}^{n} \sum_{j=1}^{m}\left[\alpha_{j}, e_{i}\right] 0_{r t}^{R}
$$

and that $\left[\alpha_{j}, e_{i}\right] 0_{r t}^{R}$ is a minimal right ideal of $0_{r t}^{R}$ for all $i, j .0_{r t}^{R}$ will be a finite direct sum of minimal right ideals of $0_{r t}^{R}$ (see [7, Lemma on p. 442]). Then, $0_{r t}^{R}$ being an operator group with a composition series will be right Artinian. In a similar way we can show that $0_{r t}^{\Gamma}$ is also right Artinian. Since $R$ is a $\Gamma_{N}$-ring and $\Gamma$ an $R_{N}$-ring (by Corollary 3.5) we can use Propositions 5.6 and 5.7 to conclude that $L$ and $S$ are right Artinian. $L$ and $S$ are semisimple, being ideals of the semisimple rings $\mathscr{L}$ and $\mathscr{R}$ respectively (by using Theorem 6.5 and Lemma 6.4).

Lemma 6.7. If $R$ is strongly right Artinian and strongly semisimple, then $L=\mathscr{L}, S=\mathscr{R}$ and hence $A_{0}=A$.

Proof. From the previous lemma and from [3, Corollary 1, p. 32] it follows that $L$ and $S$ have identity elements. Let $l=\Sigma l\left(x_{i}, \alpha_{i}\right)=$ $\Sigma\left(L\left(x_{i}, \alpha_{i}\right), R\left(x_{i}, \alpha_{i}\right)\right)$ be the identity element of $L$; then $l$ is the identity element of $E=\operatorname{End} R \oplus(\operatorname{End} \Gamma)^{o p}$. If not, either $\Sigma L\left(x_{i}, \alpha_{i}\right)(y) \neq y$ for some $y$ in $R$ or $\Sigma R\left(x_{i}, \alpha_{i}\right)(\beta) \neq \beta$ for some $\beta$ in $\Gamma$. For example, if $\Sigma x_{i} \alpha_{i} y-y \neq 0$, then by Corollary 3.5 there exist $\beta$ and $\partial$ in $\Gamma$ such that $0 \neq \beta\left(\Sigma x_{i} \alpha_{i} y-y\right) \partial=\beta\left(\left(\Sigma l\left(x_{i}, \alpha_{i}\right)\right) l(y, \partial)\right)-\beta l(y, \partial)=$ $\beta l(y, \partial)-\beta l(y, \partial)=0$, a contradiction. Thus $l=E_{1}$ and hence $L=$ $\mathscr{C}$. Similarly $S=\mathscr{R}$.

Theorem 6.8. Let $R$ be a weak $\Gamma_{N^{-}}-$ing. Then $R$ is strongly semisimple strongly right Artinian if and only if $A$ is semisimple and right Artinian.

Proof. It only remains to prove that $A$ is right Artinian when $R$ is strongly semisimple and strongly right Artinian. Using Lemma 6.7 we can write $A=A E_{2} \oplus A E_{1}=(R \oplus S) \oplus(\Gamma \oplus L)$. Further, any right ideal $I$ of $A$ can be written as $I=I E_{2} \oplus I E_{1}$, where $I E_{2}\left(I E_{1}\right)$ is a right ideal of the ring $A E_{2}\left(A E_{1}\right)$. In view of this it is enough to show that $A E_{2}$ and $A E_{1}$ satisfy right Artinian conditions. Since $R$ and $S$ are semisimple and right Artinian (by Lemma 6.6) we have $R=e_{1} S \oplus \cdots \oplus e_{n} S$ and $S=f_{1} S \oplus \cdots \oplus f_{m} S$ with $e_{i}$ 's in $R$ and $f_{j}^{\prime}$ 's in $S$ such that $e_{i} S$ and $f_{j} S$ are minimal right ideals of the weak $\Gamma_{N^{-}}$-ring $R$ and the ring $S$ respectively. Then $A E_{2}=\Sigma e_{i} S \oplus \Sigma f_{j} S=$ $\Sigma e_{i} A E_{2} \oplus \Sigma f_{j} A E_{2} . \quad e_{2} A E_{2}$ and $f_{j} A E_{2}$ are easily seen to be minimal right ideals of $A E_{2}$. As before (see the proof of Lemma 6.6) $A E_{2}$ is seen to be right Artinian. Similarly $A E_{1}$ will be right Artinian; hence $A$ is right Artinian.

The following corollary is immediate from the above theorem if one recalls that a semisimple ring is right Artinian if and only if it is left Artinian (see [6]).

Corollary 6.9. Let $R$ be a strongly semisimple weak $\Gamma_{N^{-}}$ring. Then $R$ is strongly right Artinian if and only if $R$ is strongly left Artinian.
7. Strongly simple $\Gamma$-rings. In this section we characterize completely the strongly simple strongly right Artinian weak $\Gamma_{N}$-rings.

Proposition 7.1. If $A$ is simple then $R$ is strongly simple.
Proof. It suffices to observe that for a nonzero proper ideal $I\left(\Gamma_{1}\right)$ of $R(\Gamma), A I A\left(A \Gamma_{1} A\right)$ is a proper ideal of $A$ containing $I\left(\Gamma_{1}\right)$.

Theorem 7.2. Let $R$ be a weak $\Gamma_{N}$-ring. Then $R$ is strongly simple strongly right Artinian if and only if $A$ is simple and right Artinian.

Proof. Let $R$ be strongly simple and strongly right Artinian. Then $R$ is also strongly semisimple, so that $A$ is right Artinian (by Theorem 6.8). If $I$ be a nonzero ideal of $A$ then $I \cap R(I \cap \Gamma)$ is an ideal of $R(\Gamma)$. Strong simplicity of $R$ implies that $I \cap R=0$ or $R$ and that $I \cap \Gamma=0$ or $\Gamma$. If $I \cap R=0$ and $I \cap \Gamma=0$, then by Proposition 5.4 (i) and (iii) $I=0$, a contradiction. If however $I \cap R=R$, then $\Gamma=\Gamma R \Gamma=\Gamma(I \cap R) \Gamma \subseteq I$ so that $I \cap \Gamma=\Gamma$. Therefore $I \supseteqq$ $R \oplus \Gamma$. Since $I$ is an ideal of $A, I \supseteqq \Gamma R=S$ and $I \supseteqq R \Gamma=L$. Therefore $I \supseteq L \oplus R \oplus \Gamma \oplus S=A_{0}$. By Lemma 6.7, $I=A_{0}=A$. Hence $A$ is also simple. The converse is immediate from Proposition 7.1 and Theorem 6.8.

Theorem 7.3. Let $R$ be a strongly simple strongly right Artinian weak $\Gamma_{N}$-ring. Then there exists a division ring $D$ and positive integers $m, n$ such that $R \cong M_{n},{ }_{m}(D)$ and $\Gamma \cong M_{m, n}(D)$ with the weak $\Gamma_{N}$-ring multiplications being the ordinary matrix multiplications (see §1, Example 1(b)).

Proof. By Theorem 7.2, A is simple and right Artinian; hence $A$ is isomorphic to a matrix ring of the form $M_{k, k}(D)$, for some division ring $D$ (see [6]). Without loss of generality we can assume that the idempotent $E_{1}$ in $A$ has the following matrix representation with respect to the above identification of $A$ with $M_{k, k}(D)$.

$$
E_{1}=\left(\begin{array}{c|c}
I_{n, n} & 0_{n, m} \\
\hline 0_{m, n} & 0_{m, m}
\end{array}\right)
$$

$m, n$ being integers with $m+n=k$. The element $E_{2}=I d-E_{1}$ will consequently have the representation

$$
\left(\begin{array}{c|c}
0_{n, n} & 0_{n, m} \\
\hline 0_{m, n} & I_{m, m}
\end{array}\right) .
$$

By appealing to Proposition 5.2 we have the following further identifications of the components of $A$ with subsets of $M_{k, k}(D)$.

$$
\begin{aligned}
R=E_{1} A\left(I d-E_{1}\right) & =\left(\begin{array}{c|c}
I_{n, n} & 0_{n, m} \\
\hline 0_{m, n} & 0_{m, m}
\end{array}\right) M_{k, k}(D)\left(\begin{array}{c|c}
0_{n, n} & 0_{n, m} \\
\hline 0_{m, n} & I_{m, m}
\end{array}\right) \\
& =\left(\begin{array}{c|c}
0_{n, n} & M_{n, m}(D) \\
\hline 0_{m, n} & 0_{m, m}
\end{array}\right) .
\end{aligned}
$$

$$
\begin{aligned}
\Gamma=\left(I d-E_{1}\right) A E_{1} & =\left(\begin{array}{l|l|l}
0_{n, n} & 0_{n, m} \\
\hline 0_{m, n} & I_{m, m}
\end{array}\right) M_{k, k}(D)\left(\begin{array}{c|c}
I_{n, n} & 0_{n, m} \\
\hline 0_{m, n} & 0_{m, m}
\end{array}\right) \\
& =\left(\begin{array}{c|c}
0_{n, n} & 0_{n, m} \\
\hline M_{m, n}(D) & 0_{m, m}
\end{array}\right) .
\end{aligned}
$$

The conclusions of the theorem clearly follow from the above representations of $R$ and $\Gamma$.

Remark 7.4. Under the hypothesis of the above theorem we can also identify the left operator ring $0_{i t}^{R}$ of $R$ with $M_{n, n}(D)$, a complete matrix ring, and the right operator ring $0_{r t}^{R}$ with the complete matrix ring $M_{m, m}(D)$ (as in the above theorem, using Proposition 5.6, Corollary 3.5 and Lemma 6.7).

Remark 7.5. A ternary ring $T$ in the sense of Lister (see [8]) is also a weak $\Gamma_{N}$-ring with $\Gamma=T$ (see Remark 3.6). An ideal of $T$ is defined as a two-sided ideal which is also medial. However in the case of a weak $\Gamma_{N}$-ring the notion of a medial ideal deoes not exist. As such, a ternary ring $T$ which is simple as a weak $\Gamma_{N}$-ring is also simple as a ternary ring. One can easily show by example (see [8]) that a simple ternary ring need not be simple as a weak $\Gamma_{N}$-ring.

Remark 7.6. Recalling that a Hestenes ternary algebra is also a semisimple weak $\Gamma_{N}$-ring (see Remark 4.9) we note that the main Theorem 6.6 of [5] has a bearing to our Theorem 7.3.

Professor J. Luh has kindly communicated to us a weaker form of the following result:

If $R$ is strongly semisimple then $R$ is strongly right Artinian if and only if $R$ is right and left Artinian. One way (only if part) follows from Corollary 6.9. The other part can be deduced from Nobusawa's structure theorems (see [15]) using Theorem 2.14. Professor Luh's proof for the first part of the particular case is different from ours.
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