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#### Abstract

We use the concept of a wandering subspace to study isometries on spaces with an inner product that is not assumed to be positive definite. The theory in many respects parallels the Hilbert space theory, but there are significant differences that are emphasized here. Examples are given which illustrate the complications that can arise when the inner product is indefinite.

The first few sections of this paper are devoted to the study of indefinite inner product spaces with admissible topologies, and the continuous operators on these spaces. The rest of the paper concentrates on isometric operators, their wandering subspaces, and the Fourier representations of shifts.


1. Introduction. In the paper [5], Halmos studies shifts on Hilbert spaces by using wandering subspaces. We apply this technique here, where we consider isometries on indefinite inner product spaces. These operators have been studied in the past, principally by Iohvidov ([6] and [7]), on spaces where the indefinite inner product is derived from a Hilbert space inner product (a $J$ - or $G$-inner product). The results obtained for isometries here, however, apply in the more general situation of an inner product space with an admissible topology.

The theory of shifts on Hilbert space was used by Sz.-Nagy and Foias [11] in the study of the geometry of spaces of minimal unitary dilations of contractions. A noncontraction possesses a minimal unitary dilation on a space with an indefinite inner product [2], and it was the study of the geometry of these dilation spaces (originating in the papers of Davis [2] and Davis and Foias [3]) that motivated the present work.

Most of the results appearing here formed part of the author's Ph. D. thesis [10]; other work was partially supported by a grant from the National Science Foundation.
2. Inner product spaces. An inner product space is a complex vector space $\mathscr{H}$ with an inner product $[\cdot, \cdot]$ satisfying

$$
\left[\alpha_{1} h_{1}+\alpha_{2} h_{2}, k\right]=\alpha_{1}\left[h_{1}, k\right]+\alpha_{2}\left[h_{2}, k\right]
$$

and

$$
[k, h]=\overline{[h, k]}
$$

for all $\alpha_{1}, \alpha_{2} \in C$ and for all $h_{1}, h_{2}, h, k \in \mathscr{C}$. The inner product is not assumed to be positive, that is $[h, h]$ may be negative for some $h \in \mathscr{K}$. For the theory of inner product spaces, refer to [1] and [8].

If $[h, k]=0$, then we write $h \perp k$. If $\mathscr{A}$ and $\mathscr{B}$ are two subsets of $\mathscr{E}$, then we write $h \perp \mathscr{B}$ if $h \perp k$ for all $k \in \mathscr{B}$, and $\mathscr{A} \perp \mathscr{B}$ if $h \perp \mathscr{B}$ for all $h \in \mathscr{A}$.

If $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are two subspaces, with $\mathscr{L}_{1} \perp \mathscr{L}_{2}$ and $\mathscr{L}_{1} \cap \mathscr{L}_{2}=$ $\{0\}$, then we write $\mathscr{L}_{1} \oplus \mathscr{L}_{2}$ for the direct sum of $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$.

For any subset $\mathscr{A} \cong \mathscr{H}$ we define

$$
\mathscr{A}^{\perp}=\{h \in \mathscr{H}: h \perp \mathscr{A}\} .
$$

Note (cf. [1, Sec. I.3]) that $\mathscr{A}^{\perp}$ is a subspace, and if $\mathscr{A} \subseteq \mathscr{B}$ then $\mathscr{B}^{\perp} \subseteq \mathscr{A}^{\perp}$. Also, if $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are subspaces of $\mathscr{H}$, then we have

$$
\left(\mathscr{L}_{1}+\mathscr{L}_{2}\right)^{\perp}=\mathscr{L}_{1}^{\perp} \cap \mathscr{L}_{2}^{\perp}
$$

In contrast to the situation in Hilbert space, it is possible to have $\mathscr{L} \cap \mathscr{L}^{\downarrow} \neq\{0\}$ for a subspace $\mathscr{L}$. The subspace

$$
\mathscr{L}^{0}=\mathscr{L} \cap \mathscr{L}^{\perp}
$$

is called the isotropic part of $\mathscr{L}$. A subspace $\mathscr{L}$ of $\mathscr{H}$ is said to be degenerate if $\mathscr{L}^{0} \neq\{0\}$, i.e., if $\mathscr{L} \cap \mathscr{L}^{-} \neq\{0\}$ ([1, Sec. I.4]).

We will be assuming throughout that all inner product spaces are nondegenerate, i.e., $\mathscr{H}^{\dagger}=\{0\}$ for every inner product space $\mathscr{C}$. Consequently, if

$$
\left[h, k_{1}\right]=\left[h, k_{2}\right]
$$

for each $h \in \mathscr{H}$, then $k_{1}=k_{2}$.
If $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are subspaces of $\mathscr{L}$, with $\mathscr{L}_{1} \subseteq \mathscr{L}_{2}$, then $\mathscr{L}_{2} \ominus \mathscr{L}_{1}$ will be used to denote the subspace $\mathscr{L}_{2} \cap \mathscr{L}_{1}^{\perp}$.

We will need the following lemma. The proof is straight-forward and is omitted. (See [10, Lemma I.1.1].)

Lemma 2.1. If $\mathscr{L}=\mathscr{L}_{1} \oplus \mathscr{L}_{2}$, for subspaces $\mathscr{L}_{1}, \mathscr{L}_{2}$ of an inner product space $\mathscr{C}$, then

$$
\mathscr{L} \ominus \mathscr{L}_{1}=\mathscr{L}_{1}^{0} \oplus \mathscr{L}_{2}
$$

A topology on an inner product space $\mathscr{\mathscr { C }}$ is said to be admissible if it is locally convex, and if (i) for every $k \in \mathscr{C}$ the linear functional

$$
\phi_{k}(h)=[h, k]
$$

is continuous, and (ii) for every continuous linear functional $\phi$ on $\mathscr{H}$ there is a $k \in \mathscr{C}$ such that $\phi=\phi_{k}$ ([1, Sec. III.5]). Every admissible
topology on a nondegenerate space is separated, i.e., Hausdorff ([1, Lemma III.5.2]).

The weak topology on $\mathscr{\mathscr { C }}$ is the locally convex topology defined by the family $\left\{p_{k}\right\}_{k \in \mathscr{C}}$ of seminorms, where

$$
p_{k}(h)=|[h, k]| \quad(h, k \in \mathscr{C})
$$

([1, Sec. III.2]). The weak topology is admissible ([1, Theorem III.5.1]).
THEOREM 2.2. If $\mathscr{L}$ is a subspace of $\mathscr{C}$, then the closure of $\mathscr{L}$, with respect to any admissible topology, is $\mathscr{L}^{+1}$.

Proof. See [1, Theorem III.6.1].
Corollary 2.3. A subspace of $\mathscr{H}$ is closed with respect to an admissible topology if and only if it is weakly closed.

COROLLARY 2.4. If $\mathscr{L}_{1} \perp \mathscr{L}_{2}$, then $\overline{\mathscr{L}}_{1} \perp \mathscr{L}_{2}$, where $\overline{\mathscr{L}}_{1}$ denotes the closure of the subspace $\mathscr{L}_{1}$ with respect to any admissible topology.
3. Operators on inner product spaces. We assume from this point on that all spaces are nondegenerate inner product spaces with admissible topologies. An operator $T: \mathscr{\mathscr { C }}_{1} \rightarrow \mathscr{C}_{2}$ is assumed to be linear with domain equal to $\mathscr{H}_{1}$. The identity operator will be denoted by $I$.

We will be needing the concept of a generalized sequence (or net) (see, for example, [4, Definition I.7.1]), and in particular the following lemma (cf. [4, Lemma I.7.4]):

Lemma 3.1. An operator $T$ is continuous if and only if for every generalized sequence $\left\{h_{\alpha}\right\}$ converging to zero, $\left\{T h_{\alpha}\right\}$ converges to zero.

Lemma 3.2. Suppose $\mathscr{H}$ and $\mathscr{H}^{\prime}$ are two spaces with topologies defined by the families of seminorms

$$
\left\{p_{x}\right\}_{x \in X} \text { and }\left\{p_{y}\right\}_{y \in Y},
$$

respectively. If an operator T from $\mathscr{H}$ to $\mathscr{H}^{\prime}$ has the property that for each $y \in Y$ there is an $x \in X$ such that

$$
p_{y}(T h)=p_{x}(h),
$$

for every $h \in \mathscr{K}$, then $T$ is continuous.
Proof. Suppose that the generalized sequence $\left\{h_{\alpha}\right\}$ in $\mathscr{H}$ converges
to zero. Then, for every $y \in Y$, the generalized sequence of numbers

$$
\left\{p_{y}\left(T h_{\alpha}\right)\right\}=\left\{p_{x}\left(h_{\alpha}\right)\right\}
$$

converges to zero. But this is equivalent to saying that $\left\{T h_{\alpha}\right\}$ converges to zero and so, by Lemma 3.1, $T$ is continuous.

Proposition 3.3. If $T$ is a continuous operator from $\mathscr{H}$ to $\mathscr{H}^{\prime}$, then there exists a unique operator $T^{*}$ from $\mathscr{H}^{\prime}$ to $\mathscr{H}$ such that, for each $h \in \mathscr{H}$ and $h^{\prime} \in \mathscr{H}^{\prime}$

$$
\left[T h, h^{\prime}\right]=\left[h, T^{*} h^{\prime}\right] .
$$

$T^{*}$ is weakly continuous.
Proof. For $h^{\prime} \in \mathscr{H}^{\prime},\left[T h, h^{\prime}\right]$ is a continuous function of $h$. Since the topology on $\mathscr{H}$ is assumed to be admissible, there is a vector $k \in \mathscr{H}$ such that [Th, $\left.h^{\prime}\right]=[h, k] . \quad \mathscr{H}$ is nondegenerate, and so this equation uniquely determines $k$, and we can define $T^{*} h^{\prime}=k$. Clearly, $T^{*}$ is an operator from $\mathscr{H}^{\prime}$ to $\mathscr{H}$, and it follows directly from Lemma 3.2 that $T^{*}$ is continuous in the weak topologies of $\mathscr{H}$ and $\mathscr{H}^{\prime}$.
$T^{*}$ is known as the adjoint of $T$.
Proposition 3.4. Every continuous operator is weakly continuous.

Proof. If $T$ is continuous, then $T=T^{* *}$, and by Proposition 3.3 the adjoint of any operator is weakly continuous.
4. Regular subspaces. Projections.

Theorem 4.1. If $\mathscr{L}$ is a subspace of $\mathscr{L}$, then $\mathscr{L}+\mathscr{L}^{\perp}$ is dense in $\mathscr{H}$ if and only if $\mathscr{L}^{\perp \perp}$ is nondegenerate.

Proof. See [1, Theorem III.6.5].
Thus if $\mathscr{C}$ is a closed subspace which is nondegenerate, then

$$
\mathscr{H}=\overline{\mathscr{L} \oplus \mathscr{L}^{\perp}} .
$$

If in fact

$$
\mathscr{H}=\mathscr{L} \oplus \mathscr{L}^{\perp},
$$

we call $\mathscr{L}$ a regular subspace. Note that every regular subspace is nondegenerate.

Remark. This definition generalizes the use of the terms regular in [3], right in [9], and pravil'nym in [7], and coincides with the use of ortho-complemented in [1], at least for nondegenerate inner product spaces.

If $\mathscr{L}$ is regular, then every $h \in \mathscr{H}$ has a unique expression in the form $h=l+l^{\prime}\left(l \in \mathscr{L}, l^{\prime} \in \mathscr{L}^{\perp}\right)$. We define $P_{\mathscr{L}}$, the projection of $\mathscr{H}$ onto $\mathscr{L}, b y$

$$
P_{\mathscr{E}} h=l .
$$

Clearly, $P_{\mathscr{L}}$ is linear, $P_{\mathscr{L}}^{2}=P_{\mathscr{L}}$, and for each $h, k \in \mathscr{H}$

$$
\left[P_{\mathscr{E}} h, k\right]=\left[h, P_{s f} k\right]
$$

Therefore, by Lemma $3.2, P_{\mathscr{L}}$ is weakly continuous and $P_{\mathscr{\mathscr { L }}}^{*}=P_{\mathscr{L}}$.
It is obvious that if $\mathscr{L}$ is regular, so is $\mathscr{L}^{\perp}$ and $P_{\mathscr{L}^{\perp}}=I-P_{\mathscr{L}}$.
An operator $P$ on $\mathscr{H}$ is called a projection if it is weakly continuous and if $P^{*}=P^{2}=P$.

The proofs of the following theorem and its corollaries are straightforward, and are omitted.

Theorem 4.2 (cf. [9, p. 116]). If $P$ is a projection, then $\mathscr{L}=$ $P \mathscr{H}$ is regular and $P=P_{\mathscr{E}}$.

Corollary 4.3. $\mathscr{L}$ is regular if and only if there is a projection $P$ such that $\mathscr{L}=P \mathscr{H}$.

Corollary 4.4. If $P_{\mathscr{S}_{1}}$ and $P_{\mathscr{L}_{2}}$ commute, for two regular subspaces $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$, then $\mathscr{L}_{3}=\mathscr{L}_{1} \cap \mathscr{L}_{2}$ is regular with $P_{\mathscr{S}_{3}}=P_{\mathscr{L}_{1}} P_{\mathscr{L}_{2}}$.

Corollary 4.5. If $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are regular subspaces with $\mathscr{L}_{1} \subseteq$ $\mathscr{L}_{2}$, then $\mathscr{L}_{3}=\mathscr{L}_{2} \Theta \mathscr{L}_{1}$ is regular with $P_{\mathscr{S}_{3}}=P_{\mathscr{S}_{2}}-P_{\mathscr{L}_{1}}$.

In a Hilbert space the direct sum of two orthogonal closed subspaces is always closed. In an indefinite inner product space this is true, provided we assume that one of the subspaces is regular.

Theorem 4.6 (cf. [9, Lemma 5.1]). Suppose $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ are subspaces of $\mathscr{H}$ satisfying $\mathscr{L}_{1} \perp \mathscr{L}_{2}$. Then if $\mathscr{L}_{1}$ is regular and $\mathscr{L}_{2}$ is closed, $\mathscr{L}_{1} \oplus \mathscr{L}_{2}$ is closed. If, in addition, $\mathscr{L}_{2}$ is regular, then $\mathscr{L}_{1} \oplus \mathscr{L}_{2}$ is regular.

Proof. Since $\mathscr{L}_{2} \subseteq \mathscr{L}_{1}^{\perp}$ and $\mathscr{L}_{1}$ is regular, the sum of $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ is direct.

Suppose $h$ is in the closure of $\mathscr{L}_{1} \oplus \mathscr{L}_{2}$. Then, by Corollary 2.3, there is a generalized sequence $\left\{h_{\alpha}\right\}$ in $\mathscr{L}_{1} \oplus \mathscr{L}_{2}$ converging weakly to $h$ ([4, Lemma I.7.2]). Let $P$ be the projection of $\mathscr{H}$ onto $\mathscr{L}_{1}$. Clearly, $(I-P) h_{\alpha} \in \mathscr{L}_{2}$ and, since $P$ is weakly continuous and $\mathscr{L}_{2}$ is closed, $(I-P) h \in \mathscr{L}_{2}$. Hence $h=P h+(I-P) h \in \mathscr{L}_{1} \oplus \mathscr{L}_{2}$, and $\mathscr{L}_{1} \oplus \mathscr{L}_{2}$ is therefore closed.

Now suppose $\mathscr{L}_{2}$ is regular and let $Q$ be the projection of $\mathscr{C}$ onto $\mathscr{L}_{2}$. Since $\mathscr{L}_{1} \perp \mathscr{L}_{2}, Q P=P Q=0$. Hence $P+Q$ is a projection with $(P+Q) \mathscr{\mathscr { C }}=\mathscr{L}_{1} \oplus \mathscr{L}_{2}$ and so, by Theorem 4.2, $\mathscr{L}_{1} \oplus \mathscr{L}_{2}$ is regular.
5. Isometries. An operator $V$ from $\mathscr{C}$ to $\mathscr{C}^{\prime}$ is called an isometry if it is continuous and $[V h, V k]=[h, k]$ for each $h, k \in \mathscr{H}$. The condition that a continuous operator $V$ be an isometry is equivalent to $V^{*} V=I$, and hence every isometry is injective. (Cf. [6, Proposition $\left.1^{\circ}\right]$. Recall that $\mathscr{H}$ is assumed to be nondegenerate.)

An isometry is called unitary if it is surjective. As in Hilbert space, the unitary operators $V$ are characterized by the relations $V^{*} V=I$ and $V V^{*}=I$, i.e., by the relation $V^{*}=V^{-1}$.

Lemma 5.1 (cf. [6, Theorem 2]). If $V$ is an isometry and $\mathscr{L}$ is a closed subspace, then $V \mathscr{L}$ is also a closed subspace.

Proof. $V \mathscr{L}$ is clearly a subspace. In view of Corollary 2.3 it suffices to show $V \mathscr{C}$ is weakly closed.

Suppose $h$ is in the weak closure of $V \mathscr{C}$. Select a generalized sequence $\left\{l_{\alpha}\right\}$ of vectors in $\mathscr{L}$ so that $\left\{V l_{\alpha}\right\}$ converges weakly to $h$. Since $V^{*}$ is weakly continuous, $\left\{l_{\alpha}\right\}=\left\{V^{*} V l_{\alpha}\right\}$ converges weakly to $V^{*} h$. By Corollary 2.3, $\mathscr{L}$. is weakly closed, so $V^{*} h \in \mathscr{L}$. Also, since Proposition 3.4 implies the weak continuity of $V$, $\left\{V l_{\alpha}\right\}$ converges weakly to $V V^{*} h$. But $\left\{V l_{\alpha}\right\}$ was assumed to converge weakly to $h$ and the weak topology is separated, so $h=V V^{*} h \in V \mathscr{L}$. Hence $V \mathscr{L}$ is weakly closed.

TheOrem 5.2 (cf. [7, p. 176], [1, Theorem VI.3.8]). If $\mathscr{L}$ is a regular subspace of $\mathscr{H}$ and $V$ is an isometry from $\mathscr{\mathscr { C }}$ to $\mathscr{H}^{\prime}$, then $V \mathscr{L}$ is a regular subspace of $\mathscr{H}^{\prime}$. The projection of $\mathscr{H}^{\prime}$ onto $V \mathscr{L}$ is $V P_{\mathscr{L}} V^{*}$.

Proof. Let $P=P_{\mathscr{L}}, Q=V P V^{*}$. Then $Q$ is weakly continuous, $Q=Q^{*}$, and since $V$ is an isometry, $Q^{2}=Q$. Therefore $Q$ is a projection.

We have $Q \mathscr{L} \mathscr{C}^{\prime} \subseteq V P \mathscr{H}=V \mathscr{L}$ and for any $l \in \mathscr{L} Q V l=V P V^{*} V l=$ $V P l=V l$. Hence $Q \mathscr{H}^{\prime}=V \mathscr{L}$, so by Theorem 4.2, $V \mathscr{L}$ is regular
and $Q$ is the projection of $\mathscr{H}^{\prime}$ onto $V \mathscr{L}$.
We also include the following result, in which the operator $V$ is not assumed to be continuous. A similar result has been obtained by Iohvidov [7, Theorem 2] for $G$-isometric operators on a Hilbert space with a $G$-metric. Here we consider arbitrary nondegenerate inner product spaces $\mathscr{C}$ and $\mathscr{C}^{\prime}$ and we discuss the weak continuity of $V$.

Theorem 5.3. Suppose that $V: \mathscr{H} \rightarrow \mathscr{H}^{\prime}$ satisfies [Vh,Vk] $=$ [ $h, k$ ] for all $h, k \in \mathscr{H}$. Then $V$ is weakly continuous if and only if $V \mathscr{H}$ is a regular subspace of $\mathscr{H}^{\prime}$.

Proof. If $V$ is weakly continuous, then Theorem 5.2 shows that $V \mathscr{H}$ is a regular subspace of $\mathscr{H}^{\prime}$. Conversely, suppose that $V \mathscr{\mathscr { C }}$ is regular and let $P$ be the projection of $\mathscr{H}^{\prime}$ onto $V \mathscr{H}$. If $V h=0$ for some $h \in \mathscr{H}$, then $[h, k]=[V h, V k]=0$ for all $k \in \mathscr{H}$, and so $V$ is injective. Thus we can define $U=V^{-1} P$, an operator from $\mathscr{H}^{\prime}$ to $\mathscr{K}$.

For all $h \in \mathscr{C}$ and $k \in \mathscr{H}^{\prime}$ we have

$$
[h, U k]=[V h, V U k]=[V h, P k]=[V h, k]
$$

Consequently, by Lemma 3.2, $V$ is weakly continuous.
6. Wandering subspaces. Let $V$ be an isometry on $\mathscr{H}$. Following Halmos [5], we call a closed subspace $\mathscr{L}$ of $\mathscr{H}$ wandering for $V$ if it is nondegenerate and $V^{p} \mathscr{L} \perp V^{q} \mathscr{L}$ for every pair of integers $p, q \geqq 0, p \neq q$. Since $V$ is an isometry, $\mathscr{L}$ is wandering for $V$ if and only if it is nondegenerate and

$$
V^{n} \mathscr{L} \perp \mathscr{L} \quad \text { for } n=1,2, \cdots
$$

Let $M_{+}(\mathscr{L})=\mathrm{V}_{n=0}^{\infty} V^{n} \mathscr{L}$ (i.e., the closed linear span of the subspaces $\left.V^{n} \mathscr{L}, n=0,1,2, \cdots\right)$.

Proposition 6.1. (i) $V M_{+}(\mathscr{C})=M_{+}(V \mathscr{L})$ and (ii) $\mathscr{L} \perp V M_{+}(\mathscr{L})$.
Proof. (i) follows from the definition of $M_{+}(\mathscr{L})$ and the fact that $V M_{+}(\mathscr{L})$ is closed (Lemma 5.1).

To prove (ii), note that $\mathscr{L} \perp V^{n+1} \mathscr{L}$ for each $n \geqq 0$, and so (by Corollary 2.4) $\mathscr{L} \perp M_{+}(V \mathscr{L})=V M_{+}(\mathscr{L})$.

Theorem 6.2. If $\mathscr{L}$ is regular, then

$$
\begin{equation*}
M_{+}(\mathscr{L})=\mathscr{L} \oplus V M_{+}(\mathscr{L}) \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
V M_{+}(\mathscr{C})=M_{+}(\mathscr{L}) \ominus \mathscr{L} . \tag{6.2}
\end{equation*}
$$

Proof. Proposition 6.1 and the nondegeneracy of $\mathscr{L}$ show that the use of $\oplus$ in (6.1) is justified. Clearly, $M_{+}(\mathscr{L})$ is spanned by $\mathscr{L}$ and $V M_{+}(\mathscr{L})$. (6.1) follows from Theorem 4.6, since $\mathscr{L}$ is regular and $V M_{+}(\mathscr{L})$ is closed (Lemma 5.1).
(6.2) is a direct consequence of Lemma 2.1, since $\mathscr{L}^{0}=\{0\}$.

Corollary 6.3. If $\mathscr{L}$ is regular, then for $n=1,2, \cdots$

$$
M_{+}(\mathscr{L})=\mathscr{L} \oplus V \mathscr{L} \oplus V^{2} \mathscr{L} \oplus \cdots \oplus V^{n-1} \mathscr{L} \oplus V^{n} M_{+}(\mathscr{L})
$$

When $\mathscr{C}$ is a Hilbert space, $\mathscr{L}$ is uniquely determined by $V$ and $M_{+}(\mathscr{L})$ :

$$
\begin{equation*}
\mathscr{L}=M_{+}(\mathscr{C}) \ominus V M_{+}(\mathscr{L}) . \tag{6.3}
\end{equation*}
$$

The following example shows that this is not necessarily true when the inner product on $\mathscr{H}$ is not positive definite.

Example 6.4. Let $\mathscr{\mathscr { C }}$ be the space of sequences $x=\left\{x_{k}\right\}_{k \geq 0}$ of complex numbers such that

$$
\|x\|^{2}=\sum_{k=0}^{\infty}\left|x_{k}\right|^{2}<\infty .
$$

For two sequences $x$ and $y$ we define

$$
[x, y]=x_{0} \bar{y}_{0}-\sum_{k=1}^{\infty} x_{k} \bar{y}_{k} .
$$

The topology on $\mathscr{C}$ is that defined by the norm $\|\cdot\|$, and this topology is readily seen to be admissible.

Let $\mathscr{L}$ be the one-dimensional subspace of $\mathscr{H}$ spanned by the vector $l$, where $l_{0}=\sqrt{3}, l_{1}=2$ and $l_{k}=0$ for $k \geqq 2$. It is easily checked that $\mathscr{L}$ is regular.

For $x \in \mathscr{C}$ let $V x$ be the sequence $y \in \mathscr{C}$ with $y_{0}=2 x_{0}, y_{1}=$ $\sqrt{3} x_{0}$ and $y_{k}=x_{k-1}$ for $k>1$. Then $V$ is an isometry and $\mathscr{L}$ is wandering for $V$.

By writing down the condition that $z \perp V^{n} l$ for $n=0,1,2, \cdots$, it can be readily seen that $M_{+}(\mathscr{L})^{4}$ is spanned by the single vector $z$ with $z_{0}=1 / \sqrt{3}$ and $z_{k}=2^{-k}$ for $k \geqq 1$.

Let $\mathscr{L}^{\prime}$ be the one-dimensional subspace of $\mathscr{H}$ spanned by the vector $l^{\prime}=l+z$. Then $\mathscr{L}^{\prime}$ is regular and wandering for $V$. As before, it can be shown that $M_{+}\left(\mathscr{L}^{\prime}\right)^{\perp}$ is spanned by the same vector $z$ that spans $M_{+}(\mathscr{L})^{1}$. Consequently, $M_{+}\left(\mathscr{L}^{\prime}\right)=M_{+}(\mathscr{L})$, but $\mathscr{L}^{\prime} \neq \mathscr{L}$.

Note that in the preceding example $M_{+}(\mathscr{L})$ is a degenerate sub-
space. In fact, since $M_{+}(\mathscr{L})^{\perp}$ is spanned by the vector $z$ and since

$$
[z, z]=1 / 3-\sum_{k=1}^{\infty} 4^{-k}=0
$$

then $M_{+}(\mathscr{L})^{\perp} \subseteq M_{+}(\mathscr{C})$. The following theorem shows that the nondegeneracy of $M_{+}(\mathscr{L})$ is a necessary and sufficient condition for (6.3) to be true, provided $\mathscr{L}$ is regular.

Theorem 6.5. If $\mathscr{L}$ is regular, then $\mathscr{L}=M_{+}(\mathscr{L}) \ominus V M_{+}(\mathscr{L})$ if and only if $M_{+}(\mathscr{L})$ is nondegenerate.

Proof. If $\mathscr{L}$ is regular, then Theorem 6.2 implies $M_{+}(\mathscr{L})=$ $\mathscr{L} \oplus V M_{+}(\mathscr{L})$. Thus, by Lemma 2.1,

$$
M_{+}(\mathscr{L}) \ominus V M_{+}(\mathscr{L})=\left[V M_{+}(\mathscr{L})\right]^{0} \oplus \mathscr{L}
$$

Hence, $M_{+}(\mathscr{L}) \ominus V M_{+}(\mathscr{L})=\mathscr{L}$ if and only if $V M_{+}(\mathscr{L})$ is nondegenerate. Since $V$ is an isometry, this is equivalent to $M_{+}(\mathscr{L})$ being nondegenerate.

Theorem 6.6. If $M_{+}(\mathscr{L})$ is regular, then $\mathscr{L}$ is regular. If $P$ is the projection of $\mathscr{H}$ onto $M_{+}(\mathscr{L})$, then $P-V P V^{*}$ is the projection of $\mathscr{C}$ onto $\mathscr{L}$.

Proof. If $M_{+}(\mathscr{L})$ is regular, then so is $V M_{+}(\mathscr{L})$, with the projection of $\mathscr{H}$ onto $V M_{+}(\mathscr{L})$ being $V P V^{*}$ (Theorem 5.2). As in the proof of Theorem 6.2, we deduce that $M_{+}(\mathscr{L})=\mathscr{L} \oplus V M_{+}(\mathscr{L})$. Hence, as in the above proof, $\mathscr{L}=M_{+}(\mathscr{L}) \ominus V M_{+}(\mathscr{L})$, and the proof is completed by Corollary 4.5.

ThEOREM 6.7. If $\mathscr{L}$ is regular, then the isotropic part of $M_{+}(\mathscr{L})$ is

$$
M_{+}(\mathscr{L})^{0}=\bigcap_{n=0}^{\infty} V^{n} M_{+}(\mathscr{L})
$$

Proof. Suppose $h \in \bigcap_{n=0}^{\infty} V^{n} M_{+}(\mathscr{L})$. By Proposition 6.1 (ii) we have, for each $n \geqq 0, h \in V^{n+1} M_{+}(\mathscr{L}) \perp V^{n} \mathscr{L}$. Therefore $h \perp M_{+}(\mathscr{L})$. Since $h \in M_{+}(\mathscr{L})$, we conclude that

$$
\bigcap_{n=0}^{\infty} V^{n} M_{+}(\mathscr{L}) \subseteq M_{+}(\mathscr{L})^{0}
$$

Conversely, assume $h \in M_{+}(\mathscr{L})^{0}$, and let us make the induction assumption that $h \in V^{n} M_{+}(\mathscr{L})$ (which is clearly true for $n=0$ ). Since $\mathscr{L}$ is regular, Theorem 6.2 implies

$$
V^{n} M_{+}(\mathscr{L})=V^{n}\left(\mathscr{L} \oplus V M_{+}(\mathscr{L})\right)=V^{n} \mathscr{L} \oplus V^{n+1} M_{+}(\mathscr{L})
$$

We have assumed $h$ satisfies $h \perp M_{+}(\mathscr{L}) \supseteqq V^{n} \mathscr{L}$, and $V^{n} \mathscr{L}$ is nondegenerate (because $\mathscr{L}$ is). Thus, by Lemma 2.1, $h \in V^{n+1} M_{+}(\mathscr{L})$, and hence, by induction, $h \in \bigcap_{n=0}^{\infty} V^{n} M_{+}(\mathscr{L})$.

Consequently, $M_{+}(\mathscr{L})^{0}=\bigcap_{n=0}^{\infty} V^{n} M_{+}(\mathscr{L})$.
7. Fourier coefficients in $M_{+}(\mathscr{L})$. We now assume that $\mathscr{L}$ is regular, with the projection of $\mathscr{H}$ onto $\mathscr{L}$ denoted by $P$.

Corollary 6.3 implies that for every $h \in M_{+}(\mathscr{L})$ there is a unique sequence $\left\{l_{n}\right\}_{n \geqq 0}$ of vectors in $\mathscr{L}$ such that, for each $n \geqq 1$,

$$
\begin{equation*}
h-\sum_{k=0}^{n-1} V^{k} l_{k} \in V^{n} M_{+}(\mathscr{L}) . \tag{7.1}
\end{equation*}
$$

The vectors $l_{n}(n \geqq 0)$ satisfying (7.1) are known as the Fourier coefficients of $h$ in $M_{+}(\mathscr{L})$.

The Fourier coefficients can be written explicitly in terms of $h$ :

Theorem 7.1. If $h \in M_{+}(\mathscr{L})$ then the Fourier coefficients of $h$ are given by

$$
l_{n}=P V^{* n} h, \quad n=0,1,2, \cdots
$$

Proof. By Theorem 6.2,

$$
(I-P) M_{+}(\mathscr{L}) \subseteq M_{+}(\mathscr{L}) \ominus \mathscr{L}=V M_{+}(\mathscr{L})
$$

Hence if $l_{0}=P h,(7.1)$ is satisfied for $n=1$.
Suppose $h-\sum_{k=0}^{n-1} V^{k} l_{k}=V^{n} h^{\prime}$ for some $n \geqq 1, h^{\prime} \in M_{+}(\mathscr{C})$, and $l_{0}, l_{1}, \cdots, l_{n-1} \in \mathscr{L}$. Since $V$ is an isometry,

$$
V^{* n} h=\sum_{k=0}^{n-1} V^{* n-k} l_{k}+h^{\prime} .
$$

$\mathscr{L}$ is wandering for $V$ and so $V^{* m} \mathscr{L} \perp \mathscr{L}$ for all $m \geqq 1$. Thus $P V^{* n} h=P h^{\prime}$ and, letting $l_{n}=P V^{* n} h$, we have

$$
h-\sum_{k=0}^{n} V^{k} l_{k}=V^{n}(I-P) h^{\prime} \in V^{n+1} M_{+}(\mathscr{L}) .
$$

When the inner product on $\mathscr{H}$ is positive definite, $h$ can be expressed as the orthogonal sum

$$
\begin{equation*}
h=\sum_{k=0}^{\infty} V^{k} l_{k} . \tag{7.2}
\end{equation*}
$$

In general, however, the Fourier coefficients do not determine $h$ uniquely. For example, the vector $z$ in Example 6.4 is in $M_{+}(\mathscr{C})^{0}$
and hence in $V^{n} M_{+}(\mathscr{L})$ for each $n \geqq 0$ (Theorem 6.7). Consequently, for $l_{n}=0$ for each $n$, (7.1) is satisfied both when $h=0$ and when $h=z$.

TheOrem 7.2. The map which associates to each $h \in M_{+}(\mathscr{L})$ its Fourier coefficients is injective if and only if $M_{+}(\mathscr{L})$ is nondegenerate.

Proof. From (7.1), $l_{n}=0$ for each $n$ if and only if

$$
h \in \bigcap_{n=0}^{\infty} V^{n} M_{+}(\mathscr{L})=M_{+}(\mathscr{L})^{0} \quad(\text { Theorem 6.7) }
$$

Since the map taking $h$ to $\left\{l_{n}\right\}_{n \geqq 0}$ is obviously linear, it is injective if and only if $M_{+}(\mathscr{L})$ is nondegenerate.

When $M_{+}(\mathscr{L})$ is nondegenerate, we still cannot expect to recover $h$ from its Fourier coefficients by means of (7.2). Indeed, even when $M_{+}(\mathscr{L})=\mathscr{C},(7.2)$ may not be valid, as the following example shows.

Example 7.3. Let $\mathscr{C}$ be the space in Example 6.4, except that the inner product is given by

$$
[x, y]=x_{0} \bar{y}_{0}+\sum_{k=0}^{\infty} x_{2 k+1} \bar{y}_{2 k+1}-\sum_{k=1}^{\infty} x_{2 k} \bar{y}_{2 k}
$$

Let $\mathscr{L}$ be the two-dimensional subspace of $\mathscr{\mathscr { C }}$ spanned by the vectors $a$ and $b$, where $a_{0}=a_{2}=1, a_{k}=0$ for $k \neq 0,2$, and $b_{1}=b_{2}=$ $-1, b_{k}=0$ for $k \neq 1,2$. A vector $x$ is in $\mathscr{L}^{\perp}$ if and only if $x_{0}=$ $x_{1}=x_{2}$, and hence it is easily deduced that $\mathscr{L}$ is regular.

For $x \in \mathscr{C}$, let $V x$ be the vector $y \in \mathscr{C}$ with $y_{0}=y_{1}=x_{0}, y_{k}=$ $x_{k-2}$ for $k \geqq 2$. Then $V$ is an isometry and $\mathscr{L}$ is wandering for $V$.

We have

$$
\left(V^{n} a\right)_{k}= \begin{cases}1 & \text { for } k=0,1, \cdots, 2 n ; k=2 n+2 \\ 0 & \text { for } k=2 n+1 ; k \geqq 2 n+3\end{cases}
$$

and

$$
\left(V^{n} b\right)_{k}=\left\{\begin{aligned}
0 & \text { for } k=0,1, \cdots, 2 n ; k \geqq 2 n+3 \\
-1 & \text { for } k=2 n+1,2 n+2
\end{aligned}\right.
$$

Hence it follows that $x \perp V^{m} \mathscr{L}$ for $m=0,1,2, \cdots, n-1$ if and only if $x_{0}=x_{1}=\cdots=x_{2 n-1}=x_{2 n}$. Consequently, only the zero vector is orthogonal to $M_{+}(\mathscr{L})$, and thus $M_{+}(\mathscr{L})=\mathscr{C}$.

Let $h$ be the vector with $h_{0}=1, h_{k}=0$ for $k \geqq 1$. Since

$$
\left(\sum_{m=0}^{n-1} V^{m} b\right)_{k}=\left\{\begin{aligned}
-1 & \text { for } k=1,2, \cdots, 2 n-1,2 n \\
0 & \text { for } k=0 ; k>2 n
\end{aligned}\right.
$$

then

$$
\begin{aligned}
\left(h-\sum_{m=0}^{n-1} V^{m} b\right)_{k} & = \begin{cases}1 & \text { for } k=0,1, \cdots, 2 n-1,2 n \\
0 & \text { for } k>2 n\end{cases} \\
& =\left(V^{n} h\right)_{k}
\end{aligned}
$$

Hence $h-\sum_{m=0}^{n-1} V^{m} b=V^{n} h \in V^{n} M_{+}(\mathscr{L})$, and we conclude that the Fourier coefficients of $h$ in $M_{+}(\mathscr{L})$ are all equal to $b$. However, $h \neq$ $\sum_{k=0}^{\infty} V^{k} b$, as the sum does not converge. Also note that although $h_{0}=1$, each of the partial sums $\sum_{k=0}^{n-1} V^{k} b$ has zeroth term equal to zero. If the inner product on $\mathscr{H}$ is positive definite, then

$$
[h, h]=\sum_{k=0}^{\infty}\left[l_{k}, l_{k}\right]
$$

but the above example, where $[h, h]=1$ and $\sum_{k=0}^{\infty}\left[l_{k}, l_{k}\right]=0$, shows this is not true in general.
8. Unilateral shifts. Wold decomposition. An isometry $V$ on $\mathscr{H}$ is called a unilateral shift if there exists in $\mathscr{H}$ a subspace $\mathscr{L}$ which is wandering for $V$ such that $M_{+}(\mathscr{L})=\mathscr{C}$. This subspace $\mathscr{L}$, called generating for $V$, is necessarily regular (Theorem 6.6) and is uniquely determined by $V$ :

$$
\mathscr{L}=(V \mathscr{H})^{\perp} \quad(\text { Theorem 6.5 })
$$

(cf. [5]).
In Hilbert space, a unilateral shift is determined up to unitary equivalence by the dimension of $\mathscr{L}$. In general, however, it is possible to have two unilateral shifts acting on isomorphic spaces that are not unitarily equivalent, even though their generating subspaces are isomorphic.

Example 8.1. Let $\mathscr{\mathscr { C }}$ be the space in Example 6.4, except that the inner product is defined by

$$
[x, y]=\sum_{k=0}^{\infty} x_{2 k} \bar{y}_{2 k}-\sum_{k=0}^{\infty} x_{2 k+1} \bar{y}_{2 k+1} .
$$

Let $\mathscr{L}$ be the two-dimensional subspace of $\mathscr{H}$ spanned by the vectors $a$ and $b$, where $a_{0}=a_{1}=1, a_{k}=0$ for $k \neq 0,1$, and $b_{1}=b_{2}=1$, $b_{k}=0$ for $k \neq 1,2$.

For $x \in \mathscr{H}$, let $V x$ be the vector $y \in \mathscr{H}$ with $y_{0}=y_{1}=x_{0}$ and $y_{k}=x_{k-2}$ for $k \geqq 2$. Then $V$ is an isometry and $\mathscr{L}$ is wandering for $V$.

It is readily checked that a vector $x \in \mathscr{H}$ is orthogonal to $V^{m} \mathscr{L}$ for $m=0,1,2, \cdots, n-1$ if and only if $x_{0}=x_{1}=\cdots=x_{2 n}$, and therefore, as in Example 7.3, $M_{+}(\mathscr{L})=\mathscr{\mathscr { C }}$. Thus $V$ is a unilateral shift on $\mathscr{H}$ with generating subspace $\mathscr{L}$.

Another unilateral shift on $\mathscr{H}$ is the isometry $V^{\prime}$ defined by $V^{\prime} x=y$, where $y_{0}=y_{1}=0$ and $y_{k}=x_{k-2}$ for $k \geqq 2$. The operator $\phi$ defined on $\mathscr{L}$ by $\phi a=c$, where $c_{0}=c_{1}=1 / \sqrt{2}$ and $c_{k}=0$ for $k \geqq 2$, and $\phi b=d$, where $d_{0}=-1 / \sqrt{2}, d_{1}=1 / \sqrt{2}$ and $d_{k}=0$ for $k \geqq 2$, is a unitary operator from $\mathscr{L}$ onto the generating subspace for $V^{\prime}$. But for any $x \in \mathscr{C}$ with $x_{0} \neq 0$, we have (for $n=0,1,2, \cdots$ )

$$
\left\|V^{\prime n} x\right\|=\|x\|
$$

whereas $\left\|V^{n} x\right\| \rightarrow \infty$ as $n \rightarrow \infty$. Thus, despite having isomorphic generating subspaces, $V$ and $V^{\prime}$ are not unitarily equivalent.

In Hilbert space, the property $V^{* n} x \rightarrow 0$ for all $x$ characterizes those isometries that are unilateral shifts [5]. This does not apply in general, as the vector $h$ in Example 7.3 has $V^{* n} h=h$ for $n=$ $0,1, \cdots$.

We can prove a Wold decomposition theorem for isometries, but it does not have the generality of the corresponding result in Hilbert space (cf. [11, Theorem I.1.1]).

Theorem 8.2. Let $V$ be an isometry on $\mathscr{C}$ and let $\mathscr{L}=(V \mathscr{L})$. In order to have the orthogonal sum $\mathscr{H}=\mathscr{H}_{0} \oplus \mathscr{H}_{1}$, where $\mathscr{H}_{0}$ and $\mathscr{H}_{1}$ are invariant for $V, V \mid \mathscr{H}_{0}$ is a unilateral shift and $V \mid \mathscr{H}_{1}$ is unitary, it is necessary and sufficient that $M_{+}(\mathscr{L})$ be regular. In that case,

$$
\mathscr{H}_{0}=M_{+}(\mathscr{L})
$$

and

$$
\mathscr{H}_{1}=\bigcap_{n=0}^{\infty} V^{n} \mathscr{C} .
$$

Proof. Suppose that $M_{+}(\mathscr{L})$ is regular, and let $\mathscr{H}_{0}=M_{+}(\mathscr{L})$, $\mathscr{H}_{1}=M_{+}(\mathscr{L})^{+}$. Then we have $\mathscr{H}=\mathscr{X}_{0} \oplus \mathscr{H}_{1}$. It is clear that $\mathscr{H}_{0}$ is invariant for $V$ and $V \mid \mathscr{H}_{0}$ is a unilateral shift. By a similar argument to that in [5, Lemma 1], $\mathscr{H}_{1}=\bigcap_{n=0}^{\infty} V^{n} \mathscr{H}$, and so $V \mathscr{C}_{1}=$ $\mathscr{H}_{1}$. Thus, $V \mid \mathscr{H}_{1}$ is unitary.

Conversely, suppose $\mathscr{\mathscr { C }}_{0}$ and $\mathscr{\mathscr { C }}_{1}$ are invariant for $V$, where $\mathscr{C}=$ $\mathscr{K}_{0} \oplus \mathscr{H}_{1}, V \mid \mathscr{H}_{0}$ is a unilateral shift, and $V \mid \mathscr{H}_{1}$ is unitary. Since $V \mathscr{H}_{1}=\mathscr{H}_{1}$, we have $\mathscr{L}=(V \mathscr{H})^{\perp}=\mathscr{H}_{n} \ominus V \mathscr{H}_{0}$, and thus $\mathscr{L}$ is the generating subspace for the unilateral shift $V \mid \mathscr{H}_{0}$. Consequently, $M_{+}(\mathscr{C})=\mathscr{H}_{0}$, and since $\mathscr{H}=\mathscr{C}_{0} \oplus \mathscr{H}_{1}, M_{+}(\mathscr{L})$ is regular.
9. The space $M(\mathscr{L})$. Fourier coefficients in $M(\mathscr{L})$. Let $V$ be a unitary operator on $\mathscr{H}$ and let $\mathscr{L}$ be a wandering subspace for $V$. Then $\mathscr{L}$ is nondegenerate and $V^{p} \mathscr{L} \perp V^{q} \mathscr{L}$ for all integers $p$ and $q$. We define

$$
M(\mathscr{L})=\bigvee_{n=-\infty}^{\infty} V^{n} \mathscr{L}
$$

It is clear that $M(\mathscr{L})$ reduces $V$ and that $M(\mathscr{L})=M(V \mathscr{L})$.
The following can be proved in the same manner as Theorem 6.2.
Theorem 9.1. If $\mathscr{C}$ is regular and $n$ is an integer, then

$$
M(\mathscr{L})=V^{n} \mathscr{L} \oplus \mathrm{~V}\left\{V^{k} \mathscr{L}: k \neq n\right\}
$$

Corollary 9.2. If $\mathscr{L}$ is regular and $m$ and $n$ are integers such that $m \leqq n$, then
$M(\mathscr{L})=V^{m} \mathscr{L} \oplus V^{m+1} \mathscr{L} \oplus \cdots \oplus V^{n} \mathscr{L} \oplus \mathrm{~V}\left\{V^{k} \mathscr{L}: k>n, k<m\right\}$.
Consequently, if $\mathscr{L}$ is regular and $h \in M(\mathscr{C})$, there is a unique sequence $\left\{l_{n}\right\}_{n=-\infty}^{\infty}$ of vectors in $\mathscr{C}$ such that for all integers $m$ and $n$, with $m \leqq n$,

$$
\begin{equation*}
h-\sum_{k=m}^{n} V^{k} l_{k} \in \mathbf{V}\left\{V^{j} \mathscr{C}: j>n, j<m\right\} \tag{9.1}
\end{equation*}
$$

The vectors $l_{n}$ satisfying (9.1) are known as the Fourier coefficients of $h$ in $M(\mathscr{L})$. Clearly, if $h \in M_{+}(\mathscr{L})$, then $l_{n}=0$ for $n<0$ and $\left\{l_{n}\right\}_{n \geq 0}$ is the sequence of Fourier coefficients of $h$ in $M_{+}(\mathscr{L})$.

We now assume that $\mathscr{L}$ is regular with the projection of $\mathscr{C}$ onto $\mathscr{L}$ denoted by $P$. The following analogue of Theorem 7.1 is given here without proof (see [10, Theorem II.7.4]).

Theorem 9.3. If $h \in M(\mathscr{L})$ then the Fourier coefficients of $h$ are given by

$$
l_{n}=P V^{* n} h, \quad n=0, \pm 1, \pm 2, \cdots
$$

10. The space $M_{-}(\mathscr{C})$. Let $\mathscr{L}$ be a wandering subspace for the unitary operator $V$ on $\mathscr{C}$. We define

$$
M_{-}(\mathscr{L})={\underset{V}{=-\infty}}_{-1} V^{n} \mathscr{L}
$$

From the above definition, Theorem 4.6, and Lemma 2.1 we obtain the following decomposition of $M(\mathscr{L})$.

Theorem 10.1. If $M_{+}(\mathscr{L})$ is regular, then

$$
M(\mathscr{L})=M_{-}(\mathscr{L}) \oplus M_{+}(\mathscr{L})
$$

and

$$
M_{-}(\mathscr{L})=M(\mathscr{L}) \ominus M_{+}(\mathscr{L}) .
$$

Note that $M_{-}(\mathscr{L})$ is the same as the space $M_{+}\left(V^{-1} \mathscr{L}\right)$, formed with respect to the unitary $V^{-1}$. We can therefore obtain directly from the properties proved for $M_{+}(\mathscr{L})$ analogous properties for $M_{-}(\mathscr{L})$. We start with a corollary to Theorem 10.1.

Corollary 10.2. If $M_{-}(\mathscr{L})$ is regular, then

$$
M(\mathscr{C})=M_{-}(\mathscr{L}) \oplus M_{+}(\mathscr{L})
$$

and

$$
M_{+}(\mathscr{L})=M(\mathscr{L}) \ominus M_{-}(\mathscr{L}) .
$$

Theorem 10.3. If $M_{-}(\mathscr{L})$ is regular, then $\mathscr{L}$ is regular. If $P$ is the projection of $\mathscr{H}$ onto $M_{-}(\mathscr{L})$, then $V P V^{*}-P$ is the projection of $\mathscr{H}$ onto $\mathscr{L}$.

Proof. Apply Theorem 6.6.
Theorem 10.4. If $\mathscr{L}$ is regular, then

$$
V M_{-}(\mathscr{L})=M_{-}(\mathscr{C}) \oplus \mathscr{L}
$$

and

$$
M_{-}(\mathscr{L})=V M_{-}(\mathscr{L}) \Theta \mathscr{L} .
$$

Proof. Apply Theorem 6.2.
Corollary 10.5. If $\mathscr{L}$ is a regular, then for $n=1,2, \ldots$

$$
M_{-}(\mathscr{L})=V^{-1} \mathscr{L} \oplus V^{-2} \mathscr{L} \oplus \cdots \oplus V^{-n} \mathscr{L} \oplus V^{-n} M_{-}(\mathscr{L}) .
$$

Hence, if $\mathscr{L}$ is regular and $h \in M_{-}(\mathscr{L})$, there is a unique sequence $\left\{l_{n}\right\}_{n<0}$ of vectors in $\mathscr{L}$ such that, for all $n<0$,

$$
\begin{equation*}
h-\sum_{k=n}^{-1} V^{k} l_{k} \in V^{n} M_{-}(\mathscr{L}) . \tag{10.1}
\end{equation*}
$$

The vectors $l_{n}(n<0)$ satisfying (10.1) are known as the Fourier coefficients of $h$ in $M_{-}(\mathscr{L})$, and these obviously coincide with the Fourier coefficients (with negative index) of $h$ in $M(\mathscr{L})$.

Let $P$ be the projection of $\mathscr{H}$ onto $\mathscr{L}$. For completeness, we
state the following theorem (cf. Theorem 7.1 and Theorem 9.3).
Theorem 10.6. If $h \in M_{-}(\mathscr{L})$ then the Fourier coefficients of $h$ are given by

$$
l_{n}=P V^{* n} h, \quad n=-1,-2, \cdots
$$

When $M_{+}(\mathscr{L})$ or $M_{-}(\mathscr{L})$ is regular we get a strengthening of Corollary 9.2 which more closely resembles Corollary 6.3.

Theorem 10.7. If $M_{+}(\mathscr{L})$ or $M_{-}(\mathscr{L})$ is regular, then for each $m, n \geqq 0$, we have

$$
\begin{aligned}
M(\mathscr{L})= & V^{-m} M_{-}(\mathscr{L}) \oplus V^{-m} \mathscr{L} \\
& \oplus V^{-m+1} \mathscr{L} \oplus \cdots \oplus V^{n-1} \mathscr{L} \oplus V^{n} M_{+}(\mathscr{L}) .
\end{aligned}
$$

Proof. If $M_{+}(\mathscr{L})$ is regular, then by Theorem $6.6 \mathscr{L}$ is regular. Hence, by Corollary 6.3 and Corollary 10.5, we have

$$
M_{+}(\mathscr{L})=\mathscr{L} \oplus V \mathscr{L} \oplus \cdots \oplus V^{n-1} \mathscr{L} \oplus V^{n} M_{+}(\mathscr{L})
$$

and

$$
M_{-}(\mathscr{L})=V^{-1} \mathscr{L} \oplus V^{-2} \mathscr{L} \oplus \cdots \oplus V^{-m} \mathscr{L} \oplus V^{-m} M_{-}(\mathscr{L})
$$

The same equations are obtained when $M_{-}(\mathscr{L})$ is regular (by Theorem 10.3), and the proof is completed by using Theorem 10.1 or Corollary 10.2.

When $M_{+}(\mathscr{L})$ or $M_{-}(\mathscr{L})$ is regular, we can rewrite (9.1) as

$$
h-\sum_{k=-m}^{n-1} V^{k} l_{k} \in V^{-m} M_{-}(\mathscr{L}) \oplus V^{n} M_{+}(\mathscr{L}),
$$

where $m, n \geqq 0$.
11. Fourier representations. Let $V$ be an isometry on $\mathscr{H}$, and suppose $\mathscr{L}$ is a wandering subspace for $V$, with $M_{+}(\mathscr{L})$ regular. Then $\mathscr{L}$ is regular (Theorem 6.6), and every vector $h \in M_{+}(\mathscr{L})$ has a sequence $\left\{l_{n}\right\}_{n \geqq 0}$ of Fourier coefficients given by Theorem 7.1. The Fourier representation of $M_{+}(\mathscr{L})$ is the map $\Phi$ which associates to every $h \in M_{+}(\mathscr{L})$ the function $\Phi h$, where

$$
\begin{equation*}
(\Phi h)(\lambda)=\sum_{n=0}^{\infty} \lambda^{n} l_{n} . \tag{11.1}
\end{equation*}
$$

$\Phi h$ is defined for all complex numbers $\lambda$ for which the series (11.1) converges, and takes values in the space $\mathscr{L}$. The action of $V$ on $M_{+}(\mathscr{L})$ corresponds (via the Fourier representation) to multiplication by the independent variable $\lambda$ on $\Phi M_{+}(\mathscr{L})$.

If the topology on $\mathscr{L}$ can be defined by a norm $\|\cdot\|$, and if $\mathscr{L}$ is separable, then we define $H^{2}(\mathscr{L})$ as the space of all functions $u$, defined and analytic on the open unit disk, with values in $\mathscr{L}$, such that

$$
\|u\|^{2}=\lim _{r \rightarrow 1-} 1 / 2 \pi \int_{0}^{2 \pi}\left\|u\left(r e^{i t}\right)\right\|^{2} d t
$$

exists. The inner product on $H^{2}(\mathscr{L})$ is given by

$$
\begin{equation*}
[u, v]=\lim _{r \rightarrow 1-} 1 / 2 \pi \int_{0}^{2 \pi}\left[u\left(r e^{i t}\right), v\left(r e^{i t}\right)\right] d t \tag{11.2}
\end{equation*}
$$

In Hilbert space, the shift $V \mid M_{+}(\mathscr{L})$ depends (up to unitary equivalence) only on the generating subspace $\mathscr{L}$, and $\Phi$ is a unitary map from $M_{+}(\mathscr{L})$ onto $H^{2}(\mathscr{L})$ (cf. [5], [11, Sec. V.3]). The situation is different here, as Example 8.1 shows that the generating subspace does not uniquely determine the shift, and so $\Phi M_{+}(\mathscr{L})$ can be different from $H^{2}(\mathscr{L})$. Indeed, the vector $h$ in Example 7.3 has

$$
(\Phi h)(\lambda)=\sum_{n=0}^{\infty} \lambda^{n} b=(1-\lambda)^{-1} b,
$$

and clearly $\Phi h \notin H^{2}(\mathscr{L})$.
If $V$ is unitary, we can also discuss the Fourier representation $\Phi$ of $M(\mathscr{L})$. If $h \in M(\mathscr{L})$ and $\left\{l_{n}\right\}_{n=-\infty}^{\infty}$ is the sequence of Fourier coefficients of $h$ in $M(\mathscr{L})$, then $\Phi h$ is the function pair ( $u, v$ ), where

$$
u(\lambda)=\sum_{n=-\infty}^{-1} \lambda^{n} l_{n}
$$

and $v(\lambda)$ is defined by the right hand side of (11.1) (cf. [10, Sec. IV.4]). The function $u$ is defined on some neighborhood of infinity, and $v$ is defined on some neighborhood of zero.

In Hilbert space, the Fourier representation is taken so that $\Phi$ is a unitary map from $M(\mathscr{L})$ onto $L^{2}(\mathscr{L})$, the space of all measurable functions defined on the unit circle, taking values in $\mathscr{L}$, and having square integrable norms (cf. [5], [11, Sec. V.3]). As with the Fourier representation of $M_{+}(\mathscr{L})$, this is not valid in general. However, if $\mathscr{L}$ is normed and separable, and if we have, for each $h \in M(\mathscr{L})$

$$
\sum_{n=-\infty}^{\infty}\left\|l_{n}\right\|^{2}<\infty, \quad \text { and } \quad[h, h]=\sum_{n=-\infty}^{\infty}\left[l_{n}, l_{n}\right]
$$

then we do obtain a representation of $M(\mathscr{L})$ as the space $L^{2}(\mathscr{L})$, with inner product

$$
[f, g]=1 / 2 \pi \int_{0}^{2 \pi}\left[f\left(e^{i t}\right), g\left(e^{i t}\right)\right] d t
$$

This can be done by replacing $u$ and $v$ by their radial limits (a.e.)

$$
u\left(e^{i t}\right)=\lim _{r \rightarrow 1+} u\left(r e^{i t}\right) \quad \text { and } \quad v\left(e^{i t}\right)=\lim _{r \rightarrow 1-} v\left(r e^{i t}\right)
$$

and identifying the pair $(u, v)$ with the $L^{2}$ function

$$
u\left(e^{i t}\right)+v\left(e^{i t}\right)=\sum_{n=-\infty}^{\infty} e^{i n t} l_{n}
$$

Because the spaces $M_{+}(\mathscr{L})$ and $M(\mathscr{L})$ can not always be represented as $H^{2}$ or $L^{2}$ spaces, Fourier representations are not as powerful a tool in studying shifts as they are in Hilbert space. One approach is to restrict our attention to shifts for which it is known that $\Phi$ is a unitary operator from $M_{+}(\mathscr{L})$ to $H^{2}(\mathscr{L})$ (or from $M(\mathscr{L})$ to $L^{2}(\mathscr{L})$ ). This is done in [3] and [10, Chapter IV], where dilations of operators with bounded characteristic function are studied.

Another approach is to try to determine the types of function spaces that can occur if $\Phi$ is to be unitary. This is done in [10, Chapter VI], where dilations of some operators with unbounded characteristic function are studied. The situation is complicated by the fact that the inner product on the function space $\Phi M_{+}(\mathscr{L})$ need not be given by (11.2). This can be seen by considering the vector $h$ in Example 7.3, which has $[h, h]=1$, whereas (11.2) would assign the value zero to the inner product [ $\Phi h, \Phi h$ ] (see the remark following Example 7.3).
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