# SYMMETRIC PLANES 

## Rainer Löwen

Symmetric planes are defined as stable planes carrying an additional structure of a symmetric space whose symmetries are automorphisms of the plane. An example of a stable plane is the geometry induced by a topological projective plane on any of its open subsets. We consider several examples of this type which are, in fact, symmetric planes.

Working with the Lie triple system, we construct a linear local approximation to both the geometric and the differential geometric structure of a symmetric plane $M$. We show that under some reasonably mild restrictions, this so-called tangent translation plane determines the global structure of $M$ as a symmetric plane. Later, this result will be used in order to determine all symmetric planes in low dimensions. The two-dimensional case of this classification is given in the present paper. Symmetric planes often turn up inside stable planes of sufficient homogeneity, and their classification may then be applied.

Among all stable planes with a point set homeomorphic to the real affine plane, K. Strambach [24] has determined those which admit a reflection at each point. The purpose of this paper, together with two subsequent ones [17, 18], is to extend Strambach's result to 2-dimensional locally compact planes with an arbitrary point set and, moreover, to arbitrary 4-dimensional locally compact stable planes. (The definition of a stable plane is given below; examples are provided by all open subsets of compact projective planes.)

The present paper deals with the case where the reflections of a plane generate a transitive group of collineations containing exactly one reflection in each point. Such planes turn out to be what we call symmetric plane; that is, the reflections are the symmetries of some differentiable symmetric space structure on the point set (Theorem A). The proof depends on the fact that the collineation group of a locally compact stable plane is locally compact in the compact-open topology [15]. Motivated by this result we proceed to a systematic treatment of symmetric planes.

The main result (Theorem B) states that it is possible to construct a "linear approximation" to the local structure of a symmetric plane, called the tangent translation plane. It consists of a topological translation plane, defined on some tangent space of the symmetric space of points and compatible with the Lie triple structure present
on that tangent space. The triple multiplication is considered as part of the structure of the tangent translation plane. Theorem C says that under some rather mild restrictions, the structure of a symmetric plane is completely determined globally by its tangent translation plane.

It would be of some interest to have a converse to Theorem B:
Problem. Does every structure composed of a topological translation plane and a Lie triple system which have the properties asserted in Theorem B arise as the tangent translation plane of some symmetric plane?

While the results $A$ and $B$ are rather direct consequences of known theorems on symmetric spaces, they provide the principal tool for our subsequent work. Specifically, Theorem B makes it possible to apply results on topological translation planes in the study of symmetric planes. Owing to their linear structure, translation planes are much better understood than any other class of topological affine planes. (Indeed, the most homogeneous ones have been classified in sequences of papers by D. Betten and H. Hähl; see [3, 9], and references given there. This fact will, however, not be used here.) Therefore, Theorems B and C together provide enough information to serve as a basis for our classification of 4-dimensional symmetric planes [17]. As an illustration of the techniques employed there, we give the classification of the 2 -dimensional symmetric planes in the present paper. Theorem $A$ is the germ of the less directly accessible result of the third paper [18], namely: any 4 -dimensional locally compact stable plane which possesses reflections at each point contains a symmetric plane, and the complement is a point or a line, or empty. The proof uses the classification of symmetric planes and, this time, the classification of translation planes. Finally, all planes with a reflection at each point will be determined in [18].

In §1, we give the definition of a symmetric plane, and some easy consequences of that definition. Section 2 opens with the proof of Theorem A and continues with a list of examples of 2 - and 4dimensional symmetric planes. The list contains all non-desarguesian affine translation planes and 14 open subplanes, defined by quadratic forms, of the real and complex projective planes; it is actually complete, as will be shown in Theorem F of $\S 5$ for the 2 -dimensional case, and in [17]. In the next section, §3, we give a brief account of all notions and results pertaining to symmetric spaces that we need in the sequel. Section 4 contains the main Theorems B and C, and a characterization of affine translation planes among all symmetric
planes (Theorem D). Theorem E in the same section asserts that the global uniqueness theorem (Theorem C) applies to most of the examples given in §2.

Notation. For a group $\Sigma$ acting on a space $X$, the isotropy group of $p \in X$ will be denoted $\Sigma_{p}$. The centralizer of a subgroup $\Gamma$ in $\Sigma$ will be written $C_{\Sigma}(\Gamma)$, and the symbol $\Phi \rtimes \Psi$ will designate a semidirect product of groups, $\Phi$ being the normal factor. $\Delta^{1}$ will stand for the identity component of a topological group $\Delta$.

## 1. Definitions and preliminaries.

Definition 1.1. A symmetric space is a finite dimensional differentiable manifold $M$ with a differentiable multiplication $M \times$ $M \rightarrow M:(x, y) \rightarrow x \cdot y$, such that $x \cdot y$ may be interpreted as the image $x^{\sigma_{y}}$ of $x$ under an involutory diffeomorphism $\sigma_{y}$, called the symmetry around $y$, which has the properties (a) and (b):
(a) $y$ is an isolated fixed point of $\sigma_{y}$;
(b) $\sigma_{y}$ is an automorphism of the entire structure; that is, it maps $z \cdot w$ to $z^{\sigma_{y}} \cdot w^{\sigma_{y}}$.
The automorphism groups generated by all symmetries respectively, by all products $\sigma_{x} \sigma_{y}$ of two symmetries are called the groups of motions, or displacements, of the space and denoted $\Sigma$ respectively, $\Sigma^{+}$. Obviously, $\Sigma^{+}$is normal in $\Sigma$, and $\left|\Sigma / \Sigma^{+}\right| \leqq 2$.

The axiom stating that the symmetries are automorphisms may also be expressed as follows: For $x \in M$ and $\alpha \in \Sigma$ one has $\sigma_{x}^{\alpha}=\sigma_{x^{\alpha}}$, where $\sigma_{x}^{\alpha}$ denotes the conjugate $\alpha^{-1} \sigma_{x} \alpha$.

Concerning symmetric spaces, we use the terminology of [14]. Results which we use without proof can mostly be found there.

Definition 1.2. A stable plane ( $M, \mathscr{L}$ ) consists of a Hausdorff space $M$ together with a system $\mathscr{L}$ of subsets of $M$, called lines, and a topology on $\mathscr{L}$ such that the following properties (a), (b), and (c) hold:
(a) any two distinct points (=elements of $M$ ) $x, y$ are on a unique line $x \cup y$ depending continuously on ( $x, y$ );
(b) the pairs of distinct lines that do intersect form an open subset $\mathscr{D}$ of $\mathscr{L} \times \mathscr{L}$ ("axiom of stability");
(c) $\mathscr{D}$ is mapped continuously into $M$ under intersection.

The pencil of all lines containing $x \in M$ is denoted $\mathscr{L}_{x}$. A continuous collineation (also termed automorphism or simply collineation) of a stable plane is a homeomorphism of the point set that takes lines into lines. Collineations form a group $\Gamma$, which is usually given the compact-open topology. An involutory collineation $\gamma$ is
called a reflection at a point $x \in M$ if it fixes each line through $x$. The point $x$ is then called the centre of $\gamma$.

By the dimension of a stable plane we shall always mean the topological dimension of its point set. Locally compact stable planes of positive dimension have been studied in [15, 16]. The reader is referred there for more information.

Definition 1.3. Let $M$ be a Hausdorff space and assume that there is given a structure $(x, y) \rightarrow x \cdot y$ of a symmetric space of (finite) positive dimension and a structure ( $M, \mathscr{C}$ ) of a stable plane on $M$. If the two structures are compatible, in the sense that all symmetries $\sigma_{x}$ are collineations of the plane ( $M, \mathscr{L}$ ), then $M$ together with these structures is called a symmetric plane.

Proposition 1.4. The symmetry at a point $x$ of a symmetric plane is a reflection in the geometric sense (see 1.2).

This will follow from the following more general fact.

Lemma 1.5. Let $\sigma$ be an involutory collineation of a locally compact positive dimensional stable plane ( $M, \mathscr{L}$ ). If $\sigma$ has an isolated fixed point $x$, then $\sigma$ is a reflection at $x$.

Proof. If $p \in M$ is not fixed under $\sigma$, then $L_{p}:=p \cup p^{\sigma}$ is a fixed line, which depends continuously on the nonfixed point $p$. As $p$ approaches $x$, the lines $L_{p}$ accumulate at some fixed line $L$ through $x$, by [15: 1.5, 1.17].
(2) By $[15: 1.7,1.12]$, the space $\mathscr{L}_{x} \backslash\{L\}$ is acyclic. A theorem of P. A. Smith [23] therefore gives us a second fixed line $K$ through $x$.
(3) Assume that $\sigma$ operates nontrivially on $\mathscr{L}_{x}$. We may then take for $K$ a fixed line which is a limit of nonfixed lines $K_{n} \in \mathscr{L}_{x}$. $K$ contains a nonfixed point $p$. Choose a sequence $p_{n} \in K_{n}$ converging to $p$. Then for large $n$ the intersections $L_{p_{n}} \cap L \neq x$ exist and converge to $x$, contrary to the assumption that $x$ be isolated.

Proposition 1.6. Let $p$ be a point of a symmetric plane $M$. Then the isotropy group $\Sigma_{p}$ of $p$ in the motion group $\Sigma$ is equal to the centralizer of $\sigma_{p}$.

Proof. In any symmetric space one has $\Sigma_{p} \leqq C_{\Sigma}\left(\sigma_{p}\right)$, because motions are automorphisms. For the converse inclusion, one notes that each image of $p$ under a collineation centralizing $\sigma_{p}$ is a centre
of $\sigma_{p}$, and that a nontrivial collineation cannot have more than one centre.
1.7. Remark on the topology of the motion group. The collineation group $\Gamma$ of a connected symmetric plane $M$ is point transitive, since the same is true of the motion group $\Sigma \leqq \Gamma$, see [14: p. 91]. $\Gamma^{1}$ is a second countable locally compact transformation group of $M$ with respect to the compact-open topology $T$ [15: §2], hence is a Lie group [20, 26]. On the other hand, $\Sigma^{+}$is also a Lie transformation group of $M$ in some topology $T_{1}$ [14: p. 88]. By [1], $T_{1}$ is finer than the topology induced on $\Sigma^{+}$by $T$, and the inclusion $\Sigma^{+} \rightarrow \Gamma^{1}$ is continuous with respect to the topologies $T_{1}, T$. Therefore, $\Sigma^{+}$is a Lie subgroup of $\Gamma^{1}$ by [10: p. 84], and is in fact the smallest Lie subgroup of $\Gamma^{1}$ containing all products of two symmetries. If $\Sigma^{+}$ happens to be closed in $\Gamma$, then the topologies $T$ and $T_{1}$ coincide on $\Sigma^{+}$.

We shall always think of $\Sigma^{+}$as carrying the topology $T_{1}$. Occasionally, we shall apply to $\Sigma^{+}$theorems on collineation groups which have been formulated in $[15,16]$ referring to the compactopen topology. This is justified, since most of those theorems hold equally well for any locally compact group acting continuously as a group of collineations.
2. Examples. The only effective way of introducing a symmetric structure on a stable plane is to derive it from a transitive group action. The procedure is described in the following theorem. Let ( $M, \mathscr{L}$ ) be a locally compact stable plane of positive dimension, and let $\Delta \leqq \Gamma$ be a closed subgroup of the collineation group, with $\Delta / \Delta^{1}$ compact. Alternatively, let $\Delta \leqq \Gamma$ be a Lie group acting topologically on $M$. Then we have
2.1. Theorem A. In addition to the above hypotheses, assume that the group $\Delta$ is transitive on the stable plane $M$ and that some isotropy group $\Delta_{0}$ contains in its centre a reflection $\rho_{o}$ at the point $o$.

Then ( $M, \mathscr{L}$ ) may be given the structure of a symmetric plane in such a way that the symmetry at a point $y$ is equal to the unique reflection $\rho_{y} \in \Delta$ at $y$ conjugate to $\rho_{o}$.

Remark. (a) Note that the motion group of $M$ may be a proper (normal) subgroup of $\Delta$.
(b) If $\Delta$ contains only one reflection at $o$ then the hypothesis $\rho_{o} \in C\left(\Delta_{o}\right)$ is evidently satisfied. This situation will occur frequently.

Proof. The full collineation group $\Gamma$ is locally compact and has a countable basis for its topology [15: §2]. Furthermore $M$ is locally contractible [15: 1.12]. Therefore, any transitive closed subgroup $\Delta \leqq \Gamma$, with $\Delta / \Delta^{1}$ compact, is a Lie group by [26]. It is only the latter property of $\Delta$ which we use in the sequel.

Our hypothesis and the uniqueness of the centre for any nontrivial central collineation now imply that $\Delta_{o}=C_{\Delta}\left(\rho_{o}\right)$. By [14: p. 73], the coset space $\Delta / \Delta_{0}$ becomes a symmetric space with the quotient differentiable structure if one defines the symmetric structure by

$$
\Delta_{o} \delta \cdot \Delta_{o} \gamma:=\Delta_{o} \rho_{o} \delta \gamma^{-1} \rho_{o} \gamma
$$

The homeomorphism

$$
\Delta / \Delta_{o} \longrightarrow M: \Delta_{o} \delta \longrightarrow 0^{\delta}
$$

takes this product into the multiplication defined by $x \cdot y:=x^{\rho_{y}}$.
Affine translation planes will be the first example of symmetric planes illustrating the situation described in Theorem A. Other, less trivial examples will follow. There is no hope, however, of obtaining any new information on translation planes by introducing this additional structure. In fact, in translation planes, there is no interplay at all between the geometric and symmetric structures. As symmetric spaces, all translation planes of a given dimension are isomorphic. Yet there are a vast number of nonisomorphic translation planes, see [3, 9, 13].

Instead of a definition of translation planes we give here the following description, which covers all locally compact connected affine translation planes (cf. [22: 7.23; 11: VII. 3]): They may be obtained as stable planes defined on the point set of real affine space $E^{2^{n}}$ of dimension $2^{n}$, where $1 \leqq n \leqq 4$, with a translation invariant system of $2^{n-1}$-dimensional affine subspaces as the set $\mathscr{L}$ of lines. Of course, $\mathscr{L}$ may be recovered from the pencil $\mathscr{L}_{0}$ of lines through a point $o$, the origin, say. The condition for any set $\mathscr{L}_{0}$ of $2^{n-1}-$ dimensional subspaces through $o$ to be the pencil for a (unique) topological translation plane is that (a) any point other than $o$ be on a unique element of $\mathscr{L}_{0}$ and that (b) $\mathscr{L}_{0}$ be compact in the topology induced by the Grassmann manifold of $2^{n-1}$-dimensional vector subspaces of $\boldsymbol{R}^{2^{n}}$; cf. [5].

Proposition 2.2. Each locally compact connected affine translation plane is in a natural way a symmetric plane, and the motion group coincides with the group $\boldsymbol{R}^{2 n}$ of all translations of $E^{2^{n}}$.

Proof. We identify $E^{2^{n}}$ with the real vector space $\boldsymbol{R}^{2 n}$ by
choosing an origin $o$. The system $\mathscr{L}_{0}$ is always invariant under multiplication by real scalars, and so is the union of its translates $\mathscr{L}$. The $\operatorname{map} \sigma_{a}:=(x \rightarrow-x)$ is a reflection, and the group

$$
\Delta=\left\{x \longrightarrow \pm x+y ; y \in \boldsymbol{R}^{2^{n}}\right\}
$$

has all the properties used in Theorem A. Since $\sigma_{n} \sigma_{y}=(x \rightarrow x+2 y)$, the motion group $\Sigma^{+}$consists of all translations.

Remark. The dilation groups of an affine translation plane are isomorphic to the multiplicative group of its kernel, which is one of the three classical (skew) fields; cf. [11: 7.8]. Therefore, the reflection at any point is uniquely determined, and so is the structure of symmetric plane generated by the reflections.

Definition 2.3. Let $\boldsymbol{K}$ be one of the three classical (skew) fields $\boldsymbol{R}, \boldsymbol{C}$, and $\boldsymbol{H}$, and let $\alpha: \boldsymbol{K} \rightarrow \boldsymbol{K}$ be the identity or conjugation (in $\boldsymbol{K}=\boldsymbol{C}$ or $\boldsymbol{H}$ ). Further let $f$ be any hermitian sesquilinear form on $\boldsymbol{K}^{3}$ with respect to $\alpha$. We allow $f$ to be degenerate. If $f$ is positive definite on some one-dimensional subspace of $\boldsymbol{K}^{3}$, we define $M_{f}$ to be the open subplane of $P_{2} K$ whose points are all one-dimensional subspaces with this property. In the case $\boldsymbol{K}=\boldsymbol{C}, \alpha=\mathrm{id}$, where this definition does not apply, let $M_{f}$ be the set of nonisotropic onedimensional subspaces. The lines of an open subplane $N \subseteq P_{2} K$ are, by definition, the intersections $N \cap L$ with the lines $L$ of $P_{2} K$. The plane $M_{f}$ will be called the plane defined by the hermitian form $f$.

Proposition 2.4. The plane $M_{f}$ defined by a hermitian form $f$ over $\boldsymbol{K}=\boldsymbol{R}, \boldsymbol{C}$ or $\boldsymbol{H}$ is a connected symmetric plane.

In fact, the projective unitary group $\mathrm{PU}(f)$ satisfies all requirements of Theorem A. The motion group $\Sigma^{+}$is a connected normal Lie subgroup of $\operatorname{PSU}(f)$. In particular, if $f$ is nondegenerate, $\Sigma^{+}$ is the the simple connected component $\operatorname{PSU}(f)^{1}$.

Proof. Transitivity of the unitary group follows from a theorem of Witt. To apply Theorem A, one uses existence and uniqueness of unitary reflections at each point of $M_{f}$. The details are left to the reader.

We wish to describe in some detail the various possible examples of this type for the complex and real cases. We shall need this material later in our proof that the given list of examples is complete [17]. We start with planes defined by complex nondegenerate forms, where the motion group is known from the preceding proposition.

For $a, b, c \in C$, we define on $C^{3}$ a hermitian form, and a symmetric one, as follows.

$$
\begin{aligned}
& f_{a, b, c}\left(z_{1}, z_{2}, z_{3}\right):=a z_{1} \bar{z}_{1}+b z_{2} \bar{z}_{2}+c z_{3} \bar{z}_{3} \\
& g_{a, b, c}\left(z_{1}, z_{2}, z_{3}\right):=a z_{1}^{2}+b z_{2}^{2}+c z_{3}^{2}
\end{aligned}
$$

2.5. If $f=f_{1,1,1}$, then $M_{f}$ consists of the entire point set of $P_{2} C$ and is called the complex elliptic plane. The motion group $\Sigma^{+}=$ $\mathrm{PSU}_{3}(\boldsymbol{C}, 0)=\Sigma$ is compact and 8-dimensional.
2.6. If $f=f_{-1,1,1}$, then $M_{-f}$ is the open unit ball in the affine plane $z_{1}=1$ (the complex hyperbolic plane, cf. [15: §7; 4]), and $M_{f}$ is the exterior of $M_{-f}$ in $P_{2} C$. Their common motion group $\Sigma^{+}=$ $\mathrm{PSU}_{3}(\boldsymbol{C}, 1)=\Sigma$ is 8 -dimensional and noncompact. Sometimes we employ the term "hyperbolic plane" for $M_{f}$ as well, and use the specifications interior and exterior to distinguish between $M_{-f}$ and $M_{f}$.
2.7. If $g=g_{1,1,1}$, then $\Sigma^{+}=\mathrm{PSO}_{3} \boldsymbol{C}=\Sigma$ is isomorphic to $\mathrm{PSL}_{2} \boldsymbol{C}$. To describe the geometric features of $M_{g}$, we remark that the complement $P_{2} C \backslash M_{g}$ is a topological oval, cf. [6]. $M_{g}$ will be called the complex oval plane.

We continue with the degenerate forms, where it takes a few computations to determine the motion groups. The following preparatory definition will be useful:

Definition 2.8. Assume that a hermitian form $f$ on $\boldsymbol{K}^{3}$ is expressed as $f\left(z_{1}, z_{2}, z_{3}\right)=f^{\prime}\left(z_{1}, z_{2}\right)$, where $f^{\prime}$ is a nondegenerate form in two variables. Then define

$$
\Phi_{f}^{+}=\left\{\left(\begin{array}{cc}
A & U^{t} \\
0 & 1
\end{array}\right) ; \quad A \in \mathrm{SU}\left(f^{\prime}\right), \quad U \in \boldsymbol{K}^{2}\right\}
$$

Clearly, $\Phi_{f}^{+} \leqq \operatorname{SU}(f)$. Further, let the subgroups $\Psi_{f} \cong \operatorname{SU}\left(f^{\prime}\right)$ and $T \cong K^{2}$ of $\Phi_{f}^{+}$be defined by $U=0$ and $A=1$, respectively. Note that $T$ is normal.
2.9. Let $f=f_{1,1,0}$. Then there is exactly one isotropic onedimensional subspace $\infty=\langle 0,0,1\rangle$. The complement is the punctured complex projective plane $M_{f}=P_{2} C \backslash\{\infty\}$. We claim that $\Sigma^{+}=P \Phi_{f}^{+}$ and $\Sigma=P \Phi_{f}$, where $\Phi_{f}=\Phi_{f}^{+} \rtimes\langle\alpha\rangle$, and

$$
\alpha=\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & i
\end{array}\right)
$$

$T$ is the radical of $\Phi_{f}^{+}$, and $\Psi_{f} \cong \operatorname{Spin}_{3}$, a Levi complement, acts irreducibly on $T$.

Proof. Note first that the action of $\Psi_{f}$ on $T$ is contragredient to the standard representation of $\mathrm{SU}_{2}$, hence is irreducible. $P \Phi_{f}$ is easily seen to be transitive on $M_{f}$. Indeed, $T$ consists of all elations with centre $\infty$, and the action of $\Psi_{f}$ on the $x$-axis $\left(z_{3}=0\right)$ is the transitive action of $\mathrm{PSU}_{2} \boldsymbol{C}$ on the projective line $P_{1} C$. Therefore, we have $\Sigma=P \Delta \leqq P \Phi_{f}$, where $\Delta \leqq \Phi_{f}$ is the Lie subgroup generated by the reflection

$$
\sigma=\left(\begin{array}{lll} 
& i & \\
i & & \\
& & i
\end{array}\right) \in \Phi_{f}
$$

at the point $\langle 1,-1,0\rangle$ together with its conjugates in $\Phi_{f}$; cf. 2.4 and 1.7.

In fact, we can see that $\Delta=\Phi_{f}$, since the conjugates of $\sigma$ under $\Psi_{f}$ generate the group $\Omega:=\Psi_{f} \times\langle\alpha\rangle$, by simplicity of $\Psi_{f}$. Indeed, normality of $\Delta$ and irreducibility of the action of $\Psi_{f}<\Omega<\Delta$ on $T$ together imply that the Lie algebra of $\Delta$ contains that of $T$.
2.10. Let $f=f_{1,-1,0}$. Then the two stable planes

$$
M_{f}=\left\{\left(1, z_{2}, z_{3}\right) ;\left|z_{2}\right|<1\right\}
$$

and $M_{-f}$ are isomorphic. $M_{f}$ is called the complex cylinder plane; this geometry has been discussed in [15: 7.3]. The motion groups are given by $\Sigma=P \Phi_{f}$ and $\Sigma^{+}=P \Phi_{f}^{+}$, where $\Phi_{f}=\Phi_{f}^{+} \rtimes\langle\sigma\rangle$, and

$$
\sigma=\left(\begin{array}{lll}
i & & \\
& -i & \\
& & -i
\end{array}\right)
$$

Here again, $T$ is the radical, and $\Psi_{f} \simeq \mathrm{SL}_{2} \boldsymbol{R}$, a Levi complement, acts on $T$ with two irreducible invariant subspaces $T_{1}, T_{2}$. These consist of the elements given by $U=(u, \bar{u})$ and $U=(u,-\bar{u})$, respectively.

The proof is similar to the preceding one. Note that $\sigma$ is the reflection at the origin $\langle 1,0,0\rangle$, and that $\Psi_{f}$ is transitive on the $x$-axis $\left\{\left\langle 1, z_{2}, 0\right\rangle ;\left|z_{2}\right|<1\right\}$ of $M_{f}$; in fact, there, $\Psi_{f}$ induces the real hyperbolic motion group $\mathrm{PO}_{3}^{+}(\boldsymbol{R}, 1)$.
2.11. Let $g=g_{0,1,1}$. For technical reasons, we prefer instead
of $g$ to use the equivalent form $h\left(z_{1}, z_{2}, z_{3}\right)=z_{1} z_{2}$. Then $M_{h}=$ $P_{2} C \backslash L_{\infty} \backslash Y$, where $L_{\infty}$ is the line at infinity ( $z_{1}=0$ ), and $Y$ is the $y$-axis $\left(z_{2}=0\right) . \quad M_{h}$ is called the complex Minkowski plane. The motion groups are $\Sigma^{+}=P \Phi_{h}^{+}$and $\Sigma=P \Phi_{h}$, where $\Phi_{h}=\Phi_{h}^{+} \rtimes\langle\sigma\rangle$, and

$$
\sigma=\left(\begin{array}{lll}
0 & 1 & \\
1 & 0 & \\
& & -1
\end{array}\right)
$$

The subgroup $\Psi_{h}$ induces on the commutator subgroup $T$ of $\Sigma^{+}$the group

$$
\left\{\left(\begin{array}{ll}
c^{-1} & \\
& c
\end{array}\right) ; c \in \boldsymbol{C}^{\times}\right\}=\mathrm{SU}\left(h^{\prime}\right)
$$

of complex linear transformations.
Sketch of proof. $P \Phi_{h}$ is transitive on $M_{f}$ and contains the reflection $\sigma$ at the point $\langle 1,1,0\rangle$, which induces inversion on $\Psi_{h}$. Using the latter fact, it is easy to see that the group generated by the conjugates of $\sigma$ contains $\Psi_{h}$ and hence $\Phi_{h}$.
2.12. If $f=f_{1,0,0}$ and $g=g_{1,0,0}$, then $M_{f}=M_{g}$ is the affine plane $z_{1} \neq 0$. We call $M_{f}$ the complex euclidean plane.
2.13. We conclude with a brief discussion of the case $\boldsymbol{K}=\boldsymbol{R}$, the real field. Again let $g_{a, b, c}$ be the symmetric form given by $g_{a, b, c}\left(x_{1}, x_{2}, x_{3}\right)=a x_{1}^{2}+b x_{2}^{2}+c x_{3}^{2}$. For $g=g_{1,1,1}$, we get the elliptic plane $M_{g}=P_{2} \boldsymbol{R}$, with motion group $\mathrm{PSO}_{3}$. The form $g=g_{-1,1,1}$ yields the real hyperbolic plane $M_{-g}$, and its exterior $M_{g}$, both with motion group $\Sigma^{+}=\mathrm{PO}_{3}(\boldsymbol{R}, 1)^{1}$ (but with $\Sigma=\mathrm{PO}_{3} \neq \Sigma^{+}$in the latter case). For $g=g_{1,1,0}$ we obtain the real punctured projective plane $M_{g}=$ $P_{2} \boldsymbol{R} \backslash\{\langle 0,0,1\rangle\}$. The motion group $\Sigma$ is dual to the group of isometries of the euclidean affine plane. The plane $M_{g}$ for $g=g_{1,-1,0}$ is the strip between two parallel affine lines; we call it the real cylinder plane. Its motion group is isomorphic to the extension of $\boldsymbol{R}^{2}$ by the one-parameter group

$$
\left\{\left(\begin{array}{ll}
t & \\
& t^{-1}
\end{array}\right) ; 0<t \in \boldsymbol{R}\right\}
$$

of automorphisms. Finally, $M_{g}$ for $g=g_{1,0,0}$ is the real euclidean plane.
2.14. It should perhaps be added that among the Examples 2.5
through 2.13, only six are Riemannian symmetric spaces, namely, the real and complex euclidean, elliptic, and interior hyperbolic planes. Clearly, non-desarguesian translation planes are Riemannian as well. (Note that a symmetric space is Riemannian if and only if the isotropy group $\Sigma_{0}$ is compact [14: p. 148].)
3. Summary of facts concerning symmetric spaces. Let $M$ be a connected symmetric space. In all symmetric spaces a base point, denoted $o$, is assumed to be preassigned. Morphisms are to preserve base points.
3.1. The motion group $\Sigma$ is transitive on $M$ [14: p. 91]. An easy proof may be based on the inverse function theorem, observing that $p \rightarrow o \cdot p$ has a nonsingular tangent map at $o$ [14: p. 76]. Moreover, $\Sigma$ is a Lie transformation group of $M$ [14: p. 88].
3.2. The isotropy group $\Sigma_{o}$ is contained in the centralizer $C\left(\sigma_{o}\right)$. Equality holds in symmetric planes (1.6). In general, the orbit of o under $C\left(\sigma_{o}\right)$ consists of isolated fixed points of $\sigma_{0}$. Therefore, $\Sigma_{o}$ and $C\left(\sigma_{o}\right)$ have the same Lie algebra.
3.3. The symmetry $\sigma_{o}$ induces on the Lie algebra $\mathfrak{S}$ of $\Sigma$ the automorphism $\operatorname{Ad} \sigma_{0}=T_{1} \theta$ of order two, where $\theta$ denotes the inner automorphism of $\Sigma$ induced by $\sigma_{o}$, and $T_{1} \theta$ denotes the tangent map at $1 \in \Sigma$. Let $\mathfrak{S}^{+}$and $\mathfrak{S}^{-}$be the eigenspaces corresponding to the eigenvalues 1 and -1 of $\operatorname{Ad} \sigma_{o}$. The following relations are easily observed.

$$
\mathfrak{S}^{+} \leqq \subseteq, \quad\left[\mathfrak{S}^{+}, \mathfrak{S}^{-}\right] \cong \mathfrak{S}^{-}, \quad\left[\mathfrak{S}^{-}, \mathfrak{S}^{-}\right] \subseteq \mathfrak{S}^{+}
$$

3.4. From 3.2, we infer that $\mathfrak{S}^{+}$is the Lie algebra of $\Sigma_{0}$, using that $\theta=\log \circ T_{1} \theta \circ \exp$ on an exponential neighborhood in $\Sigma$. Consequently, $\operatorname{dim} \mathfrak{S}^{-}=\operatorname{dim} \Sigma / \Sigma_{o}=\operatorname{dim} M$.
3.5. (a) By [14: p. 91], 3.3 may be sharpened as follows:

$$
\left[\mathfrak{S}^{-}, \mathfrak{S}^{-}\right]=\mathfrak{S}^{+}
$$

This expresses in the Lie algebra the fact that $\Sigma$ is generated by the conjugacy class of $\sigma_{0}$. Actually, a proof may easily be given by observing that $\mathfrak{S}^{-} \oplus\left[\mathfrak{S}^{-}, \mathfrak{S}^{-}\right]$is an $\operatorname{Ad} \sigma_{o}$-invariant ideal in $\mathfrak{S}$. This implies

$$
\begin{equation*}
\operatorname{dim} \subseteq \leqq \frac{1}{2} n(n+1) \tag{b}
\end{equation*}
$$

where $n=\operatorname{dim} \mathfrak{S}^{-}=\operatorname{dim} M$. Indeed, $\operatorname{dim} \mathfrak{S}^{+} \leqq \operatorname{dim}{\Lambda^{2} \mathfrak{S}^{-}=n(n-1) / 2}$ by (a); here, $\Lambda^{2}$ denotes the exterior power.
(c) Again by (a), $\mathfrak{S}$ is abelian if and only if $\mathfrak{S}=\mathfrak{S}^{-}$
3.6. $\mathfrak{S}^{+}$contains no ideal of $\mathfrak{S}$, since $\Sigma$ operates effectively on $M$.

Definition 3.7. We call Lie algebra with involution any pair $(\Re, \alpha)$ consisting of a Lie algebra $\Re$ and an automorphism $\alpha$ of $\Re$, of order two. ( $\Re, \alpha$ ) will be called a reflection algebra if $\Re$ is generated by $\Re^{-}$(property 3.5 a ), and an effective reflection algebra if in addition $\Re^{+}$contains no ideal of $\Re$ (property 3.6 ). We say that a reflection algebra $(\Re, \alpha)$ is of type $(p, n)$, if $\operatorname{dim} \Re^{+}=p$, $\operatorname{dim} \Re^{-}=n$.
3.8. If $(\Re, \alpha)$ is a Lie algebra with involution, then $\Re^{-}$becomes a Lie triple system if endowed with the trilinear multiplication $[x, y, z]:=[[x, y], z]$. (For the axioms, see [14: p. 78].) An effective reflection algebra ( $\Re, \alpha$ ) is uniquely determined by its Lie triple system. More precisely, if $\mathfrak{A}$ is the vector space spanned by the set of endomorphisms $z \rightarrow[x, y, z]$ of $\Re^{-}$, where $x, y \in \Re^{-}$, then $\Re$ is isomorphic to the algebra $\mathfrak{H} \oplus \mathfrak{R}^{-}$with the obvious multiplication, under an isomorphism fixing $\mathfrak{R}^{-}$and sending $\mathfrak{R}^{+}$onto $\mathfrak{A}$; this Lie algebra is called the standard embedding of $\Re^{-}$. The easy proof uses the fact that the centralizer of $\Re^{-}$in $\Re^{+}$is an ideal in $\Re$.
3.9. The triple system $\mathfrak{S}^{-}$of $M$ may be identified as a vector space with the tangent space $T_{o} M$, in such a way that the tangent $\operatorname{map} T_{\circ} \varphi$ of each morphism $\varphi$ of symmetric spaces becomes a morphism of triple systems. We shall always make this identification and choose the notation $\mathfrak{S}^{-}$or $T_{0} M$ according to the aspect prevailing in a particular situation.
3.10. There is an exponential function Exp: $T_{o} M \rightarrow M$, which is a local diffeomorphism around 0 , and which commutes with morphisms [14: Chapters I. 2 and II. 2]; that is,
$\operatorname{Exp} \circ \varphi=T_{\iota} \varphi \circ \operatorname{Exp}$.
With respect to the above identification of $T_{o} M$ and $\mathfrak{S}^{-}$, the exponential function is related to the exponential function exp: $\mathfrak{S} \rightarrow \Sigma$ of $\Sigma$ by the formula

$$
\begin{equation*}
\operatorname{Exp} x=o^{\operatorname{cxp} x} \tag{b}
\end{equation*}
$$

which holds for all $x \in T_{o} M=\mathfrak{S}^{-}$[14: p. 95].

With some loss of generality, but still general enough for most of our purposes, the facts 3.9 and 3.10 can be easily deduced from similar results about Lie groups: Consider the projection $p=p_{m}$ : $\Sigma \rightarrow M: \sigma \rightarrow 0^{\sigma}$. Identify $\mathfrak{S}^{-}$with $T_{o} M$ via the restriction of the tangent map $T_{1} p: \mathscr{S}=T_{1} \Sigma \rightarrow T_{o} M$. A surjective morphism $\varphi: M \rightarrow N$ induces a morphism $\bar{\rho}: \Sigma_{M} \rightarrow \Sigma_{N}$ of motion groups in an obvious way, and $p_{M} \circ \varphi=\bar{\varphi} \circ p_{N}$. By differentiating this equation one gets 3.9 , since $T_{1} \bar{\Phi}$ is a morphism of reflection algebras. Using the identification $\mathfrak{S}^{-}=T_{o} M$, one defines the exponential map by the relation 3.10 b , and one infers 3.10a for surjective morphisms from the fact that exp commutes with group morphisms.
3.11. The centre congruence $C(M)$ may be described [14: p. 134] as the equivalence relation

$$
\left\{(x, y) ; \sigma_{x} \sigma_{y} \in C\left(\Sigma^{+}\right)\right\}
$$

on $M$. The centre $C_{o}(M)$ of $M$ is the equivalence class of the base point.
3.12. In connection with the centres, the Lie triple systems play the same role for symmetric spaces as Lie algebras do for Lie groups. Namely, assigning to $M$ the triple system $\mathfrak{S}^{-}$sets up a one-to-one correspondence between all simply connected symmetric spaces and all Lie triple systems [14: p. 116]. Moreover, among the symmetric spaces with a given Lie triple system $\mathfrak{S}^{-}$, there is a unique simply connected one, $\widetilde{M}$, and (provided the centre of $\mathfrak{S}$ is zero) a unique centre-free one, the quotient $\tilde{M} / C(\tilde{M})$. Furthermore, for any other symmetric space $N$ with the same triple system, there are covering morphisms $\widetilde{M} \rightarrow N \rightarrow \widetilde{M} / C(\widetilde{M})$. In addition, these may be so chosen as to induce any preassigned isomorphism of the triple systems. A proof of these facts may be pieced together from [14: pp. 115, 135, 136, 177].
3.13. Each closed subset $N \subseteq M$ with the property that $N \cdot N \subseteq N$ is a symmetric subspace of $M$; that is, $N$ is a differentiable submanifold which is a symmetric space with respect to the induced multiplication [14: p. 125].
3.14. By 3.9 , the tangent space $T_{0} N$ of a subspace $N \subseteq M$ containing the base point is a sub-Lie triple system of $T_{6} M$. Conversely, given a subsystem $\Re \leqq T_{\bullet} M$, there is a unique connected subspace $N \leqq M$ with $\Re=T_{o} N$. It may be obtained as the orbit of $o$ under the group $\Delta \leqq \Sigma^{+}$whose Lie algebra is the subalgebra $\langle\Re\rangle \leqq \subseteq$ generated by $\Re$ [14: pp. 121, 122].
4. The tangent translation plane of a symmetric plane. We begin with a lemma on stable planes that will be essential in the proof of Theorems B and C:

Lemma 4.1. Let $(M, \mathscr{L})$ be a locally compact stable plane of positive dimension, and $U$ an open neighborhood of $p \in M$. Then the union $V$ of the connected components of $p$ in $L \cap U$, for all $L \in \mathscr{L}_{p}$, is also an open neighborhood of $p$.

Proof. If $V$ were not a neighborhood there would be a convergent sequence $p_{n} \rightarrow p$, such that $p_{n}$ and $p$ are in different components of $U \cap\left(p \cup p_{n}\right)$. By compactness of $\mathscr{L}_{p}$ [15: 1.17], we may assume that the lines $L_{n}=p \cup p_{n}$ converge to a line $L \in \mathscr{L}_{p}$. Choose a point $q$ not on $L$, nor on any $L_{n}$, and project $\left\{p_{n}\right\}$ into $L$ from $q$. The image sequence $\left\{p_{n}^{\prime}\right\}$ would converge to $p$. Now $L$ is locally connected [15: 1.11]. Hence by stability, $p$ has a connected neighborhood $W$ in $L$ such that $W$ can be projected from $q$ back into each $L_{n}$ within $U$. Almost all the points $p_{n}^{\prime}$ would lie in $W$, a contradiction.

Openness of $V$ is proved in a similar way. Indeed, given $v \in V$, there is a path $P \subseteq U \cap(p \cup v)$ joining $p$ to $v$. Using a compactness argument, one sees that from a point $q \notin L=p \cup v$, both $p$ and some small neighborhood $T$ of $v$ in $L$ may be projected inside $U$ into each line $K \in \mathscr{L}_{p}$ sufficiently close to $L$. The images of $P$ and $T$ are contained in $V$ and cover a neighborhood of $v$ in $M$.

Proposition 4.2. Each line of a symmetric plane is a symmetric subspace of the point set.

Proof. A line $L$ is easily seen to be closed. Since $L$ is invariant under the symmetry at each of its points (1.4), the assertion follows from 3.13.

This fact allows to construct the tangent translation plane. Before we do this, let us note the following consequence of 4.2, which could also be viewed as a corollary to Theorem B and known results on topological translation planes [22: 7.22].

Corollary 4.3. The point set of a symmetric plane has dimension $2^{n}$, where $1 \leqq n \leqq 4$. The pencil of all lines through a given point is a sphere of dimension $2^{n-1}$.

Proof. This has been proved for any stable plane whose lines are manifolds of positive dimension in [15: §1].

Definition 4.4. For a symmetric plane ( $M, \mathscr{L}$ ) with base point $o \in M$, let $T_{o} \mathscr{C}_{0}$ be the set of tangent spaces $T_{v} L \leqq T_{o} M$, where $L$ ranges over $\mathscr{L}_{0}$. Further denote by $T_{0} \mathscr{C}$ the union of all translates of $T_{o} \mathscr{L}_{0}$ in $T_{\iota} M$. Then the tangent plane $T_{\circ}(M, \mathscr{L})$ is defined to be the geometric structure

$$
T_{\iota}(M, \mathscr{L})=\left(T_{\iota} M, T_{\iota} \mathscr{L}\right)
$$

together with the structure of Lie triple system present on $T_{\bullet} M$.

Notation 4.5. For $\sigma \in \Sigma_{\bullet}$, denote by $T_{\imath} \sigma$ the tangent map of the action of $\sigma$ on $M$, and by $\operatorname{Ad} \sigma$ the action of $\sigma$ on $\mathfrak{S}$ given by $T_{1}\left(\gamma \rightarrow \sigma^{-1} \gamma \sigma\right)$. For $x \in \mathfrak{S}^{+}$, define $\operatorname{ad} x: \mathfrak{S} \rightarrow \mathfrak{S}: y \rightarrow[y, x]$, and denote by ad $x \mid \mathfrak{S}^{-}$the restriction to $\mathfrak{S}^{-}$(cf. 3.3).
4.6. Theorem B. (a) The tangent plane $T_{\iota}(M, \mathscr{L})$ of a symmetric plane $(M, \mathscr{C})$ is a topological translation plane, henceforth called the tangent translation plane.
(b) The line pencil $T_{o} \mathscr{L}_{0}$ through the origin consists of Lie triple subsystems of $T_{o} M$.
(c) For $\sigma \in \Sigma_{o}$, the mappings $\mathrm{Ad} \sigma$ and $T_{o} \sigma$ coincide on $T_{0} M=\mathfrak{S}^{-}$. In particular, Ad $\sigma$ leaves $\mathfrak{S}^{-}$invariant.
(d) The linear transformations $\operatorname{Ad} \sigma \mid \mathfrak{S}^{-}=T_{0} \sigma$ of $T_{o} M$ (for $\sigma \in \Sigma_{0}$ ) are automorphisms of the translation plane ( $T_{,}, M, T_{o} \mathscr{C}$ ) and of the Lie triple system.
(e) The identity component of the group $T_{0} \Sigma_{o}=\operatorname{Ad} \Sigma_{o} \mid \mathfrak{S}^{-}$of automorphisms depends only upon the triple system $T_{s} M$. More precisely, its Lie algebra is ad $\mathfrak{S}^{+} \mid \mathfrak{S}^{-}$.
(f) The action of $\Sigma_{o}$ on $\mathfrak{S}^{-}$is faithful.

Proof. (1) If we are able to show that each nonzero $x \in T_{o} M$ lies on a unique tangent space $T_{0} L \in T_{0} \mathscr{C}_{0}$ then, from the fact that $\operatorname{dim} T_{0} M=2 \operatorname{dim} T_{0} L$, it follows easily that $T_{0}(M, \mathscr{L})$ is a (not necessarily topological) translation plane, cf. [11: VII. 3]. Obviously it suffices to prove the above assertion when $x$ belongs to some suitable neighborhood $W_{1} \subseteq T_{0} M$ of 0 .
(2) Let $W \subseteq T_{o} M$ be any convex open neighborhood of 0 on which $\operatorname{Exp}: W \rightarrow \operatorname{Exp} W=U$ is a diffeomorphism (3.10). For $L \in \mathscr{L}_{0}$, Exp induces on $T_{0} L$ the exponential function of the subspace $L$, see 3.10a. Therefore the convex set $W \cap T_{0} L$, which is open in $T_{0} L$ and closed in $W$, is mapped under Exp onto a connected, closed and open subset $U_{L}$ of $L \cap U$. Then the union $V=U\left\{U_{L} ; L \in \mathscr{L}_{0}\right\}$ is an open neighborhood of $o$ by 4.1, and $W_{1}=\operatorname{Exp}^{-1}(V)=U\left\{W \cap T_{0} L\right.$; $\left.L \in \mathscr{L}_{0}\right\}$ has the properties wanted in (1).
(3) In order to show that the translation plane $T_{o}(M, \mathscr{C})$ is topological, we consider the map

$$
p: T_{o} M \backslash\{0\} \longrightarrow T_{o} \mathscr{L}_{o}: x \longrightarrow x \cup 0 .
$$

We endow $T_{o} \mathscr{L}_{0}$ with a Hausdorff topology by insisting that $\alpha: \mathscr{L}_{0} \rightarrow T_{0} \mathscr{L}_{0}: L \rightarrow T_{0} L$ be a homeomorphism. We show that $p$ is continuous and open with respect to this topology. It suffices to check this assertion on an exponential neighborhood, where it is equivalent to continuity and openness of $p^{\prime}: M \backslash\{0\} \rightarrow \mathscr{L}_{0}: x \rightarrow x \cup o$, since $\operatorname{Exp}$ and $\alpha$ are homeomorphisms. Finally, to see that $p^{\prime}$ is open, let $V$ be a neighborhood of $x \in M \backslash\{0\}$ such that $o \notin V$. Choose a line $K \in \mathscr{L}_{x} \backslash \mathscr{L}_{0}$. By the stability axiom, $(V \cap K)^{p^{\prime}}$ is a neighborhood of $x \cup o$.

Since $p$ is continuous and open, $p$ is a quotient map. This implies that $T_{o}(M, \mathscr{L})$ is a topological translation plane [5: p. 34], since $T_{0} \mathscr{L}_{0}$ is Hausdorff by definition. Thus (a) is proved.
(4) Assertion (b) follows from 3.14.
(5) For $\sigma \in \Sigma_{0}$, the exponential map exp: $\subseteq \rightarrow \Sigma$ commutes with the automorphism $\theta=\theta_{\sigma}=\left(\gamma \rightarrow \sigma^{-1} \gamma \sigma\right)$ of $\Sigma$; that is $\operatorname{Ad} \sigma \circ \exp =$ $\exp \circ \theta$. This formula, together with those from 3.10, is used in the following computation, which proves (c) locally and hence globally:

$$
\operatorname{Exp}\left(x^{T_{0} \sigma}\right)=(\operatorname{Exp} x)^{\sigma}=o^{\sigma^{-1}(\exp x) \sigma}=o^{\exp \left(x^{\mathrm{Ad} \sigma}\right)}=\operatorname{Exp}\left(x^{\mathrm{Ad} \sigma}\right)
$$

(6) It is clear that $T_{o} \sigma$ leaves $T_{o} \mathscr{L}_{0}$ invariant, for $\sigma \in \Sigma_{o}$. The rest of assertion (d) follows from 3.9.
(7) ad $\mathfrak{S}^{+}$is the Lie algebra of $\operatorname{Ad} \Sigma_{o}^{1}$. Therefore, $\operatorname{Ad} \Sigma_{o}^{1}$ is generated by the elements $\exp \operatorname{ad} x$, where $x \in \mathfrak{S}^{+}$. Since both ad $x$ and $\exp a d x$ leave the decomposition $\mathfrak{S}=\mathfrak{S}^{+} \oplus \mathfrak{S}^{-}$invariant, $\exp \left(\operatorname{ad} \mathfrak{S}^{+} \mid \mathfrak{S}^{-}\right)$generates $\operatorname{Ad} \Sigma_{o}^{1} \mid \mathfrak{S}^{-}$, whence (e). Note that $\mathfrak{S}^{+}$and ad $\mathfrak{S}^{+}$are determined by the triple system (3.8).
(8) Let $\sigma \in \Sigma_{0}$. Because $\sigma$ commutes with the exponential map (3.10), $T_{o} \sigma=\mathrm{id}$ implies that $\sigma$ induces the identity on some open set, hence that $\sigma=1$.

The first step in the determination of all 4 -dimensional symmetric planes will be to determine the possible 4 -dimensional triple systems $T_{o} M$ (equivalently, the possible symmetric algebras ( $\left(\mathbb{S}, \operatorname{Ad} \sigma_{o}\right)$ ), making use of the additional structure present on $T_{o} M$. Given $T_{o} M$, we shall then use the Ad $\Sigma_{0}$-invariance of $T_{0} \mathscr{C}_{0}$ in order to determine this set of sub-Lie triple systems. The final step will be to apply our Theorem C, which we approach next. Roughly speaking, Theorem C asserts that ( $M, \mathscr{C}$ ) is uniquely determined by its linearized local structure $T_{o}(M, \mathscr{L})$. This is perhaps surprising if compared
to the situation with symmetric spaces in general. It is in accordance, however, with other occurrences in geometry, cf. [7: §31]. The basic fact is that there are no proper covering morphisms of stable planes:

Definition 4.7. Let $(M, \mathscr{K})$ and $(N, \mathscr{C})$ be stable planes. A continuous map $\varphi: M \rightarrow N$ will be called a weak homomorphism of the planes, if for each connected component $A$ of a line $K \in \mathscr{K}$, the image $A^{\varphi}$ is contained in some line $L \in \mathscr{L}$. If each $K^{\varphi}$ is entirely contained in some line then we call $\varphi$ a homomorphism.

Proposition 4.8. Let $\varphi:\left(M, \mathscr{K}^{-}\right) \rightarrow(N, \mathscr{L})$ be a weak homomorphism of locally compact stable planes of finite positive dimension, which is a covering map of the point sets. Then each of the following conditions ensures that $\varphi$ is an isomorphism:
(a) Each line $L \in \mathscr{C}$ is connected and there exists a compact $D \in \mathscr{L}$.
(b) $\varphi$ is a homomorphism.

Before proving this result, we need the following lemma. Here, a space is said to have the domain invariance property if for each pair of homeomorphic subsets, either both of them, or neither of them are open, and a Cantor manifold is a separable metric space of dimension $n$ which is separated by no closed subset of a dimension $k<n-1$.

Lemma 4.9. If a locally compact stable plane of finite positive dimension possesses a compact line then each line has the domain invariance property, and the compact lines are Cantor manifolds.

Proof. We shall show that each compact line is a homogeneous topological space. Since the lines are locally contractible metric [15: 1.12], they are ANR spaces [8]. Thus by a result of Łysko [19], the asserted properties follow for compact lines. Domain invariance carries over to all lines, since they may be projected homeomorphically onto open subsets of a compact line [15: 1.15]. (The quoted result says that a compact line meets every other line.)

Now let $L$ be a compact line, and $x, y \in L$. By [15: 1.16], there is a compact line $K$ meeting $L$ in a point $w \neq x, y$. Again, using [15: 1.15], it is easy to project $L$ onto $K$ and back onto itself in such a fashion that $x$ goes to $y$.

Proof of 4.8. (1) First assume condition (b). If there exist $x_{1} \neq x_{2} \in M$ with $x_{i}^{\varphi}=x_{2}^{\varphi}$, choose points $z, w$, such that $z \notin x_{1} \cup x_{2}$,
$z^{\varphi} \neq x_{i}^{\varphi}$, and $w^{\varphi} \notin L$, where $L$ is the line containing the images of $K_{i}=x_{i} \cup z$. For $y_{1} \in K_{1}$ near $z$, we have $y_{i}^{\circ}=y_{2}^{\iota}$, where $y_{2}:=$ $\left(w \cup y_{1}\right) \cap K_{2}$ is the projection from $w$. This is impossible, since $\varphi$ is injective near $z$. Thus $\varphi$ must be a homeomorphism. By similar arguments, $\varphi$ is easily seen to be injective on each pencil $\mathscr{K}_{x}$ and, hence, on $\mathscr{K}$. This means that $\varphi$ is a collineation in the sense of [15], hence an isomorphism [15: p. 256].
(2) Next assume condition (a). We begin by showing that every line $L \in \mathscr{L}$ contains the image $A^{\varphi}$ of some component of some line $K \in \mathscr{K}$, and that moreover $\varphi$ induces homeomorphisms between the line pencils $\mathscr{K}_{x}$ and $\mathscr{L}_{x}{ }^{\varphi}$. To do this, consider a neighborhood $U$ of $x$ such that $\varphi \mid U$ is an open embedding, and construct from $U$ a neighborhood $V$ as in 4.1. $\mathscr{K}_{x}$ and $\mathscr{L}_{x}$ are the quotient spaces of the pierced neighborhoods $V \backslash\{x\}$ and $V^{\varphi} \backslash\left\{x^{\varphi}\right\}$, with respect to the continuous and open mappings $p: y \rightarrow y \cup x$ and $q: z \rightarrow z \cup x^{\varphi}$. Now by the choice of $V, \varphi$ commutes with $p$ and $q$, and by the argument employed in (1), the factorization $\varphi^{\prime}: \mathscr{\mathscr { F }}_{x} \rightarrow \mathscr{L}_{x}^{\varphi}$ is injective; the above assertions follow. Note that this implies that any two lines $K \in \mathscr{Y}$ and $L \in \mathscr{L}$ are locally homeomorphic and thus extends the applicability of domain invariance (4.9).
(3) If $A$ is a component of $K \in \mathscr{K}$, then $A^{\varphi} \in \mathscr{L}$. Indeed, we know that $A^{\varphi}$ is contained in a line $L \in \mathscr{L}$; it suffices to show that the closure $\overline{A^{\varphi}}$ is contained in the interior of $A^{\varphi}$ relative to $L$. For $x \in \overline{A^{\varphi}}$, choose an open neighborhood $U$ of $x$ in $N$ which has the covering property, and for which $W=U \cap L$ is connected. Let $T$ be a sheet of $U^{\varphi^{-1}}$ such that $T \cap A \neq \varnothing$. Since $\varphi$ maps $T$ homeomorphically onto $U$, and by domain invariance, $(T \cap A)^{\varphi}$ is a closed and open subset of $W$. Hence, $W \subseteq A^{\varphi}$.

Note that, moreover, $A$ is mapped homeomorphically onto $A^{\varphi}$. Indeed, if $x_{i}^{\circ}=x_{2}^{\circ}$ for different points $x_{i} \in A$ then for $z$ sufficiently close to $A$, the points $x_{i}$ and $z$ are in the same component of $x_{i} \cup z$. (Use a path in $A$ joining $x_{1}$ to $x_{2}$ and project it into $x_{i} \cup z$.) This enables us to obtain a contradiction by the argument of (1).
(4) Applying (3) to $D$, the given compact line, we obtain a line $K \in \mathscr{K}^{\prime}$ and a component $A$ of $K$ such that $A \cong D$. Then $A=K$ because, embedding $K$ into $\mathscr{L}_{p}$ for $p \notin K$ via $\cup p=(x \rightarrow x \cup p)$, one gets $A^{\cup p} \subseteq K^{\cup p} \subseteq \mathscr{L}_{p}$, and $A^{\cup p}=\mathscr{L}_{p}$ by domain invariance and by connectedness of $\mathscr{L}_{p}$ [15: 1.14]. Thus we have proved that the set $\mathscr{G} \cong \mathscr{K}$ of compact lines is nonempty. It is further open by [15: 1.16].
(5) We are now ready to prove that $\varphi$ is one-to-one, hence a homeomorphism. It suffices to show that a point $x_{1}$ on a compact (hence connected) line $C_{1} \in \mathscr{K}$ satisfies $x_{1}^{\phi \varphi-1}=\left\{x_{1}\right\}$. Assume to the contrary that $x_{1}^{\circ}=x_{2}^{\varphi}$ for $x_{2} \neq x_{1} . \quad$ By (2) and (3), the line $C_{1}^{\varphi}$ is also
the (homeomorphic) image of some line $C_{2} \in \mathscr{K}_{x_{2}}$, necessarily different from $C_{1}$. By [15: 1.15], the lines $C_{1}$ and $C_{2}$ meet in a point $z$, and $z^{\varphi} \neq x_{i}^{\varphi}$. Again, a contradiction follows as in (1).
(6) Combining (2), (3) and (5), we see that we may identify $M$ and $N$ and that $\mathscr{L}$ consists of the connected components of the elements of $\mathscr{K}$. Assume finally that some $K \in \mathscr{K}$ is disconnected. Two points $x$ and $y$ in different components of $K$ may then be joined by some line $L \in \mathscr{L}$, and there is a $K^{\prime} \in \mathscr{\mathscr { C }}$ such that $L \cong K^{\prime}$. Then necessarily $K \neq K^{\prime}$, a contradiction.

Remark 4.10. If in 4.8a we drop the requirement that all lines of $N$ be connected, then the same proof goes through to show that $\varphi$ is one-to-one and that the set of all connected components of $\mathscr{K}$ lines and the set of components of $\mathscr{L}$-lines are the same. Thus the $\mathscr{P}$-lines are obtained from the $\mathscr{\mathscr { K }}$-lines by reshuffling their connected components. It is not, in general, possible to deduce more than this. For an illustration, consider the following.

Example. Let $M=\{(x, y) ; y \neq 0$ or $x<0\} \subseteq \boldsymbol{R}^{2}$. In order to obtain a new line system $\mathscr{K}$ for this plane, recombine the components of the ordinary lines $L \in \mathscr{L}$ as follows: Form a new line by pairing, for each $x \geqq 0$, the upper part of each line through the point ( $x, 0$ ) with the lower part of its parallel through ( $2 x, 0$ ). Then $\varphi:=\mathrm{id}:(M, \mathscr{K}) \rightarrow(M, \mathscr{L})$ is a weak homomorphism, but not a homomorphism.
4.11. Theorem C. Let $(M, \mathscr{K})$ and $(N, \mathscr{L})$ be connected symmetric planes and let $\psi: T_{o}(M, \mathscr{K}) \rightarrow T_{0}(N, \mathscr{L})$ be an isomorphism (of the triple systems and the translation planes). Assume that (a), (b) or (c) holds:
(a) $M$ is simply connected and all lines of $M$ are connected.
(b) $N$ has trivial centre, and all lines of $M$ are connected.
(c) $N$ has trivial centre, has connected lines only and contains at least one compact line.
Then $(M, \mathscr{K})$ and $(N, \mathscr{L})$ are isomorphic symmetric planes.

Proof. By 3.12, there is a covering morphism of symmetric spaces $\varphi: M \rightarrow N$ such that $T_{\circ} \varphi=\psi$. Theorem C follows from 4.8 together with the following lemma:

Lemma 4.12. Let $(M, \mathscr{K})$ and $(N, \mathscr{L})$ be connected symmetric planes and $\varphi: M \rightarrow N$ a morphism of the underlying symmetric spaces. If $T_{o} \varphi$ is an isomorphism of the tangent translation planes
then $\varphi$ is a weak homomorphism of stable planes.

Proof. By hypothesis, $\varphi$ is a covering morphism of the spaces.
(1) For $K \in \mathscr{K}_{0}$, let $A$ be the connected component of $o$ in $K$. Then $A$ is a symmetric subspace of $M$ with tangent space $T_{0} K$. By our assumption, $T_{o} \varphi$ maps $T_{0} K$ to some $T_{0} L \in T_{o} \mathscr{L}_{0}$, and $\varphi$ maps $A$ to a symmetric subspace of $N$ with the same tangent space as $L$. By 3.14, $A^{\varphi} \subseteq L$.
(2) Let $\sigma \in \Sigma_{m}$ be a motion of $M$. Then there is a motion $\delta$ of $N$ such that $\sigma \varphi=\varphi \delta$. This is easily seen in the case of a symmetry $\sigma=\sigma_{y}$ : then $\sigma_{y} \varphi=\varphi \sigma_{w}$, where $w=y^{\varphi}$.
(3) Now let $B$ be any component of any line $G \in \mathscr{K}$. For an arbitrary $b \in B$, choose a motion $\sigma \in \Sigma_{M}$ with $o^{\sigma}=b$. Then $B=A^{\sigma}$, where $A$ is a component has in (1). Then by (2), $B^{\varphi}=A^{\sigma \varphi}=A^{\varphi \delta}$ is contained in a line.

Remark 4.13. By 4.10, the condition that the lines of $N$ be connected can be dropped in 4.11c, the following weaker assertion remaining valid: There exists a weak homomorphism $\varphi: M \rightarrow N$ of the stable planes which is an isomorphism of symmetric spaces and induces a bijection of the sets of connected components of lines.
4.14. Theorem D. For a connected symmetric plane ( $M, \mathscr{L}$ ), the following are equivalent:
(a) $(M, \mathscr{L})$ is an affine plane.
(b) $(M, \mathscr{L})$ is an affine translation plane.
(c) $T_{o} M$ is an abelian triple system, that is, has trivial multiplication.
(d) $\Sigma^{+}$is abelian.
(e) $\Sigma_{o}$ is discrete.
(f) $M$ is an abelian symmetric space; that is, the centre congruence is trivial: $C(M)=M \times M$.

Proof. By a result of R. Baer [21: p. 213], (b) follows from (a). Alternatively, one could use 3.1 to obtain transitivity of the group of translations.

Clearly, (b) implies (c). For the converse implication, note that for any symmetric plane, the plane $T_{0} T_{0}(M, \mathscr{L})$ is isomorphic to $T_{o}(M, \mathscr{L})$ as a translation plane, but has trivial triple structure. Therefore, if (c) holds,

$$
T_{o} T_{o}(M, \mathscr{L}) \cong T_{o}(M, \mathscr{L})
$$

which implies $T_{o}(M, \mathscr{L}) \cong(M, \mathscr{L})$ by 4.11a.

Let ( $e^{\prime}$ ) be the property $\mathfrak{S}=\mathfrak{S}^{-}$, which is clearly equivalent to condition (e). We get equivalence of (c), (d), and ( $e^{\prime}$ ) from the facts that $\left[\mathfrak{S}^{-}, \mathfrak{S}^{-}\right]=\mathfrak{S}^{+}(3.5 \mathrm{a})$ and that $\mathfrak{S}$ is the standard embedding of $T_{o} M$ 3.8. Finally, (d) and (f) equivalent by (3.11).
4.15. Theorem E. Each of the symmetric planes described as Examples 2.5 through 2.13, with the possible exception of the complex Minkowski plane, is isomorphic to any other connected symmetric plane which has the same tangent translation plane (comprising the triple structure).

Remark. The same assertion does hold for the Minkowski plane, as will be shown in [17], using condition (b) of Theorem C.

Proof. Each of the examples has connected lines. A symmetric plane has trivial centre if its motion group $\Sigma^{+}$is centre-free, since $\sigma_{x}=\sigma_{y}$ implies that $\sigma_{x}$ is a reflection at both $x$ and $y$, hence that $x=y$. Thus the real and complex elliptic, exterior hyperbolic and punctured projective planes satisfy the criterion (c) of Theorem C. All affine planes, as well as the real and complex interior hyperbolic and cylinder planes, are simply connected and satisfy the first criterion of Theorem C. The only remaining example, the complex oval plane $M$, needs special treatment.
$M$ is not simply connected, as will be seen in the course of our argument, and is centre-free, because $\Sigma=\mathrm{PSO}_{3} C=\Sigma^{+}$contains the reflections, hence has no centre. It has no compact line, since each complex line meets the orthogonal quadric $P_{2} C \backslash M$. Thus $M$ satisfies none of our criteria.

To show that, nevertheless, $M$ satisfies our assertion, we shall prove that the universal covering $\widetilde{M} \rightarrow M$ is two-sheeted, and that $\widetilde{M}$ has the same motion group $\Lambda \cong \Sigma$, with a smaller isotropy group $\Lambda_{0}<\Sigma_{0}$. Thus $\Lambda_{0}$ must be different from the centralizer $\Sigma_{0}$ of $\sigma_{o}$, and $\tilde{M}$ cannot be a symmetric plane by 1.6. Therefore, for any symmetric plane $M^{\prime}$ with the same tangent translation plane as $M$, there is a bijective weak homomorphism $\varphi: M \rightarrow M^{\prime}$. Now $M$ has connected lines, and $\varphi$ is an isomorphism by 4.8 b .

By computation one finds $\Sigma_{o} \cong \mathrm{O}_{2} C \cong \Omega \cdot\langle\alpha\rangle$, where $\Omega$ is the multiplicative group of complex numbers and $\alpha$ is the automorphism $z \rightarrow z^{-1}$ of $\Omega$. The symmetric space $N:=\Sigma / \Omega$ is a two-sheeted connected covering of $M=(\Sigma / \Omega) /\left(\Sigma_{o} / \Omega\right)$. Our proof is complete as soon as we show that $N$ is simply connected (hence that $N=\widetilde{M}$ ).

By exactness of the homotopy sequence of the fibration $\Sigma \rightarrow N$, it suffices to show that $\pi_{1} \Omega \rightarrow \pi_{1} \Sigma$ is surjective. To verify this, let $T \leqq \Gamma$ be maximal compact subgroups of $\Omega$ and $\Sigma$, respectively.

Then $\Gamma \cong \mathrm{SO}_{3} \boldsymbol{R}$, and by the theorem of Malcev-Iwasawa [20: p. 189], we only have to show that $\pi_{1} T \rightarrow \pi_{1} \Gamma$ is surjective. This may be read off from the homotopy sequence of the fibration associated with the transitive action of $\Gamma$ on the 2 -sphere.

## 5. Determination of all 2-dimensional symmetric planes.

5.1. Determination of all reflection algebras of type ( $\mathbf{p}, 2$ ). Reflection algebras are defined in 3.7. For our present purposes it would suffice to have a list of the effective ones. However in [17], it will prove useful to know slightly more than that. Since a reflection algebra satisfies the dimension estimate 3.5 b , we must have $p \leqq 1$ for each reflection algebra ( $\Re, \alpha$ ) of type ( $p, 2$ ). We find
(1) One abelian reflection algebra ( $\mathfrak{R}, \alpha)$ of type ( $p, 2$ ), characterized by $p=0$.

If $p=1$, then $\Re$ is simple or solvable [12: p. 11 ff ]. The subspace $\Re^{+}$is orthogonal to $\Re^{-}$with respect to the Killing form of $\mathfrak{R}$, see [14: p. 140]. Therefore, if $\mathfrak{R}$ is simple, $\alpha$ is determined by the one-dimensional subspace $\Re^{+}<\Re$. Now let $\Re=\mathfrak{S}_{3}$ be the Lie algebra of $\Sigma=\mathrm{SO}_{3} R$. Then the adjoint representation of $\Sigma$ is the standard action on $\boldsymbol{R}^{3}$ and is transitive on one-dimensional subspaces of $\Re$. Hence there is at most one such algebra $\left(\subseteq \Omega_{3}, \alpha\right)$. One the other hand, the algebra of the real elliptic plane (2.13) is of this kind. So we have
(2) One reflection algebra $\left(\mathfrak{S}_{3}, \alpha\right)$ of type (1,2).

If $\mathfrak{R}=\mathcal{S}_{2} \boldsymbol{R}$ is the Lie algebra of $\mathrm{SL}_{2} \boldsymbol{R}$, then the adjoint group is the identity component of $\mathrm{SO}_{3}(\boldsymbol{R}, 1)=\mathrm{SO}_{3}(f)$, where $f$ is the Killing form of $\mathfrak{R}$, and has three orbits of one-dimensional subspaces. Among these, the one-dimensional orbit, consisting of the selforthogonal subspaces, gives no reflection algebras, since $\Re^{+}$and $\Re^{-}$have to be complementary. Thus, in view of the two examples associated with the real hyperbolic planes (2.13), we have
(3) Two nonisomorphic reflection algebras $\left(\subseteq \Omega_{2}, \alpha\right)$ of type (1,2). The subgroup $\Sigma_{o} \leqq \mathrm{PSL}_{2} R$ corresponding to $\Re^{+}$is compact in one case and noncompact in the other.

It remains to consider the solvable reflection algebras of type (1,2). Let $\Re \leqq \Re$ be the commutator subalgebra. Then by (3.5a), $\Re$ contains $\Re^{+}$. Furthermore, we have $1 \leqq \operatorname{dim} \Re \leqq 2$, and $\Omega$ is abelian [12: p. 12]. If $\Omega$ is one-dimensional, then $\Re=\Re^{+}$must be central because $\left[\Re^{+}, \Re^{-}\right] \subseteq \Re^{-}$. In this case, a basis $\{a, b, c\}$ of $\Re$ may be found such that

$$
\Re^{+}=\langle a\rangle, \quad \Re^{-}=\langle b, c\rangle, \quad a=[b, c]
$$

Thus we have
(4) One nilpotent reflection algebra ( $\Re, \alpha$ ) of type (1, 2); $\mathfrak{R}^{+}$ is the centre of $\Re$, and ( $\Re, \alpha$ ) is not effective in the sense of 3.7.

If $\operatorname{dim} \mathfrak{\Re}=2$, then $\Omega=\Re^{+} \oplus \Re^{-}=\langle a\rangle \oplus\langle b\rangle$, say, since $\Re$ is $\alpha$-invariant. Choose $c \in \mathfrak{R}^{-} \backslash \Omega^{-}$. Then ad $c$ interchanges $\Omega^{+}$and $\Omega^{-}$, and is, by the definition of $\Re$, an automorphism of $\Re$. Thus ad $c$ may be represented by a regular matrix of the form

$$
\left(\begin{array}{ll} 
& r \\
s &
\end{array}\right)
$$

with respect to the basis $\{a, b\}$ of $\Re$. Replacing $c$ and $a$ by suitable scalar multiples, one may reduce the pair $(r, s)$ to $(1,1)$ or $(1,-1)$. The case $s=-1$ gives
(5) One reflection algebra ( $\Re, \alpha$ ) of type (1,2), where $\Re$ is the Lie algebra of the euclidean motion group $\boldsymbol{R}^{2} \cdot \mathrm{SO}_{2}$, and $\Re^{+}$is contained in the commutator subalgebra.

Finally, for $s=1$, ad $c$ is equivalent to the endomorphism $(x, y) \rightarrow(x,-y)$ of $\Omega$, and we have
(6) One reflection algebra ( $\Re, \alpha$ ) of type (1,2), where $\Re$ is the Lie algebra of the motion group of the real cylinder plane, see 2.13, and $\Re^{+}$is contained in the commutator subalgebra.
5.2. Theorem F. The list 2.13 of 2-dimensional connected symmetric planes is complete.

Proof. In a 2-dimensional affine topological translation plane, the set of lines through the origin is necessarily the set of all onedimensional real subspaces. This, together with Theorem E, shows that each of the planes listed in 2.13 is uniquely determined by its Lie triple system. Since by 3.8 the classification of $n$-dimensional triple systems is equivalent to the classification of all effective reflection algebras of type ( $p, n$ ) with arbitrary $p$, the proof of Theorem $F$ boils down to showing that for $n=2$, this latter classification yields exactly the reflection algebras ( $\subseteq$, $\operatorname{Ad} \sigma_{0}$ ) associated with the planes 2.13. This is easily verified by comparing 2.13 with 5.1.
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