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#### Abstract

By means of a change of variable in the Riccati equation corresponding to the third order linear equation $L y \equiv$ $y^{\prime \prime \prime}+p(t) y^{\prime}+q(t) y=0$ a nonlinear integral equation is obtained which has a solution obtainable by successive approximations under certain conditions on $p$ and $q$. This technique allows one to obtain new sharp comparison theorems for $L y=0$. Several examples are given to illustrate the results.


Introduction. The third linear differential equation

$$
\begin{equation*}
L y \equiv y^{\prime \prime \prime}+p(t) y^{\prime}+q(t) y=0 \tag{1.1}
\end{equation*}
$$

where $p, q \in C[a, b), 0<a<b \leqq+\infty$, has a very extensive literature relating to the oscillatory and asymptotic behavior of its solutions, with much of the recent impetus coming from the work of Hanan [7], Lazer [10], Azbelev and Caljuk [1], and Barrett [2]. (See also Swanson [12].) In this paper a technique for obtaining some new sharp comparison theorems for (1.1) and a related equation

$$
\begin{equation*}
L_{1} y \equiv y^{\prime \prime \prime}+p_{1}(t) y^{\prime}+q_{1}(t) y=0, \quad p_{1}, q_{1} \in C[a, b) \tag{1.2}
\end{equation*}
$$

will be introduced. Section 2 below will be devoted to some theorems which are consequences of more general results to be proved in §3. A comparison of the results obtained and their sharpness will also be discussed and illustrated by several examples.
2. Recall that equation (1.1) is said to be disconjugate on an interval $I$ in case no nontrivial solution has more than two zeros on $I$, counting multiplicity. If $I=[a,+\infty)($ or $(a,+\infty))$, then (1.1) is said to be oscillatory if it has at least one nontrivial oscillatory solution (i.e., a solution with an infinite number of zeros) and nonoscillatory iff all of its solutions are nonoscillatory (i.e., have finitely many zeros).

A useful comparison equation for third order linear equations is the Euler equation

$$
\begin{equation*}
y^{\prime \prime \prime}+\alpha t^{-2} y^{\prime}+\beta t^{-3} y=0, \quad \alpha, \beta \text { real constants } \tag{2.1}
\end{equation*}
$$

It is known (cf. [12]) that (2.1) is disconjugate on ( $0,+\infty$ ) iff $\alpha \leqq 1$ and $|\alpha+\beta| \leqq 2((1-\alpha) / 3)^{1 / 2}$. There are various tests for oscillation and disconjugacy using the Euler equation in conjunction with known
comparison theorems. For example, Hanan [7] has shown that if the inequalities

$$
\begin{equation*}
p(t) \geqq p_{1}(t), \quad q(t) \geqq q_{1}(t), \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
2 q(t)>p^{\prime}(t), \quad 2 q_{1}(t)>p_{1}^{\prime}(t) \tag{2.3}
\end{equation*}
$$

hold for all large $t$ and if $L y=0$ is nonoscillatory, then so is $L_{1} y=0$. Using (2.1) as a comparison equation, it was further shown in [7] that $L_{1} y=0$ is nonoscillatory if $p_{1} \in C^{\prime}[a,+\infty)$ and
(2.4) $\quad p_{1}(t) \geqq 0,2 q_{1}(t)>p_{1}^{\prime}(t), t \in[a,+\infty)$, and if there exists a number $k, 0<k<1$, with

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} t^{2} p_{1}(t)<k \quad \text { and } \tag{2.5}
\end{equation*}
$$

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} t^{3} q_{1}(t)<2((1-k) / 3)^{3 / 2}-k \tag{2.6}
\end{equation*}
$$

In particular, if $p_{1} \equiv 0$ and $q_{1}$ is of constant sign, then $L_{1} y=0$ is oscillatory if

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} t^{3}\left|q_{1}(t)\right|>\frac{2}{3 \sqrt{3}} \tag{2.7}
\end{equation*}
$$

and is nonoscillatory if

$$
\begin{equation*}
\limsup _{\rightarrow \rightarrow \infty} t^{3}\left|q_{1}(t)\right|<\frac{2}{3 \sqrt{3}} \tag{2.8}
\end{equation*}
$$

It will be seen that examples of equations can be given with $\lim \sup _{t \rightarrow \infty} q_{1}(t)=+\infty$ which are, nevertheless, disconjugate on $[a,+\infty)$. This is a consequence of the fact that the criteria obtained here are of an integral type. Theorems of this type seem to be scarce in the literature although some results in this direction were obtained by the author in [4] for the case $p \equiv p_{1} \equiv 0$. To motivate the more general results of §3 (which involve more complicated hypotheses) several special cases will now be stated and briefly discussed. More elaborate examples will be given in §3, along with the proofs (see Remark 3.8). To simplify the statements of the theorems, the following notation will be used:

$$
\begin{align*}
\hat{P}_{1}(t) & \equiv \int_{a}^{t}(t-s)(s-a)^{2} p_{1}(s) d s \\
\hat{P}(t) & \equiv \int_{a}^{t}(t-s)(s-a)^{2} p(s) d s, \quad t \geqq a \tag{2.9}
\end{align*}
$$

and

$$
\begin{align*}
\hat{Q}_{1}(t) & \equiv \int_{a}^{t}(t-s)(s-a)^{3} q_{1}(s) d s \\
\hat{Q}(t) & \equiv \int_{a}^{t}(t-s)(s-a)^{3} q(s) d s, \quad t \geqq a \tag{2.10}
\end{align*}
$$

Theorem 2.1. Let $p \equiv p_{1} \equiv 0, q \geqq 0$ and $\not \equiv 0$ on any subinterval, $t \geqq a$, and assume $L y=y^{\prime \prime \prime}+q y=0$ is disconjugate on $[a,+\infty)$. Assume further that

$$
\begin{align*}
& \int_{a}^{t}(t-s)(s-a)^{3} q_{1}^{+}(s) d s \leqq \hat{Q}(t), \quad t>a \quad \text { and }  \tag{2.11}\\
& \int_{a}^{t}(t-s)(s-a)^{3} q_{1}^{-}(s) d s \leqq \hat{Q}(t), \quad t>a \tag{2.12}
\end{align*}
$$

where $q_{1}^{+}(t)=\max \left[q_{1}(t), 0\right], q_{1}^{-}(t)=\max \left[-q_{1}(t), 0\right]$. Then $L_{1} y=0$ is disconjugate on $[a,+\infty)$.

Theorem 2.2. $L_{1} y=0$ is disconjugate on $[a,+\infty)$ in case

$$
\begin{equation*}
-(a / \sqrt{3})(t-a) \leqq P_{1}(t)+Q_{1}(t) \leqq(t-a)^{2} /(3 \sqrt{3}), \quad t>a \tag{2.13}
\end{equation*}
$$

and

$$
\begin{equation*}
0 \leqq t^{2} p_{1}(t) \leqq k v_{0}(t), t>a \quad \text { for some } \quad 0<k<\frac{1}{2}+\frac{1}{\sqrt{3}} \tag{2.14}
\end{equation*}
$$ where

$$
\begin{align*}
t^{2} v_{0}(t) & =a^{2}\left(1-\frac{1}{\sqrt{3}}\right)+\frac{a}{\sqrt{3}}(t-a)+P_{1}(t)+Q_{1}(t), \quad \text { and }  \tag{2.15}\\
P_{1}(t) & =\int_{a}^{t}(t-s) s^{2} p_{1}(s) d s, \quad Q_{1}(t)=\int_{a}^{t}(t-s) s^{3} q_{1}(s) d s \tag{2.16}
\end{align*}
$$

The above results are sharp in some sense because of the Euler equation. In fact, Theorem 2.2 is obtained from Theorem 3.3 by using the nonoscillatory Euler equation (2.1) with $\alpha=0$ and $\beta=$ $2 / 3 \sqrt{\overline{3}}$ as a comparison equation. As special cases of the above theorems (and the more general results in §3) are included a few of the results of Hanan [7] mentioned earlier. In particular, the following result generalizes (2.8):

Corollary 2.3. If $q(t)$ has constant sign, then $y^{\prime \prime \prime}+q(t) y=0$ is disconjugate on $[a,+\infty)$ if

$$
\begin{equation*}
\left|\int_{a}^{t}(t-s) s^{3} q(s) d s\right| \leqq(t-a)^{2} / 3 \sqrt{3}, \quad t>a \tag{2.17}
\end{equation*}
$$

3. Proofs, generalizations, and examples. In this section, the
more general results needed to obtain the theorems in $\S 2$ will be stated and proved. Examples illustrating the results will also be given.

The Riccati equation corresponding to $L y=0$ is

$$
\begin{equation*}
r^{\prime \prime}+3 r r^{\prime}+r^{3}+p(t) r+q(t)=0, \quad r=\frac{y^{\prime}}{y} \tag{3.1}
\end{equation*}
$$

It is known (cf. [5]) that $L y=0$ is disconjugate on an interval $I$ iff there exist $\alpha, \beta \in C^{2}(I)$ (lower and upper solutions, respectively) with $\alpha(t)<\beta(t)$ on $I$ and such that

$$
\alpha^{\prime \prime}+f\left(t, \alpha, \alpha^{\prime}\right) \geqq 0 \geqq \beta^{\prime \prime}+f\left(t, \beta, \beta^{\prime}\right), \quad t \in I,
$$

where $f\left(t, r, r^{\prime}\right)=3 r r^{\prime}+r^{3}+p(t) r+q(t)$. Using this, many effective criteria may be obtained for disconjugacy of $L y=0$ based, for example, on the separation of the roots of the equation $\sigma(\rho, t)=$ $\rho^{3}+p(t) \rho+q(t)=0$ by real constants (cf. [3], [8], and [9]).

The change of variable $w=2-t r$ transforms (3.1) into
(3.2) $t^{2} w^{\prime \prime}+4 t w^{\prime}-3 t w w^{\prime}=3 w^{2}-2 w-w^{3}+t^{2} p(t)(2-w)+t^{3} q(t)$.

There are several reasons for this particular change of variable. The Euler equation (2.1) (in the disconjugate case) always has a solution $t^{r}$ with $1<\gamma<2$, so that the corresponding $w$ satisfies $0<w<1$, in which range the kernel of the integral equation corresponding to (3.2) is monotone increasing in $w$. Moreover, this property is shared by many other disconjugate equations which may be used as comparison equations. The idea here is to solve the equation (3.2) by a monotone successive approximations technique applied to the corresponding integral equation. This leads to lower and upper solutions for (3.1) and hence disconjugacy. The integral equation corresponding to (3.2) (obtained by integration by parts twice) is

$$
\begin{align*}
t^{2} w=g_{1}(a)+g_{2}(a)(t-a) & +\int_{a}^{t}(t-s) H(w, s) d s+P(t)+Q(t)  \tag{3.3}\\
& +\frac{3}{2} \int_{a}^{t} s w^{2} d s
\end{align*}
$$

where

$$
\begin{equation*}
H(w, s)=w^{2}\left(\frac{3}{2}-w\right)-s^{2} p(s) w \tag{3.4}
\end{equation*}
$$

$$
\begin{equation*}
g_{1}(\alpha)=a^{2} w(a), g_{2}(\alpha)=2 a w(\alpha)+a^{2} w^{\prime}(a)-\frac{3}{2} a w^{2}(a), \quad \text { and } \tag{3.5}
\end{equation*}
$$

$$
\begin{equation*}
P(t)=\int_{a}^{t}(t-s) s^{2} p(s) d s, Q(t)=\int_{a}^{t}(t-s) s^{3} q(s) d s \tag{3.6}
\end{equation*}
$$

Thus, $w=w(t)$ is a solution of (3.2) iff $w$ solves (3.3). It will now be shown that, under suitable conditions, a solution of (3.3) can be obtained by successive approximations. Given the solution $w=w(t)$, let the sequence $w_{n}=w_{n}(t), n=0,1,2, \cdots$ be defined by

$$
\left\{\begin{array}{l}
t^{2} w_{0}(t)=g_{1}(\alpha)+g_{2}(a)(t-a)+P(t)+Q(t)  \tag{3.7}\\
t^{2} w_{n}(t)=t^{2} w_{0}(t)+\int_{a}^{t}(t-s) H\left(w_{n-1}, s\right) d s+\frac{3}{2} \int_{a}^{t} s w_{n-1}^{2} d s, \quad n \geqq 1
\end{array}\right.
$$

Lemma 3.1. Let $w=w(t)$ be a solution of (3.3) with $0<w(t)<1$ on $[a, b), 0<a<b \leqq+\infty$, and assume

$$
\begin{equation*}
g_{2}(a)(t-a)+P(t)+Q(t) \geqq 0, \quad t>a \tag{3.8}
\end{equation*}
$$

Assume further that

$$
\begin{equation*}
H\left(w_{0}(t), t\right) \geqq 0, \quad t \geqq a \quad \text { and } \tag{3.9}
\end{equation*}
$$

$$
\begin{equation*}
H_{u}(u, t) \geqq 0 \quad \text { for each fixed } t \text { and } \quad w_{0}(t) \leqq u \leqq w(t) \tag{3.10}
\end{equation*}
$$

where $H_{u}(u, t) \equiv \partial H / \partial u(u, t)=3 u(1-u)-t^{2} p(t)$.
Then the sequence $\left\{w_{n}\right\}_{n=0}^{\infty}$ converges uniformly to $w$ on each compact subset of $[a, b)$.

Proof. By (3.8) it is seen that $t^{2} w_{0}(t)>0, t \geqq a$. Also,

$$
t^{2}\left(w_{1}(t)-w_{0}(t)\right)=\int_{a}^{t}(t-s) H\left(w_{0}, s\right) d s+\frac{3}{2} \int_{a}^{t} s w_{0}^{2} d s>0
$$

Hence, for $n>1$

$$
\begin{aligned}
t^{2}\left(w_{n}(t)-w_{n-1}(t)\right)= & \int_{a}^{t}(t-s)\left(H\left(w_{n-1}, s\right)-H\left(w_{n-2}, s\right)\right) d s \\
& +\frac{3}{2} \int_{a}^{t} s\left(w_{n-1}^{2}-w_{n-2}^{2}\right) d s>0
\end{aligned}
$$

for $t>a$, by induction and (3.10), provided $w_{n}(t)<w(t), t>a$. But

$$
\begin{aligned}
& t^{2}\left(w(t)-w_{0}(t)\right)=\int_{a}^{t}(t-s) H(w, s) d s+\frac{3}{2} \int_{a}^{t} s w^{2} d s>0 \text { and } \\
& t^{2}\left(w(t)-w_{n}(t)\right)= \int_{a}^{t}(t-s)\left[H(w, s)-H\left(w_{n-1}, s\right)\right] d s \\
&+\frac{3}{2} \int_{a}^{t} s\left(w^{2}-w_{n-1}^{2}\right) d s>0
\end{aligned}
$$

again by induction, using (3.9), (3.10). It follows therefore, by the Monotone Convergence Theorem, that the sequence $\left\{w_{n}\right\}_{n=0}^{\infty}$ converges,

$$
\lim _{n \rightarrow \infty} w_{n}(t) \equiv w^{*}(t) \leqq w(t), \quad \text { for each } t
$$

and $w^{*}(t)$ satisfies equations (3.3) with the same initial conditions as $w(t)$. Hence, $w^{*}(t) \equiv w(t)$. By Dini's Theorem, the convergence is uniform on compact subset of $[a, b)$. This completes the proof.

Remark 3.2. If $p(t) \leqq 0$, then (3.9), (3.10) hold trivially. It will be seen that, for purposes of applying Lemma 3.1, $w(t)$ and $w_{0}(t)$ are often explicitly computable and that as a consequence, the validity of (3.9) and (3.10) becomes a simple matter to verify. Note also that if $q(t) \geqq 0, t \geqq a$, then the existence of a solution of $w$ of (3.3), with $0<w(t)<1$ implies that (1.1) is disconjugate. (Here $\alpha \equiv 0$ is a lower solution of (3.1) and $r(t) \equiv(2-w) / t>0$ is an upper solution.)

It will now be shown that, under suitable hypotheses, the existence of a solution of (3.3) on $[a, b)$ can be used to obtain the existence of a solution of the integral equation corresponding to $L_{1} y=0$. The Riccati equation corresponding to $L_{1} y=0$ is

$$
\begin{equation*}
\rho^{\prime \prime}+3 \rho \rho^{\prime}+\rho^{3}+p_{1}(t) \rho+q_{1}(t)=0, \quad \rho=\frac{y^{\prime}}{y} \tag{3.11}
\end{equation*}
$$

and the integral equation obtained via the transformation $v=2-t \rho$ is

$$
\begin{align*}
t^{2} v= & G_{1}(a)+G_{2}(a)(t-a)+\int_{a}^{t}(t-s) H_{1}(v, s) d s+P_{1}(t)  \tag{3.12}\\
& +Q_{1}(t)+\frac{3}{2} \int_{a}^{t} s v^{2} d s
\end{align*}
$$

where

$$
\begin{equation*}
H_{1}(v, s)=v^{2}\left(\frac{3}{2}-v\right)-s^{2} p_{1}(s) v, \tag{3.13}
\end{equation*}
$$

$$
\begin{equation*}
P_{1}(t)=\int_{a}^{t}(t-s) s^{2} p_{1}(s) d s, Q_{1}(t)=\int_{a}^{t}(t-s) s^{3} q_{1}(s) d s, \quad \text { and } \tag{3.14}
\end{equation*}
$$

$$
G_{1}(a)=a^{2} v(a), G_{2}(a)=a v(a)\left(2-\frac{3}{2} v(a)\right)+a^{2} v^{\prime}(a)
$$

Thus, if $v=v(t)$ solves (3.12) on [a,b) then $\rho=\rho(t)$ defined by $\rho(t)=(2-v(t)) / t$ is a solution of (3.11) and therefore $y=\exp \int_{a}^{t} \rho(s) d s$ is a positive solution of $L_{1} y=0$.

Given a solution $w=w(t)$ of (3.3) with $0<w(t)<1$ on [a,b), $0<a<b \leqq+\infty$, let the sequence $\left\{v_{n}(t)\right\}_{n=0}^{\infty}$ be defined for $a \leqq t<b$ by

$$
\left\{\begin{array}{l}
t^{2} v_{0}(t)=g_{1}(a)+g_{2}(a)(t-a)+P_{1}(t)+Q_{1}(t),  \tag{3.16}\\
t^{2} v_{n}(t)=t^{2} v_{0}(t)+\int_{a}^{t}(t-s) H_{1}\left(v_{n-1}, s\right) d s+\frac{3}{2} \int_{a}^{t} s v_{n-1}^{2} d s, n \geqq 1,
\end{array}\right.
$$

where $g_{1}(a), g_{2}(a)$ are as in (3.5).
ThEOREM 3.3. Let $w=w(t)$ be a solution of (3.3) with $0<w(t)<$ 1 on $[a, b), 0<a<b \leqq+\infty$, and assume

$$
\begin{equation*}
g_{2}(a)(t-a)+P_{1}(t)+Q_{1}(t) \geqq 0, \quad t>a \tag{3.17}
\end{equation*}
$$

where $g_{2}(a)$ is as in (3.5). Assume further that

$$
\begin{gather*}
p(t) \leqq p_{1}(t) \quad \text { and }  \tag{3.18}\\
P_{1}(t)+Q_{1}(t) \leqq P(t)+Q(t), \quad t \geqq a \tag{3.19}
\end{gather*}
$$

Assume also that

$$
\begin{equation*}
H_{1}\left(v_{0}(t), t\right) \geqq 0, \quad t \geqq a \quad \text { and } \tag{3.20}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial H_{1}}{\partial v}(v, t) \geqq 0 \text { for each fixed } t \text { and } v_{0}(t) \leqq v \leqq w(t) \tag{3.21}
\end{equation*}
$$

Then the sequence $\left\{v_{n}\right\}_{n=0}^{\infty}$ defined in (3.16) converges, uniformly on compact subsets of $[a, b)$, to a solution $v=v(t)$ of (3.12) with $0<$ $v(t) \leqq w(t)$ on $[a, b)$.

Proof. Notice first that (3.20) and (3.21) imply that $H(w, t)$ satisfies (3.9) and (3.10), provided $v_{0}(t) \leqq w_{0}(t)$.

As in Lemma 3.1, $t^{2} v_{0}(t)>0, t \geqq a$ by (3.17) and $v_{n}(t)>v_{n-1}(t)$, $n=1,2, \cdots$ by induction. Furthermore, if the $w_{n}$ are as defined in (3.7), then $t^{2}\left(w_{0}(t)-v_{0}(t)\right) \geqq 0$ by (3.19) and for $n \geqq 1$ we get after some rearranging

$$
\begin{aligned}
t^{2}\left(w_{n}(t)-v_{n}(t)\right)= & \int_{a}^{t}(t-s)\left(H_{1}\left(w_{n-1}, s\right)-H_{1}\left(v_{n-1}, s\right)\right) d s \\
& +\int_{a}^{t}(t-s) s^{2} w_{n-1}\left(p_{1}(s)-p(s)\right) d s+P(t)+Q(t) \\
& -P_{1}(t)-Q_{1}(t)+\frac{3}{2} \int_{a}^{t} s\left(w_{n-1}^{2}-v_{n-1}^{2}\right) d s \geqq 0
\end{aligned}
$$

by (3.21), (3.19), (3.18) and induction. Hence, $\lim _{n \rightarrow \infty} v_{n}(t) \equiv v(t) \leqq w(t)$, as in Lemma 3.1, the convergence being uniform on compact subsets of $[a, b)$, and $v(t)$ is a solution of (3.12). This completes the proof.

Remark 3.4. Notice that the solution $v=v(t)$ of (3.12) obtained in the previous theorem satisfies $v(a)=g_{1}(a) / a^{2}=w(\alpha)$. If, in the definition of the sequence $\left\{v_{n}\right\}$ in (3.16), $g_{1}(a)$ is replaced by $g(a)$, $0<g(a)<g_{1}(a)$ (i.e., $v_{0}(t)$ is replaced by $v_{0}^{*}(t)$, where $v_{0}^{*}(t)$ is defined as in (3.16) with $g(a)$ instead of $g_{1}(a)$ ) then Theorem 2.3 may be applied to the new sequence $\left\{v_{n}^{*}\right\}$ so obtained, provided that (3.20) and (3.21) hold with $v_{0}$ replaced by $v_{0}^{*}$. Therefore, a second solution $v^{*}(t)$ may be obtained with $0<v^{*}(t) \leqq v(t)$ on $[a, b)$. Moreover, since $v^{*}(a)<v(a)$, it follows (by uniqueness of solutions of initial value problems) that $v^{*}(t)<v(t)$ on $[a, b)$. Thus, $\alpha(t) \equiv(2-v(t)) / t<$ $\beta(t) \equiv\left(2-v^{*}(t)\right) / t$ are lower and upper solutions of (3.11) so that $L_{1} y=0$ is disconjugate on $[a, b)$. This may be summarized as

Corollary 3.5. $L_{1} y=0$ is disconjugate on $[a, b)$ provided that the hypotheses of Theorem 3.3 hold and, in addition, that (3.20) and (3.21) hold with $v_{0}(t)$ replaced by $v_{0}^{*}(t)$, where $v_{0}^{*}(t)$ is defined as in (3.16) with $g_{1}(a)$ replaced by $g(a)$, for some $0<g(a)<g_{1}(a)$.

Before stating the next theorem the following definition and some notation will be introduced.

Definition 3.6. $L y=y^{\prime \prime \prime}+p y^{\prime}+q y=0$ is said to have property $A$ on the interval $[a, b)$ in case the solution with $y(a)=y^{\prime}(a)=$ $y^{\prime \prime}(a)-1=0$ satisfies $y>0, y^{\prime}>0, y^{\prime \prime}>0, y^{\prime \prime \prime} \leqq 0$ on $(a, b)$, and $y^{\prime \prime \prime} \not \equiv 0$ on any subinterval of $(a, b)$.

A sufficient condition for property $A$ to hold on [ $a,+\infty$ ) is (cf. [10], Lemma 3.1) that $L y=0$ be disconjugate on [ $a,+\infty$ ) and $p \geqq 0$, $q \geqq 0,2 q-p^{\prime} \geqq 0$ and $\not \equiv 0$ on any subinterval of [ $a,+\infty$ ). Another sufficient condition is (cf. [6]) that $L y=0$ be disconjugate on [a, $+\infty$ ) and $p \geqq 0, q>0$, and $p / q$ nondecreasing on $[a,+\infty)$.

If $L y=0$ has property $A$ and $y>0, y^{\prime}>0, y^{\prime \prime}>0, y^{\prime \prime \prime} \leqq 0$ on $(a, b)$, then $r(t)=y^{\prime}(t) / y(t), t>a$ satisfies $\lim _{t \rightarrow a+}(t-a) r(t)=2$. Therefore, if $\hat{w}=\hat{w}(t)$ is defined by

$$
\begin{align*}
& \hat{w}(t)=2-(t-a) r(t), t>a \\
& w(a)=0 \tag{3.22}
\end{align*}
$$

then noting that the function $F(t) \equiv(t-a) y^{\prime}(t)-y(t)$ satisfies $F(\alpha)=$ $0, F^{\prime \prime}>0, t>a$ it follows that $1<(t-a) y^{\prime}(t) / y(t), t>a$, i.e., that $\hat{w}(t)<1, t>a$. Similarly, by considering the function $F_{1}(t)=$ $(t-a) y^{\prime}(t)-2 y(t)$ which satisfies $F_{1}(a)=F_{1}^{\prime \prime}(a)=0$ and $F_{1}^{\prime \prime} \leqq 0$ and $\not \equiv 0$ on any subinterval $t \geqq a$, it follows that, $F_{1}<0, t \geqq a$, which implies $0<\hat{w}(t), t>a$. It follows that $\hat{w} \in C[a, b) \cap C^{2}(a, b)$. Furthermore,

$$
\begin{equation*}
\lim _{t \rightarrow a+}(t-a) \hat{w}^{\prime}(t)=\lim _{t \rightarrow a+}(t-a)^{2} \hat{w}^{\prime \prime}(t)=0 \tag{3.23}
\end{equation*}
$$

by l'Hospital's rule and some elementary manipulations. Therefore $\hat{w}$ satisfies the equation

$$
\left\{\begin{array}{l}
(t-a)^{2} \hat{w}^{\prime \prime}+4(t-a) \hat{w}^{\prime}-3(t-a) \hat{w} \hat{w}^{\prime}  \tag{3.24}\\
=-\hat{w}^{3}+3 \hat{w}^{2}-2 \hat{w}+(t-a)^{2} p(t)(2-\hat{w})+(t-a)^{3} q(t), \quad t>a
\end{array}\right.
$$

By (3.23) and (3.24) the corresponding integral equation is

$$
\begin{align*}
(t-a)^{2} \hat{w}(t)= & \int_{a}^{t}(t-s) \hat{H}(\hat{w}, s) d s+\hat{P}(t)+\hat{Q}(t)  \tag{3.25}\\
& +\frac{3}{2} \int_{a}^{t}(s-a) \hat{w}^{2} d s
\end{align*}
$$

where

$$
\hat{H}(\hat{w}, t)=\hat{w}^{2}\left(\frac{3}{2}-\hat{w}\right)-(t-a)^{2} p(t) \hat{w}, \hat{P}(t)=\int_{a}^{t}(t-s)(s-a)^{2} p(s) d s
$$

and $\hat{Q}(t)=\int_{a}^{t}(t-s)(s-a)^{3} q(s) d s$.
Similar notation $\widehat{P}_{1}(t), \hat{Q}_{1}(t), \hat{H}_{1}(\hat{v}, t)$ will be used in the integral equation corresponding to $L_{1} y=0$ :

$$
\begin{align*}
(t-a)^{2} \hat{v}(t)= & \int_{a}^{t}(t-s) \hat{H}_{1}(\hat{v}, s) d s+\hat{P}_{1}(t)+\hat{Q}_{1}(t)  \tag{3.26}\\
& +\frac{3}{2} \int_{a}^{t}(s-a) \hat{v}^{2} d s
\end{align*}
$$

The sequences $\left\{\hat{v}_{n}\right\}_{n=0}^{\infty},\left\{\hat{w}_{n}\right\}_{n=0}^{\infty}$ are defined for $t>a$ by

$$
\left\{\begin{align*}
(t-a)^{2} \hat{w}_{0}(t)= & \hat{P}(t)+\hat{Q}(t)  \tag{3.27}\\
(t-a)^{2} \hat{w}_{n}(t)= & \int_{a}^{t}(t-s) \hat{H}\left(\hat{w}_{n-1}, s\right) d s \\
& +\frac{3}{2} \int_{a}^{t}(t-s) \hat{w}_{n-1}^{2} d s+\hat{P}(t)+\hat{Q}(t)
\end{align*}\right.
$$

and

$$
\begin{align*}
(t-a)^{2} \hat{v}_{0}(t)= & \hat{P}_{1}(t)+\hat{Q}_{1}(t) \\
(t-a)^{2} \hat{v}_{n}(t)= & \int_{a}^{t}(t-s) \hat{H}_{1}\left(\hat{v}_{n-1}, s\right) d s  \tag{3.28}\\
& +\frac{3}{2} \int_{a}^{t}(t-s) \hat{v}_{n-1}^{2} d s+\hat{P}_{1}(t)+\widehat{Q}_{1}(t)
\end{align*}
$$

The following theorem may now be proved:
Theorem 3.7. Assume $L y=0$ has property A on $[a, b)$ and that

$$
\begin{equation*}
0 \leqq \hat{P}_{1}(t)+\widehat{Q}_{1}(t) \leqq \hat{P}(t)+\widehat{Q}(t), \quad t \geqq a \tag{3.29}
\end{equation*}
$$

Assume further that $p(t) \leqq p_{1}(t)$ and that

$$
\begin{equation*}
\hat{H}_{1}\left(\hat{v}_{0}(t), t\right)=\hat{v}_{0}^{2}\left(\frac{3}{2}-\hat{v}_{0}\right)-(t-\boldsymbol{a})^{2} p_{1}(t) \hat{v}_{0} \geqq 0 \quad \text { and } \tag{3.30}
\end{equation*}
$$

$$
\begin{align*}
& \frac{\partial \hat{H}_{1}}{\partial v}(\widehat{v}, t)=3 \hat{v}(1-\hat{v})-(t-a)^{2} p_{1}(t) \geqq 0 \text { for each fixed } t \text { and }  \tag{3.31}\\
& \hat{v}_{0}(t) \leqq \widehat{v} \leqq \widehat{w}
\end{align*}
$$

Then equation (3.26) has a solution $\hat{v}=\hat{v}(t)$ with $0<\hat{v}(t) \leqq \hat{w}(t)$ on ( $a, b$ ) and $L_{1} y=0$ has a positive solution on ( $a, b$ ). Further, if $q_{1} \geqq 0, t \geqq a$, then $L_{1} y=0$ is disconjugate on $[a, b)$.

Proof. The proof is similar to the proof of Theorem 3.3. The sequence $\left\{\hat{w}_{n}(t)\right\}_{n=0}^{\infty}$ converges monotonically to $\hat{w}(t)$ (uniformly on compact subsets of $[a, b)$ ). Likewise the sequence $\left\{v_{n}(t)\right\}_{n=0}^{\infty}$ is monotone increasing for each $t$ and satisfies

$$
\hat{w}_{n}(t)-\widehat{v}_{n}(t) \geqq 0, \quad n=0,1,2, \cdots
$$

Therefore, $\left\{\hat{v}_{n}(t)\right\}_{n=0}^{\infty}$ converges to a solution $\hat{v}(t)$ of (3.26) with $0<\hat{v}(t) \leqq \hat{w}(t)<1, t>a$. Hence, $y_{1}(t) \equiv \exp \left(\int_{t_{0}}^{t} \rho(s) d s\right)$, where $\rho(t)=$ $(2-\hat{v}(t)) /(t-a)$, and $a<t_{0}<b$, is a positive solution of $L_{1} y=0$ on $(a, b)$. Finally if $q_{1} \geqq 0, t \geqq a$, then $\alpha(t) \equiv 0$ and $\beta(t) \equiv \rho(t)$ are lower and upper solutions of (3.11) so that $L_{1} y=0$ is disconjugate on ( $a, b$ ) and hence on $[a, b)$.

Remark 3.8. The proof of the theorems in $\S 2$ follow from the previous results:

Proof of Theorem 2.1. By the comments following Definition 3.6, it follows that $L y=0$ has property A. Therefore, conditions (2.11) and (2.12) imply that both $L_{1}^{+} y \equiv y^{\prime \prime \prime}+q_{1}^{+} y=0$ and $L_{1}^{-} y \equiv$ $y^{\prime \prime \prime}+q_{1}^{-} y=0$ are disconjugate on $[a,+\infty)$, by Theorem 3.7. Hence, the equation $y^{\prime \prime \prime}-q_{1}^{-} y=0$ is also disconjugate on [ $a,+\infty$ ) (cf. [7], Theorem 4.7). Since $-q_{1}^{-}(t) \leqq q_{1}(t) \leqq q_{1}^{+}(t)$, it follows (cf. [11]) that $L_{1} y=0$ is disconjugate on $[a,+\infty)$.

Proof of Theorem 2.2. Let $\alpha=0, \beta=2 / 3 \sqrt{3}$ in the Euler equation (2.1), (i.e., $p(t) \equiv 0, q(t)=(2 / 3 \sqrt{3}) t^{-3}$ in Theorem 3.3. Then (2.1) has the solution $t^{\gamma}, \gamma=1+1 / \sqrt{3}$, and the corresponding solution of (3.3) is $w \equiv 2-\gamma=1-1 / \sqrt{3}<1$. Also, $g_{1}(a)=a^{2} \gamma_{0}$ and $g_{2}(a)=$ $a / \sqrt{3}$ so that if (2.13) holds, then (3.17) and (3.19) in Theorem 3.3
hold. Now (2.14) implies, on the one hand, that (3.18) holds and on the other, since $t^{2} p_{1}(t) \leqq k v_{0}(t), 0<k<1 / 2+1 / \sqrt{\overline{3}}$, it follows that (3.20) and (3.21) also hold. To see this, notice that $\left(3 / 2-v_{0}(t)\right) \geqq$ $(3 / 2-w(t))=1 / 2+1 / \sqrt{3}$ so that $t^{2} p_{1}(t) \leqq k v_{0}(t)<v_{0}(t)\left(3 / 2-v_{0}(t)\right)$, if $0<k<1 / 2+1 / \sqrt{3}$. Similarly, (3.21) holds if $3 v(1-v) \geqq t^{2} p_{1}(t)$ for $v_{0}(t) \leqq v \leqq w(t)=1-1 / \sqrt{3}<1 / 2$. But since the function $f(v)=$ $3 v(1-v)$ is increasing for $0<v<1 / 2$ it suffices to have

$$
3 v_{0}(t)\left(1-v_{0}(t)\right) \geqq t^{2} p_{1}(t)
$$

in order to satisfy (3.21). Again, since $1-v_{0}(t) \geqq 1-w(t)=1 / \sqrt{3}$, it follows that $3 v(1-v) \geqq \sqrt{3} v_{0}(t)>k v_{0}(t) \geqq t^{2} p_{1}(t)$. Therefore, all of the conditions of Theorem 3.3 hold. Furthermore, if $0<g(a)<$ $g_{1}(a)$ is chosen so that $(1 / 2+1 \sqrt{3}) g(a)>k g_{1}(a)$, then (2.14) implies that (3.20) and (3.21) hold with $v_{0}(t)$ replaced by $v_{0}^{*}(t)$, where $v_{0}^{*}(t)$ is defined as in (3.16) with $g_{1}(a)$ replaced by $g(a)$. Hence, Corollary 3.5 implies that $L_{1} y=0$ is disconjugate on $[a, b)$. This completes the proof of Theorem 2.2.

Proof of Corollary 2.3. If $q(t)$ has constant sign, it may be assumed that $q \geqq 0$ since the equation $y^{\prime \prime \prime}+q(t) y=0$ is disconjugate iff $y^{\prime \prime \prime}-q(t) y=0$ is disconjugate. Suppose then that (2.17) holds, $q \geqq 0$. The conclusion then follows immediately from Theorem 2.2.

Several additional examples will now be considered in order to more fully illustrate the results.

Example 3.9. Consider the Euler equation (2.1) with $-2<\alpha \leqq 1$ and $\beta=2((1-\alpha) / 3)^{3 / 2}-\alpha$, so that (2.1) is disconjugate and has the solution $t^{\gamma}, \gamma=1+((1-\alpha) / 3)^{1 / 2}$. Then $w(t) \equiv 2-\gamma=1-\left((1-\alpha)_{/} 3\right)^{1 / 2}$ satisfies $0<w<1, g_{1}(\alpha)=a^{2} \gamma, g_{2}(a)=a\left(\alpha / 2+((1-\alpha) / 3)^{1 / 2}\right)$. Therefore, (3.17), (3.18), and (3.19) of Theorem 3.3 hold if

$$
\begin{equation*}
\alpha \leqq t^{2} p_{1}(t), t \geqq a \quad \text { and } \tag{3.32}
\end{equation*}
$$

$$
\begin{align*}
-a\left(\frac{\alpha}{2}+\left(\frac{1-\alpha}{3}\right)^{1 / 2}\right)(t-a) & \leqq P_{1}(t)+Q_{1}(t)  \tag{3.33}\\
& \leqq\left(\frac{1-\alpha}{3}\right)^{3 / 2}(t-a)^{2}, \quad t \geqq a
\end{align*}
$$

Further, since $v_{0}(t)\left(3 / 2-v_{0}(t)\right) \geqq v_{0}(t)(3 / 2-w(t))=\left(1 / 2+((1-\alpha) / 3)^{1 / 2}\right) v_{0}(t)$ and $3 v(1-v) \geqq 3 v_{0}(t)(1-w(t))=\sqrt{3(1-\alpha)} v_{0}(t)$, for $v_{0}(t) \leqq v$, it follows that both (3.20) and (3.21) hold if

$$
\begin{equation*}
t^{2} p_{1}(t) \leqq k v_{0}(t), \quad \text { where } \quad k \quad \text { satisfies } \tag{3.34}
\end{equation*}
$$

$$
\begin{equation*}
k<k_{0} \equiv \min \left[\sqrt{3(1-\alpha)}, \frac{1}{2}+\left(\frac{1-\alpha}{3}\right)^{1 / 2}\right] \tag{3.35}
\end{equation*}
$$

Finally, if $0<g(a)<g_{1}(\alpha)$ is chosen so that

$$
\begin{equation*}
k_{0} g(a)>k g_{1}(a) \tag{3.36}
\end{equation*}
$$

then (3.34) implies that (3.20) and (3.21) hold with $v_{0}(t)$ replaced by $v_{0}^{*}(t)$ where $v_{0}^{*}(t)$ is defined as in (3.16) with $g(a)$ replacing $g_{1}(a)$. It is worth noting that if $\alpha>0$ and if (3.32) and (3.34) hold, then

$$
\begin{equation*}
\alpha t^{2} \leqq t^{4} p_{1}(t) \leqq k t^{2} v_{0}(t) \leqq k\left(\frac{1-\alpha}{3}\right)^{3 / 2} t^{2}+0(t), \quad t \rightarrow \infty \tag{3.37}
\end{equation*}
$$

Thus, it is necessary that

$$
\begin{equation*}
\alpha<k\left(\frac{1-\alpha}{3}\right)^{3 / 2} \tag{3.38}
\end{equation*}
$$

so that by (3.35) it is necessary that

$$
\begin{equation*}
\alpha<\frac{(1-\alpha)^{2}}{3} \quad \text { and } \quad \alpha<\frac{(1-\alpha)^{2}}{9}+\frac{1}{2}\left(\frac{1-\alpha}{3}\right)^{3 / 2} \tag{3.39}
\end{equation*}
$$

To summarize this example: $L_{1} y=0$ is disconjugate on $[a,+\infty$ ) if there exists $\alpha,-2<\alpha<1$ so that (3.32)-(3.36) and (3.39) hold.

Example 3.10. Consider the Euler equation (2.1) again and assume $-2<\alpha<0$ and

$$
\begin{equation*}
\alpha \leqq t^{2} p_{1}(t) \leqq 0, \quad t \geqq a \tag{3.40}
\end{equation*}
$$

In this case conditions (3.20) and (3.21) hold trivially so that $L_{1} y=0$ is disconjugate on $[a,+\infty)$ in case (3.40) and (3.33) hold. As a specific example, let $\alpha=-1 \equiv t^{2} p_{1}(t)$ and let

$$
t^{3} q_{1}(t) \equiv k_{1}+1-\left(k_{1}+k_{2}\right) \cos (t-a),
$$

where $0<a<+\infty, k_{1}=2(2 / 3)^{3 / 2}, k_{2}=a\left((2 / 3)^{1 / 2}-1 / 2\right)$. Then $t^{2} p_{1}(t)+$ $t^{3} q_{1}(t)=k_{1}-\left(k_{1}+k_{2}\right) \cos (t-a)$ so that $P_{1}(t)+Q_{1}(t)=\left(k_{1} / 2\right)(t-a)^{2}+$ $\left(k_{1}+k_{2}\right)(\cos (t-a)-1) \leqq(2 / 3)^{3 / 2}(t-a)^{2}, t>a$. Also, $P_{1}(t)+Q_{1}(t)+$ $k_{2}(t-a)>0, t>a$, and hence $L_{1} y=0$ is disconjugate on $[a,+\infty)$. This behavior may not be deduced from any other criteria known to the author.

The examples given above are, of course, sharp by virtue of the Euler equation and, as noted, reasonably simple examples may be found whose disconjugate behavior may not be determined by known criteria.

Example 3.11. To find an example of a disconjugate equation $L_{1} y=0$ with $\lim \sup _{t \rightarrow \infty} q_{1}(t)=+\infty$ is straightforward. For convenience assume $p_{1} \equiv 0$ and let $q_{1} \in C[1,+\infty)$ with $q_{1}(t)>0$ and

$$
\begin{equation*}
q_{1}(n)=n \quad \text { and } \quad \int_{1}^{t} s^{3} q_{1}(s) d s<\frac{2(t-1)}{3 \sqrt{3}}, \quad t>1 \tag{3.41}
\end{equation*}
$$

Clearly, (3.41) can be satisfied by infinitely many $q_{1} \in C[1,+\infty)$. Disconjugacy follows by Theorem 2.1.

Example 3.12. As a final example using an equation other than the Euler equation for comparison, notice that equation

$$
\begin{equation*}
L y=y^{\prime \prime \prime}+q(t) y=0, q \in C[a, b], q \geqq 0, a<b<+\infty \tag{3.42}
\end{equation*}
$$

has property A on $[a, b]$ provided

$$
\begin{equation*}
\int_{a}^{b}(s-a)^{2} q(s) d s \leqq \frac{1}{2} \tag{3.43}
\end{equation*}
$$

To see this, let $y=y(t)$ be the solution of (3.42) with $y(a)=y^{\prime}(a)=$ $y^{\prime \prime}(a)-1=0$ and suppose there exists $a<t_{0} \leqq b$ with $y^{\prime \prime}\left(t_{0}\right)=0$ and $y^{\prime \prime}>0$ on $\left[a, t_{0}\right)$. Multiplying (3.42) by $y$ and integrating by parts yields

$$
\begin{equation*}
\int_{a}^{t} q(s) y^{2}(s) d s=\frac{\left(y^{\prime}\left(t_{0}\right)\right)^{2}}{2} \tag{3.44}
\end{equation*}
$$

By the Mean Value Theorem, $y(t)<y^{\prime}(t)(t-a), a<t<t_{0}$, so by (3.44) we obtain

$$
\begin{equation*}
\frac{\left(y^{\prime}\left(t_{0}\right)\right)^{2}}{2} \int_{a}^{t_{0}} q(s)(s-a)^{2} d s>\frac{\left(y^{\prime}\left(t_{0}\right)\right)^{2}}{2} \tag{3.45}
\end{equation*}
$$

so that $\int_{a}^{t_{0}} q(s)(s-a)^{2} d s>1 / 2$, a contradiction. Now using $q(t) \equiv$ $3 / 2(b-a)^{3}, p(t) \equiv 0$ in Theorem 3.7, it follows by (3.43) that $L y=0$ has property A (and is disconjugate) on $[a, b]$. Therefore, $L_{1} y=$ $y^{\prime \prime \prime}+q_{1} y=0$ is disconjugate on $[a, b]$ in case either

$$
\begin{align*}
0 & \leqq \int_{a}^{t}(t-s)(s-a)^{3} q_{1}(s) d s \leqq \frac{3}{2(b-a)^{3}} \int_{a}^{t}(t-s)(s-a)^{3} d s  \tag{3.46}\\
& =\frac{3}{40} \frac{(t-a)^{5}}{(b-a)^{3}}, \quad a<t \leqq b
\end{align*}
$$

(by Theorem 3.7)
or

$$
\begin{cases}\int_{a}^{t}(t-s)(s-a)^{3} q_{1}^{+}(s) d s \leqq \frac{3}{40} \frac{(t-a)^{s}}{(b-a)^{3}}, & a<t \leqq b  \tag{3.47}\\ \int_{a}^{t}(t-s)(s-a)^{3} q_{1}^{-}(s) d s \leqq \frac{3}{40} \frac{(t-a)^{5}}{(b-a)^{3}}, & a<t \leqq b\end{cases}
$$

(by Theorem 2.1).
It is not claimed that the conditions of this example are sharp. The point of this example is that it may occasionally be preferable to test disconjugacy for an equation on a particular interval where a comparison using the Euler equation gives an inferior result. For example, with $p_{1} \equiv 0, q_{1} \equiv k>0$, Theorem 2.2 implies that $y^{\prime \prime \prime}+k y=$ 0 is disconjugate on $[a,+\infty$ ) if $k \leqq 2 / 3 \sqrt{3}$ (and hence is disconjugate on any subinterval of $[a,+\infty)$ ). On the other hand $y^{\prime \prime \prime}+k y=0$ is disconjugate on $[a, b]$ in case $k \leqq k_{0} \equiv 3 / 2(b-a)^{3}$ and $k_{0}>2 / 3 \sqrt{3}$ if $b-a<(9 \sqrt{3} / 4)^{1 / 3}=1.573 \cdots$.
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