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#### Abstract

This work concerns boundary value problems for a class of nonlinear equations modeled on the physical equations for a capillary free surface in a gravitational field. The results consist principally of estimates for the height of a solution in an exterior domain. Structure conditions reflecting the nonlinearity of the mean curvature operator are imposed on a class of symmetric variational operators in terms of the Legendre transform of the variational integrand. Estimates are found for the boundary height of a rotationally symmetric solution in the exterior of a ball of radius $R$. These estimates, which are valid for any $R$, are shown to be asymptotically exact as $R$ tends to zero or infinity. This provides a proof of the asymptotic behavior of the boundary height which previously has been derived by a formal perturbation method. An asymptotic characterization of the solution in a neighborhood of the boundary is also given. For a general domain estimates are obtained from a maximum principle due to Finn in which the symmetric solutions serve as comparison functions.


1. Preliminaries. We begin by formulating the "standard" capillarity problem on an exterior domain $n$ dimensional space; the physical case is $n=2$. Let $\Omega \subset R^{n}$ be an exterior domain whose boundary, $\Sigma$, is a compact $C^{1}$ hypersurface. When the generalized (vertical) cylinder $\Sigma \times \boldsymbol{R}$ is immersed in an infinite reservoir of fluid, the action of capillarity gives rise to a free surface of static equilibrium in the outside of the cylinder. Let the height of this capillary free surface, assumed nonparametric over $\Omega$, be given by the scalar function $u(x), x=\left(x_{1}, \cdots, x_{n}\right) \in \Omega$. Physical principles assert that the equilibrium free surface minimizes the functional

$$
\begin{equation*}
E[u]=\sigma \int_{\Omega}\left(\sqrt{1}+|\nabla u|^{2}-1\right) d x+\frac{1}{2} \rho g \int_{\Omega} u^{2} d x-\sigma \beta \int_{\Sigma} u d S \tag{1.1}
\end{equation*}
$$

$d x$ is $n$ dimensional measure on $\Omega$ and $d S$ is ( $n-1$ ) dimensional measure on $\Sigma$. The physical constants appearing in (1.1) are: $\sigma$, the surface tension; $\rho$, the difference of densities across the free surface; and, $g$, the gravitational acceleration. The dimensionless constant $\beta$ is a characteristic of the materials interfacing at the boundary; $\beta$ satisfies $|\beta| \leqq 1$ and $\gamma=\cos ^{-1} \beta(0 \leqq \gamma \leqq \pi)$ is known as the contact angle. The equilibrium condition $\delta E[u]=0$ yields the Euler equations

$$
\begin{align*}
& \nabla \cdot\left\{\left(1+|\nabla u|^{2}\right)^{-1 / 2} \nabla u\right\}=\kappa u \quad \text { in } \quad \Omega  \tag{1.2}\\
& \nu \cdot\left\{\left(1+|\nabla u|^{2}\right)^{-1 / 2} \nabla u\right\}=\beta \quad \text { on } \quad \Sigma \tag{1.3}
\end{align*}
$$

where $\kappa=\rho g / \sigma$ is the capillarity constant and $\nu$ is the outer unit normal on $\Sigma$. We note that in (1.2)

$$
\begin{equation*}
M u=\nabla \cdot\left\{\left(1+|\nabla u|^{2}\right)^{-1 / 2} \nabla u\right\} \tag{1.4}
\end{equation*}
$$

is the mean curvature operator. When considering an exterior domain $\Omega$ it is natural to require that

$$
\begin{equation*}
\lim _{x \rightarrow \infty} u(x)=0 ; \tag{1.5}
\end{equation*}
$$

in fact, it can be shown that this property is possessed by any solution of equation (1.2) defined in a neighborhood of infinity.

The questions of existence and regularity for solutions of (1.2, 1.3) under certain restrictions on the exterior domain $\Omega$ and the boundary data $\beta$ have been dealt with by Gerthardt [5, 6].

We consider a class of symmetric variational equations generalizing the capillarity equations (1.2, 1.3). While the analysis to follow is carried out using methods appropriate to the general case, the theorems yield new results when specialized to the case of capillary free surfaces.

Let $F(s) \in C^{2}[0, \infty)$ and $G(u) \in C^{2}(-\infty, \infty)$ be given satisfying

$$
\begin{equation*}
F_{s}(0)=0 \text { and } F_{s s}(s)>0 \text { for all } s \in[0, \infty), \tag{1.6}
\end{equation*}
$$

$$
\begin{equation*}
G(0)=G_{u}(0)=0 \quad \text { and } \quad G_{u u}(u)>0 \quad \text { for all } \quad u \in(-\infty, \infty) \tag{1.7}
\end{equation*}
$$

For convenience we write $F(p)$ when considering $F(s)$ as a function of $p=\left(p_{1}, \cdots, p_{n}\right), s=|p|$.

We consider the boundary value problem ${ }^{1)}$

$$
\begin{gather*}
\frac{\partial}{\partial x_{i}} F_{p_{i}}(\nabla u)=G_{u}(u) \quad \text { in } \quad \Omega  \tag{1.8}\\
\nu_{i} F_{p_{i}}(\nabla u)=\varphi_{u}(x, u) \quad \text { on } \quad \Sigma ; \tag{1.9}
\end{gather*}
$$

namely, the Euler equations for the functional

$$
\begin{equation*}
J[u]=\int_{\Omega}\{F(|\nabla u|)+G(u)\} d x-\int_{\Sigma} \varphi(x, u) d S \tag{1.10}
\end{equation*}
$$

Here, $\varphi(x, u) \in C^{2}(\Sigma \times \boldsymbol{R})$ is prescribed boundary data and may have to satisfy certain conditions depending on $F(s)$. Strictly speaking we must seek solutions $u(x)$ of (1.8, 1.9) in the class $C^{2}(\Omega) \cap C^{1}(\bar{\Omega})$; however, it is of interest to consider solutions $u(x)$ which are not
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in $C^{1}(\bar{\Omega})$. For $u(x) \in C^{2}(\Omega) \cap C^{0}(\bar{\Omega})$ we may replace (1.9) by the condition

$$
\lim _{\left.x \rightarrow x_{0} x \in\right\rangle} \nu_{\imath} F_{p_{\imath}}(\nabla u)=\left.\rho_{u}(x, u)\right|_{x=x_{0}} \text { for all } x_{0} \in \Sigma
$$

provided this limit exists ( $\nu$ is extended continuously to a neighborhood of $\Sigma$ ).

It is evident from (1.6) that the quasilinear operator

$$
\begin{equation*}
N u=\frac{\partial}{\partial x_{i}} F_{p_{i}}(\nabla u) \tag{1.11}
\end{equation*}
$$

appearing in (1.8) is elliptic. In $\S 2$ we impose structure conditions on $N u$ making it the appropriate generalization (for our purposes) of the mean curvature operator $M u$. Under these conditions any solution of $(1.8,1.9)$ will satisfy the natural requirement (1.5).

The following variant of a maximum principle due to Concus and Finn $[1,2]$ is fundamental to our discussion.

THEOREM 1.1. Suppose $\varphi_{u x}(x, u) \leqq 0$ for all $(x, u) \in \Sigma \times \boldsymbol{R}$.
Let $u(x), v(x) \in C^{2}(\Omega) \cap C^{0}(\bar{\Omega})$ satisfy

$$
\begin{array}{ll}
\frac{\partial}{\partial x_{i}} F_{p_{i}}(\nabla u) \leqq G_{u}(u) & x \in \Omega \\
\lim _{x \rightarrow x_{0}, x \in \Omega} \nu_{i} F_{p_{i}}(\nabla u) \geqq\left.\varphi_{u}(x, u)\right|_{x=x_{0}} & x_{0} \in \Sigma \\
\frac{\partial}{\partial x_{i}} F_{p_{i}}(\nabla v) \geqq G_{u}(v) & x \in \Omega \\
\lim _{x \rightarrow x_{0}, x \in!} \sup _{2} \nu_{\imath} F_{p_{i}}(\nabla v) \leqq\left.\varphi_{u}(x, v)\right|_{x=x_{0}} & x_{0} \in \Sigma \tag{1.13}
\end{array}
$$

and $\lim _{x \rightarrow \infty} u(x)=\lim _{x \rightarrow \infty} v(x)=0$. Then $u(x) \geqq v(x), x \in \Omega$.
We say $u(x)$ is a supersolution and $v(x)$ is a subsolution of problem (1.8, 1.9).

Proof. The proof given in Concus and Finn [1, 2] for a bounded domain $\Omega$ and with $F(s)=\sqrt{1+s^{2}}$ is easily adapted to yield this theorem.

Throughout the remainder of the paper we shall assume that the hypothesis

$$
\begin{equation*}
\varphi_{u u}(x, u) \leqq 0 \quad \text { for all }(x, u) \in \Sigma \times \boldsymbol{R} \tag{1.14}
\end{equation*}
$$

is fulfilled by the prescribed boundary data. For capillary free surfaces this means that we may consider cylinders $\Sigma \times \boldsymbol{R}$ composed of inhomogeneous material provided that the contact angle $\gamma(x, u)$ is nondecreasing in $u$.

Since much of the analysis to follow will concern rotationally
symmetric solutions $u(r), r=|x|$, on the domain $\widetilde{B}_{R}=\{x:|x|>R\}$ (or the limiting case when $R \rightarrow \infty$ and $u$ is a one dimensional solution on a half-space), we extend the definition of $F(s)$ to $s \in(-\infty, \infty)$ in order to make convenient the application of $N$ to $u(r)$. If $F_{s}(s)$ is extended as an odd function on $(-\infty, \infty)$ then $F(s)$ becomes an even $C^{2}$ function on $(-\infty, \infty)$ and, furthermore, we have

$$
\begin{equation*}
F_{p_{i}}(\nabla u)=F_{s}\left(u_{r}\right) \frac{x_{i}}{r} \tag{1.15}
\end{equation*}
$$

when $u_{r}$ takes either sign. When considering rotationally symmetric solutions we must restrict the boundary data to be of the form

$$
\begin{equation*}
\varphi(x, u)=\beta u, \quad \beta=\text { constant } \tag{1.16}
\end{equation*}
$$

as in the capillarity problem with constant contact angle. The boundary value problem $(1.8,1.9)$ for $u(r)$ on $\widetilde{B}_{R}$ is given by the ordinary differential equations

$$
\begin{gather*}
\frac{1}{r^{n-1}} \frac{d}{d r}\left(r^{n-1} F_{s}\left(u_{r}\right)\right)=G_{u}(u) \quad r>R  \tag{1.17}\\
-F_{s}\left(u_{r}\right)=\beta \quad r=R . \tag{1.18}
\end{gather*}
$$

The following theorem, derived from the preceding maximum principle, allows rotationally symmetric solutions to be used as comparison functions.

Theorem 1.2. Suppose $\Omega \subset \widetilde{B}_{R}$ for some $R>0$. Let $u(x)$ be a solution of $(1.8,1.9)$ in $\Omega$ and let $v(r)$ be a solution of (1.17, 1.18) in $\widetilde{B}_{R}$ with $v_{r}<0$ and $v_{r r}>0$ for $r>R$. If $\varphi_{u}(x, u(x)) \geqq \beta$ for all $x \in \Sigma$, then $u \geqq v$ in $\Omega$.

Proof. By Theorem 1.1 it suffices to show that $\nu_{i} F_{p_{i}}(\nabla u) \geqq$ $\nu_{i} F_{p_{i}}(\nabla v)$ on $\Sigma$. Let $\xi_{i}=v_{x_{i}} /|\nabla v|$. For $x \in \Sigma, \nu_{i} F_{p_{i}}(\nabla v) \leqq \xi_{i} F_{p_{i}}(\nabla v)=$ $F_{s}(|\nabla v|)=-F_{s}\left(v_{r}(|x|)\right)$. Using (1.6) and $v_{r r}>0$ we obtain

$$
-F_{s}\left(v_{r}(|x|)\right)<-F_{s}\left(v_{r}(R)\right),
$$

hence $\nu_{i} F_{p_{i}}(\nabla v)<-F_{\mathrm{s}}\left(v_{r}(R)\right)=\beta \leqq \varphi_{u}(x, u(x))=\nu_{i} F_{p_{i}}(\nabla u)$ as required.
As is evident from the proof, the theorem also holds when $v_{r}>0$ and $v_{r r}<0$. For a given domain $\Omega$ the preceding theorem holds, of course, for any ball contained in the complement of $\Omega$.

This theorem, allowing the comparison of two capillary free surfaces defined on two different domains, is due to Finn [4]. As is pointed out in [4], the result is false for two arbitrary domains, one containing the other. A complementary result to Theorem 1.2
is the following corollary of Theorem 1.1: If $\Omega \supset \widetilde{B}_{R}$ for some $R>0$ and $u(x)$ is a solution of $(1.8,1.9)$ in $\Omega$ and $w(r)$ is a solution of (1.17) in $\widetilde{B}_{R}$ with $w_{r}(R)=-\infty$, then $u \leqq w$ in $\widetilde{B}_{R}$.

In view of the above results we focus our attention on height estimates for rotationally symmetric solutions on $\widetilde{B}_{R}$. In $\S 2$ we find structure conditions on the operator $N u$ which are necessary and sufficient for the existence of solutions $u=u(r ; R, \beta)$ of $(1.17,1.18)$ for all appropriate $\beta$. The boundary height $u(R ; R, \beta)$ is characterized asymptotically as $R \rightarrow 0$ and as $R \rightarrow \infty$ in $\S 3$. The results of $\S 3$ are applied in $\S 4$ to give asymptotic estimates on the solution $u(r$; $R, \beta$ ) in a neighborhood of the boundary as $R \rightarrow 0$.
2. Structure conditions. By structure conditions on the operator $N u$ defined by (1.11) we mean conditions on the behavior of $F(s)$ as $s \rightarrow \infty$; these we impose in terms of the Legendre transform of $F(s)$.

The Legendre transform ( $\sigma, \Phi(\sigma)$ ) of ( $s, F(s)$ ) is defined to be

$$
\begin{equation*}
\sigma=F_{s}, \Phi=-s \sigma+F \tag{2.1}
\end{equation*}
$$

We note that $\Phi$ may be considered as a function of the new independent variable $\sigma$ because of the Legendre condition (1.6). Clearly, $\sigma$ is an odd $C^{1}$ function of $s$ and $\Phi$ is an even $C^{1}$ function of $\sigma$. The transformation possesses the involutive property:

$$
\begin{equation*}
\Phi_{o}=-s . \tag{2.2}
\end{equation*}
$$

Our requirement is that both $\sigma$ and $\Phi$ be bounded as $s \rightarrow \infty$; in fact, it is not hard to show that the boundedness of $\Phi$ implies the boundedness of $\sigma$.

Since $\sigma$ is strictly increasing in $s, \lim _{s \rightarrow \infty} \sigma$ exists. Multiplying equations $(1.8,1.9)$ by a positive constant we may assume that

$$
\begin{equation*}
\lim _{s \rightarrow \infty} \sigma=1 \tag{2.3}
\end{equation*}
$$

This normalization constrains the boundary data in (1.9) since

$$
\left|\varphi_{u}(x, u)\right| \leqq\left\{\sum_{1}^{n} F_{p_{i}}(\nabla u)^{2}\right\}^{3 / 2}=F_{s}(|\nabla u|) \leqq 1
$$

Henceforth we assume that the boundary data is prescribed so that

$$
\begin{equation*}
\left|\varphi_{u}(x, u)\right| \leqq 1 \quad \text { for all } \quad(x, u) \in \Sigma \times \boldsymbol{R} . \tag{2.4}
\end{equation*}
$$

In particular, in (1.18) we have $|\beta| \leqq 1$. Also, since $\Phi$ is strictly decreasing in $\sigma, \lim _{\sigma \rightarrow 1} \Phi$ exists. As equations $(1.8,1.9)$ are unchanged when $\Phi$ and $F$ are replaced by $\Phi+C$ and $F+C$ we may assume, after an appropriate choice of $C$, the normalized requirement

$$
\begin{equation*}
\lim _{\sigma \rightarrow 1} \Phi=0 \tag{2.5}
\end{equation*}
$$

The two (normalized) structure conditions (2.3, 2.5) on the operator $N u$ will be assumed throughout. For the capillarity problem, where $N u$ is the mean curvature operator, $F(s)=\sqrt{1+s^{2}}$ and hence

$$
\begin{equation*}
\sigma=\frac{s}{\sqrt{1+s^{2}}}, \quad \Phi=\sqrt{1-\sigma^{2}} ; \tag{2.6}
\end{equation*}
$$

clearly ( $2.3,2.5$ ) are satisfied in this case.
The rotationally symmetric solutions on $\widetilde{B}_{R}$ are supplied by the following theorem.

TheOrem 2.1. There exists a unique solution $u=u(r ; R, \beta)$ of (1.17, 1.18) for every $0<R<\infty$ and $0 \leqq \beta \leqq 1$. For $0 \leqq \beta<1$, $u \in C^{2}(R, \infty) \cap C^{1}[R, \infty)$; for $\beta=1, u \in C^{2}(R, \infty) \cap C^{0}[R, \infty)$. If $\beta=0$, then $u \equiv 0$; if $0<\beta \leqq 1$, then $u>0, u_{r}<0, u_{r r}>0, \lim _{r \rightarrow \infty} u=\lim _{r \rightarrow \infty} u_{r}=0$.

This result is a direct generalization of the work of the work of Johnson and Perko [9] for two dimensional capillary free surfaces. Uniqueness is immediate from the maximum principle, Theorem 1.1. A detailed proof of existence is contained in Perko [10]; under conditions (1.6, 1.7), our structure conditions are equivalent to the hypotheses of the latter paper.

In the above theorem it suffices to consider $0 \leqq \beta \leqq 1$ since for $-1 \leqq \beta \leqq 0$ we may take the solution $u(r)=-\tilde{u}(r)$ where $\tilde{u}(r)$ solves $(1.17,1.18)$ with $G_{u}(u)$ replaced by $-G_{u}(-\tilde{u})$ and $\beta$ replaced by $-\beta$.

The operator $N u$ when applied to $u=u(r ; R, \beta)$ may be expressed in a form fundamental to the subsequent analysis. From (2.2) it follows that

$$
\begin{align*}
\frac{d}{d r} F_{s}\left(u_{r}\right) & =u_{r} \frac{d}{d u} F_{s}\left(u_{r}\right) \\
& =-\Phi_{o}\left(F_{s}\left(u_{r}\right)\right) \frac{d}{d u} F_{s}\left(u_{r}\right)  \tag{2.7}\\
& =-\frac{d}{d u} \Phi\left(F_{s}\left(u_{r}\right)\right) .
\end{align*}
$$

Therefore we have

$$
\begin{equation*}
N u=-\frac{d}{d u} \Phi\left(F_{s}\left(u_{r}\right)\right)+\frac{n-1}{r} F_{s}\left(u_{r}\right) . \tag{2.8}
\end{equation*}
$$

We remark that the structure conditions imposed on $\sigma$ and $\Phi$ are, in fact, necessary for the existence of a solution $u=u(r ; R, 1)$ with $u \in C^{2}(R, \infty) \cap C^{0}[R, \infty)$. Let $\hat{R} \in(R, \infty)$ be fixed. Integrating
(1.17) in $r$ and then, using (2.8), in $u$ we obtain respectively

$$
\begin{gathered}
\hat{R}^{n-1} F_{\mathrm{s}}\left(u_{r}(\hat{R})\right)-R^{n-1} F_{\mathrm{s}}\left(u_{r}(R)\right)=\int_{R}^{\hat{R}} r^{n-1} G_{u}(u(r)) d r \\
\Phi\left(F_{s}\left(u_{r}(\hat{R})\right)\right)-\Phi\left(F_{s}\left(u_{r}(R)\right)\right)+\int_{u(\hat{R})}^{u(R)} \frac{n-1}{r} F_{s}\left(u_{r}\right) d u=G(u(R))-G(u(\hat{R})) .
\end{gathered}
$$

Since $\sup _{r \in(R, \hat{R})} u(r)=u(R)<\infty$ and $\left|u_{r}(\hat{R})\right|<\infty$, it follows that $\left|F_{s}\left(u_{r}(R)\right)\right|,\left|\Phi\left(F_{s}\left(u_{r}(R)\right)\right)\right|<\infty$. But $u_{r}(R)=-\infty$ since $\beta=1$; hence $\sigma=F_{s}$ and $\Phi\left(F_{s}\right)$ are bounded as $s \rightarrow \infty$.

The one-dimensional solutions $u\left(x_{1}\right)$ on the half-space $H_{1}=$ $\left\{x \in \boldsymbol{R}^{n}: x_{1}>0\right\}$ can be considered as the limiting form of the solutions $u(r ; R, \beta)$ as $R \rightarrow \infty$. To simplify notation we write $x=x_{1}$. The equations for $u(x)$ are

$$
\begin{align*}
\frac{d}{d x} F_{s}\left(u_{x}\right) & =G_{u}(u) \quad x>0  \tag{2.9}\\
-F_{s}\left(u_{x}\right) & =\beta \quad x=0 \tag{2.10}
\end{align*}
$$

Theorem 2.2. There exists a unique solution $u=u(x ; \infty, \beta)$ of (2.9, 2.10) for every $0 \leqq \beta \leqq 1$. For $0 \leqq \beta<1, u \in C^{2}(0, \infty) \cap C^{1}[0, \infty)$; for $\beta=1, u \in C^{2}(0, \infty) \cap C^{0}[0, \infty)$. If $\beta=0$, then $u \equiv 0$; if $0<\beta \leqq 1$, then $u>0, u_{x}<0, u_{x x}>0, \lim _{x \rightarrow \infty} u=\lim _{x \rightarrow \infty} u_{x}=0$.

Proof. We may assume $\beta \neq 0$. Let $u_{\infty, \beta}$ be determined by the relation

$$
\begin{equation*}
G\left(u_{\infty, \beta}\right)=\Phi(0)-\Phi(-\beta) . \tag{2.11}
\end{equation*}
$$

An explicit formula for the inverse of the solution is given by

$$
\begin{equation*}
x(u)=\int_{u}^{u_{\infty}, \beta} \frac{d u^{\prime}}{F_{s}^{-1}\left(\Phi^{-1}\left(\Phi(0)-G\left(u^{\prime}\right)\right)\right)}, 0<u \leqq u_{\infty, \beta}, \tag{2.12}
\end{equation*}
$$

where $\Phi^{-1}$ is the positive branch. To derive this formula we observe that by (2.7) (with $r$ replaced by $x$ ) equation (2.9) admits the first integral

$$
\Phi\left(F_{s}\left(u_{x}\right)\right)+G(u)=\Phi(0), \quad x>0
$$

The stated properties of the solutiou are now easily verified.
3. Boundary height estimates. In this section we find estimates for the boundary height $u(R ; R, \beta)$ of the solutions of Theorem 2.1. These results allow us to characterize $u(R ; R, \beta)$ asymptotically as $R \rightarrow 0$ and as $R \rightarrow \infty$. The estimation is achieved by comparing certain expressions in the solution $u(r)$ of the given equation $N u=$
$G_{u}$ with corresponding expressions in $z(r)$ where $z(r)$ is the solution of the homogeneous equation $N z=0$.

Let $z=z(r ; R, \beta)$ be the solution of

$$
\begin{equation*}
N z=0 \quad r>R \tag{3.1}
\end{equation*}
$$

$$
\begin{equation*}
z=0,-F_{s}\left(z_{r}\right)=\beta \quad r=R \tag{3.2}
\end{equation*}
$$

An integration yields the solution explicitly:

$$
\begin{equation*}
z(r ; R, \beta)=\int_{R}^{r} F_{s}^{-1}\left(-\beta(R / \rho)^{n-1}\right) d \rho \tag{3.3}
\end{equation*}
$$

The solution satisfies $z<0, z_{r}<0, z_{r r}>0$ on $r>R$ for $0<\beta \leqq 1$. When $\beta=1$ the integrand of (3.3) becomes singular at $r=R$; its integrability can be verified using conditions (2.3, 2.5). We let $r(z ; R, \beta)$ denote the inverse function of $z(r ; R, \beta)$.

Theorem 3.1. Let $u=u(r ; R, \beta)$ be the solution of Theorem 2.1 with $0<\beta \leqq 1$ and let $u_{R, \beta}=u(R ; R, \beta)$. Then there holds for all $0<R<\infty$

$$
\begin{equation*}
T(R ; \beta)<u_{R, \beta}<u_{\infty, \beta}=G^{-1}(\Phi(0)-\Phi(-\beta)) \tag{3.4}
\end{equation*}
$$

where $T(R ; \beta)$ is a positive, increasing, $C^{1}$ function of $R$ defined implicitly by

$$
\begin{equation*}
S(T / R)=G(T) \tag{3.5}
\end{equation*}
$$

with

$$
\begin{equation*}
S(w)=(n-1) \beta \int_{z(\infty ; 1, \beta)}^{-w} r(z ; 1, \beta)^{-n} d z \tag{3.6}
\end{equation*}
$$

Proof. Using (2.8) we express equation (1.17) in the form

$$
\begin{equation*}
-\frac{d}{d u} \Phi\left(F_{s}\left(u_{r}\right)\right)+\frac{n-1}{r} F_{s}\left(u_{r}\right)=\frac{d}{d u} G(u), \tag{3.7}
\end{equation*}
$$

from which we conclude

$$
\begin{equation*}
\Phi(0)-\Phi(-\beta)+\int_{0}^{u_{R, \beta}} \frac{n-1}{r} F_{s}\left(u_{r}\right) d u=G\left(u_{R, \beta}\right) \tag{3.8}
\end{equation*}
$$

Since the integral appearing in (3.8) is negative we immediately obtain the upper bound in (3.4). To find the lower bound we must estimate this integral. Integrating (3.1) in $z$ we are lead to

$$
\begin{equation*}
\Phi(0)-\Phi(-\beta)+\int_{z(\infty ; R, \beta)}^{0} \frac{n-1}{r} F_{s}\left(z_{r}\right) d z=0 \tag{3.9}
\end{equation*}
$$

where

$$
z(\infty ; R, \beta)= \begin{cases}-\infty & n=2 \\ \text { finite } & n>2\end{cases}
$$

We now claim the following:

$$
\begin{equation*}
-\int_{0}^{u_{R, \beta}} \frac{n-1}{r} F_{s}\left(u_{r}\right) d u<-\int_{-u_{R, s}}^{0} \frac{n-1}{r} F_{s}\left(z_{r}\right) d z \tag{3.10}
\end{equation*}
$$

It is convenient to set $y(r)=z(r)+u_{R, \beta}$. Since $N y<N u$ on $(R, \infty)$ and also $y(R)=u(R), F_{s}\left(y_{r}(R)\right)=F_{\mathrm{s}}\left(u_{r}(R)\right)$ it follows that for $r>R$

$$
\begin{gather*}
F_{s}\left(y_{r}(r)\right)<F_{s}\left(u_{r}(r)\right)  \tag{3.11}\\
y(r)<u(r) .
\end{gather*}
$$

Let $\hat{r}=\hat{r}(r)$ be defined by $y(\hat{r})=u(r)$. By (3.12), clearly $\hat{r}<r$. Since $y_{r r}>0$ and $F_{s s}>0$ we have $F_{s}\left(y_{r}(\hat{r})\right)<F_{s}\left(y_{r}(r)\right)$. Thus,

$$
-\frac{n-1}{r} F_{s}\left(u_{r}(r)\right)<-\frac{n-1}{\hat{r}} F_{s}\left(y_{r}(\hat{r})\right) .
$$

From this the claim (3.10) is now evident. Combining (3.8), (3.9) and (3.10) we have the basic inequality

$$
\begin{equation*}
-\int_{z(\infty ; R, \beta)}^{-u_{R, \beta}} \frac{n-1}{r} F_{s}\left(z_{r}\right) d z<G\left(u_{R, \beta}\right) . \tag{3.13}
\end{equation*}
$$

In order to bring (3.13) to a more transparent form we define

$$
\begin{align*}
A(R, T) & =-\int_{z(\infty, R, \beta)}^{-T} \frac{n-1}{r} F_{s}\left(z_{r}\right) d z  \tag{3.14}\\
& =(n-1) \beta R^{n-1} \int_{z(\infty ; R, \beta)}^{-T} r(z ; R, \beta)^{-n} d z
\end{align*}
$$

We note that since $z(\lambda r ; \lambda R, \beta)=\lambda z(r ; R, \beta)$ for $\lambda>0$, a change of variable in integration in (3.14) yields $A(\lambda R, \lambda T)=A(R, T)$. Thus, $A(R, T)=S(T / R)$ where

$$
\begin{equation*}
S(w)=A(1, w), \quad w>0 \tag{3.15}
\end{equation*}
$$

Inequality (3.13) now becomes

$$
\begin{equation*}
S\left(u_{R, \beta} / R\right)<G\left(u_{R, \beta}\right) \tag{3.16}
\end{equation*}
$$

Since $S_{w}<0$ and $G_{u}>0, T(R ; \beta)$ given by (3.5) is a well-defined $C^{1}$ function of $R$ with the stated properties of the theorem. This completes the proof.

We now establish the asymptotic behavior of $u_{R, \beta}$ as $R \rightarrow 0$ and as $R \rightarrow \infty$.

Theorem 3.2. The boundary height $u_{R, \beta}$ as given in Theorem 3.1 is characterized asymptotically by

$$
\begin{align*}
& u_{R, \beta} \sim\left\{\begin{array}{ll}
\frac{\beta}{F_{s s}(0)} R \log \frac{a}{R} & n=2 \\
C_{n, \beta} R & n>2
\end{array} \text { as } \quad R \longrightarrow 0,\right.  \tag{3.17}\\
& u_{R, \beta} \sim u_{\infty, \beta}=G^{-1}(\Phi(0)-\Phi(-\beta)) \text { as } \quad R \longrightarrow \infty, \tag{3.18}
\end{align*}
$$

where $a=\left\{G_{u x}(0) / F_{s s}(0)\right\}^{-1 / 2}, C_{n, \beta}=\int_{1}^{\infty} F_{s}^{-1}\left(\beta r^{-n+1}\right) d r$.
Proof. First we consider the case $R \rightarrow 0$. Using (3.4) we find the asymptotic estimates for $u_{R, \beta}$ from below by determining $T(R ; \beta)$ asymptotically as $R \rightarrow 0$. Equations (3.5, 3.6) imply that $T \rightarrow 0$ and

$$
T / R \longrightarrow|z(\infty ; 1, \beta)|= \begin{cases}\infty & n=2 \\ C_{n, \beta} & n>2 \quad \text { as } \quad R \longrightarrow 0 .\end{cases}
$$

For $n>2$ it follows that

$$
\begin{equation*}
u_{R, \beta} \geqq(1-\varepsilon(R)) C_{n, \beta} R \quad(n>2) \tag{3.19}
\end{equation*}
$$

for $0<\varepsilon(R)=o(1)$ as $R \rightarrow 0$.
For $n=2$ we must estimate $S(w)$ from below for large $w$. In the following analysis we write simply $z(r)$ and $r(z)$ for $z(r ; 1, \beta)$ and $r(z ; 1, \beta)$, respectively. Take $\bar{w}>0$ and consider $0>-\bar{w}>$ $-w>z$. We first estimate

$$
\begin{align*}
-z(r) & \geqq \int_{r(\bar{w})}^{r} F_{s}^{-1}(\beta / \rho) d \rho \\
& \geqq \int_{r(\bar{w})}^{r} \frac{\theta(\bar{w})}{F_{s s}(0)} \cdot \frac{\beta}{\rho} d \rho  \tag{3.20}\\
& =\frac{\beta \theta(\bar{w})}{F_{s s}(0)} \log \frac{r}{r(\bar{w})}
\end{align*}
$$

where $0<\theta(\bar{w})<1$ and $\theta(\bar{w}) \rightarrow 1$ as $\bar{w} \rightarrow \infty$. Hence,

$$
\begin{equation*}
r(z) \leqq r(\bar{w}) \exp \left\{\frac{F_{s s}(0)}{\beta \theta(\bar{w})}(-z)\right\} . \tag{3.21}
\end{equation*}
$$

Thus,

$$
\begin{align*}
S(w) & =\beta \int_{-\infty}^{-w} r(z)^{-2} d z \\
& \geqq \beta \int_{-\infty}^{-w} r(\bar{w})^{-2} \exp \left\{\frac{-2 F_{s s}(0)}{\beta \theta(\bar{w})}(-z)\right\} d z  \tag{3.22}\\
& =\frac{\beta^{2} \theta(\bar{w})}{2 F_{s s}(0) r(\bar{w})^{2}} \exp \left\{\frac{-2 F_{s s}(0)}{\beta \theta(\bar{w})} w\right\} .
\end{align*}
$$

Recalling (1.7) we have

$$
\begin{equation*}
0<G(u) \leqq \frac{1}{2} \tau(\bar{u}) G_{u u}(0) u^{2} \quad \text { for } \quad 0<u<\bar{u} \tag{3.23}
\end{equation*}
$$

where $\tau(\bar{u}) \geqq 1$ and $\tau(\bar{u}) \rightarrow 1$ as $\bar{u} \rightarrow 0$.
If we take $\delta(\bar{w}, \bar{u})>0$ so that $R<\delta(\bar{w}, \bar{u})$ implies both $T / R>\bar{w}$ and $T<\bar{u}$ we obtain from (3.22), (3.23) and (3.5)

$$
\begin{equation*}
T \geqq \frac{\beta C(\bar{w}, \bar{u})}{r(\bar{w})} \exp \left\{\frac{-F_{s s}(0)}{\beta \theta(\bar{w})} \cdot \frac{T}{R}\right\} \tag{3.24}
\end{equation*}
$$

where $C(\bar{w}, \bar{u})=\left[\theta(\bar{w}) / F_{s s}(0) G_{u u}(0) \tau(\bar{u})\right]^{1 / 2}$. We rewrite (3.24) in the form

$$
\begin{equation*}
\frac{T}{R} \geqq \frac{\beta \theta(\bar{w})}{F_{s_{s}}(0)} \log \left\{\frac{\beta C(\bar{w}, \bar{u})}{r(\bar{w})} \cdot \frac{1}{T}\right\} \tag{3.25}
\end{equation*}
$$

Then for any positive function $V(R)$ we have

$$
\begin{equation*}
\frac{T}{R} \geqq \min \left(V, \frac{\beta \theta(\bar{w})}{F_{s s}(0)} \log \left\{\frac{\beta C(\bar{w}, \bar{u})}{r(\bar{w})} \cdot \frac{1}{R V}\right\}\right) \tag{3.26}
\end{equation*}
$$

The best choice for $V(R)$ in the asymptotic estimates must be such that as $R \rightarrow 0$

$$
\begin{align*}
V & \sim \frac{\beta \theta(\bar{w})}{F_{s s}(0)} \log \left\{\frac{\beta C(\bar{w}, \bar{u})}{r(\bar{w})} \cdot \frac{1}{R V}\right\}  \tag{3.27}\\
& =\frac{\beta \theta(\bar{w})}{F_{s s}(0)} \log \frac{\alpha}{R}+o(V)
\end{align*}
$$

provided $V \rightarrow \infty$ as $R \rightarrow 0$. On this basis we choose

$$
\begin{equation*}
V(R)=\frac{\beta \theta(\bar{w})}{F_{s s}(0)} \log \frac{a}{R} \tag{3.28}
\end{equation*}
$$

For any $\varepsilon>0$, there exists $\bar{w}(\varepsilon)$ sufficiently large and $\bar{u}(\varepsilon)$ sufficiently small and $\delta(\varepsilon)>0$ such that for $R<\delta(\varepsilon)$ the relations (3.26), (3.27), (3.28) yield

$$
\begin{equation*}
\frac{T}{R} \geqq(1-\varepsilon) \frac{\beta}{F_{s s}(0)} \log \frac{a}{R} \tag{3.29}
\end{equation*}
$$

Thus we have the asymptotic estimate from below

$$
\begin{equation*}
u_{R, \beta} \geqq(1-\varepsilon(R)) \frac{\beta}{F_{s s}(0)} R \log \frac{\alpha}{R} \quad(n=2) \tag{3.30}
\end{equation*}
$$

for $0<\varepsilon(R)=o(1)$ as $R \rightarrow 0$.
We now derive asymptotic estimates from above for $u_{R, \beta}$ as
$R \rightarrow 0$. These estimates stem from the observation that since $N z<$ $N u$ on $r>R$ and $F_{s}\left(z_{r}(R)\right)=F_{s}\left(u_{r}(R)\right)$ hold for $z=z(r ; R, \beta)$ and $u=u(r ; R, \beta)$ we have

$$
\begin{gather*}
F_{s}\left(z_{r}(\hat{R})\right)<F_{s}\left(u_{r}(\hat{R})\right)  \tag{3.31}\\
u_{R, \beta}<|z(\hat{R} ; R, \beta)|+u(\hat{R} ; R, \beta) \tag{3.32}
\end{gather*}
$$

for any $\hat{R}>R$. We show by an appropriate choice of $\hat{R}$ that $u(\hat{R} ; R, \beta)=o\left(u_{R, \beta}\right)$ as $R \rightarrow 0$, and hence obtain an asymptotic estimate for $u_{R, \beta}$ from the behavior of $|z(\hat{R} ; R, \beta)|$ which is known explicitly.

The estimation of $u(\hat{R} ; R, \beta)$ is achieved by linearizing the equation (1.17) on ( $\hat{R}, \infty$ ) (for large $\hat{R} / R$ ) and majorizing the solution $u(r)$ by a supersolution $v(r)$ on ( $\hat{R}, \infty$ ) which is itself a solution of the linearized equation. Suppose $v(r) \in C^{2}[R, \infty)$ satisfies $v>0, v_{r}<0$, $v_{r r}>0, \lim _{r \rightarrow \infty} v=\lim _{r \rightarrow \infty} v_{r}=0$; let $v_{0}=\sup _{r \in(\hat{R}, \infty)} v(r), v_{1}=\sup _{r \in(\hat{R}, \infty)}\left|v_{r}(r)\right|$. Then on ( $\hat{R}, \infty$ ) there holds

$$
\begin{gather*}
N v<F_{s s}\left(v_{r}\right) v_{r r} \leqq\left(1+\varepsilon_{1}\left(v_{1}\right)\right) F_{s s}(0) v_{r r}  \tag{3.33}\\
G_{u}(v) \geqq\left(1-\varepsilon_{0}\left(v_{0}\right)\right) G_{u u}(0) v \tag{3.34}
\end{gather*}
$$

where $0<\varepsilon_{0}\left(v_{0}\right)=o(1)$ as $v_{0} \rightarrow 0$ and $0<\varepsilon_{1}\left(v_{1}\right)=o(1)$ as $v_{1} \rightarrow 0$. Thus, the supersolution condition

$$
\begin{equation*}
N v \leqq G_{u}(v) \quad r>\hat{R} \tag{3.35}
\end{equation*}
$$

is satisfied if the linear differential inequality

$$
\begin{equation*}
v_{r r} \leqq \frac{1-\varepsilon_{0}\left(v_{0}\right)}{1+\varepsilon_{1}\left(v_{1}\right)} \cdot \frac{G_{u u}(0)}{F_{s s}(0)} v \quad r>\hat{R} \tag{3.36}
\end{equation*}
$$

holds. For $0<\varepsilon<1 / 2$ we define

$$
A_{\varepsilon}=\left[(1-\varepsilon) G_{u u}(0) / F_{s s}(0)\right]^{-1 / 2} ;
$$

clearly $A_{\varepsilon} \rightarrow a$ as $\varepsilon \rightarrow 0$. For any $\varepsilon>0$ we can find $\delta(\varepsilon)>0$ so that if $v_{0}+v_{1}<\delta(\varepsilon)$ then $1-\varepsilon<\left(1-\varepsilon_{0}\left(v_{0}\right)\right) /\left(1+\varepsilon_{1}\left(v_{1}\right)\right)$ and hence the function

$$
\begin{equation*}
v(r)=\mathrm{Be}^{-r / A_{\varepsilon}} \tag{3.37}
\end{equation*}
$$

satisfies (3.36) for any constant $B$. We now propose to choose $B$ so that the boundary condition

$$
\begin{equation*}
-F_{s}\left(u_{r}(\hat{R})\right)<-F_{s}\left(v_{r}(\hat{R})\right) \tag{3.38}
\end{equation*}
$$

holds. By (3.31) it suffices to take $B$ such that $\left|z_{r}(\hat{R})\right| \leqq\left|v_{r}(\hat{R})\right|$. But

$$
\left|z_{r}(\hat{R})\right|=F_{s}^{-1}\left(\beta(R / \hat{R})^{n-1}\right) \leqq \eta\left(\frac{\hat{R}}{R}\right) \frac{\beta}{F_{s s}(0)}\left(\frac{R}{\hat{R}}\right)^{n-1}
$$

where $\eta(\hat{R} / R)>1$ and $\eta(\hat{R} / R) \rightarrow 1$ as $\hat{R} / R \rightarrow \infty$. Therefore the appropriate choice of $B$ is

$$
B=A_{\mathrm{\varepsilon}} \eta\left(\frac{\hat{R}}{R}\right) \frac{\beta}{F_{s s}(0)}\left(\frac{R}{\hat{R}}\right)^{n-1} e^{\hat{\hat{h} / /_{s}}} .
$$

Now we have

$$
\begin{aligned}
& v_{1}=\eta\left(\frac{\hat{R}}{R}\right) \frac{\beta}{F_{s s}(0)}\left(\frac{R}{\hat{R}}\right)^{n-1}=0\left(\left(\frac{R}{\hat{R}}\right)^{n-1}\right), \\
& v_{0}=A_{\mathrm{v}} v_{1}=0\left(\left(\frac{R}{\hat{R}}\right)^{n-1}\right),
\end{aligned}
$$

as $\hat{R} / R \rightarrow \infty\left(A_{\varepsilon}\right.$ is bounded independent of $\varepsilon$ ). Thus there exists $M(\varepsilon)>0$ such that if $\hat{R} / R>M(\varepsilon)$ then the condition $v_{0}+v_{1}<\delta(\varepsilon)$ is satisfied for $v(r)$ given by (3.37). Consequently, $v(r)$ satisfies (3.35) and (3.38) and hence Theorem 1.1 implies $u(r) \leqq v(r)$ for $r \geqq \hat{R}$. In particular we have the desired estimate

$$
u(\hat{R} ; R, \beta) \leqq \eta\left(\frac{\hat{R}}{R}\right) \frac{\beta A_{\varepsilon}}{F_{s s}(0)}\left(\frac{R}{\hat{R}}\right)^{n-1}
$$

for any $\varepsilon>0$ provided $\hat{R} / R>M(\varepsilon)$. Recalling the properties of $A_{\mathrm{s}}$ and $\eta(\hat{R} / R)$ we can express this simply as

$$
\begin{equation*}
u(\hat{R} ; R, \beta) \leqq\left(1+\zeta\left(\frac{\hat{R}}{R}\right)\right) \frac{\beta a}{F_{s s}(0)}\left(\frac{R}{\hat{R}}\right)^{n-1} \tag{3.39}
\end{equation*}
$$

where $0<\zeta(\hat{R} / R)=o(1)$ as $\hat{R} / R \rightarrow \infty$.
It remains to estimate $|z(\hat{R} ; R, \beta)|$ as $\hat{R} / R \rightarrow \infty$. Writing $\hat{r}=$ $\hat{R} / R$ we recall that $|z(\hat{R} ; R, \beta)|=R|z(\hat{r} ; 1, \beta)|$. We have directly from (3.3) that

$$
|z(\hat{r} ; 1, \beta)| \leqq \begin{cases}(1+\zeta(\hat{r})) \frac{\beta}{F_{s s}(0)} \log \hat{r} & n=2  \tag{3.40}\\ C_{n, \beta} & n>2\end{cases}
$$

where $0<\zeta(\hat{r})=o(1)$ as $\hat{r} \rightarrow \infty$.
For $n=2$ we combine (3.39) and (3.40) to get

$$
\begin{aligned}
u_{R, \beta} & \leqq R|z(\hat{R} / R ; 1, \beta)|+u(\hat{R} ; R, \beta) \\
& \leqq\left(1+\zeta\left(\frac{\hat{R}}{R}\right)\right) \frac{\beta}{F_{s s}(0)}\left\{R \log \frac{\hat{R}}{R}+\frac{a R}{\hat{R}}\right\} .
\end{aligned}
$$

Taking $\hat{R}=a$ we have

$$
\begin{equation*}
u_{R, \beta} \leqq(1+\varepsilon(R)) \frac{\beta}{F_{\mathrm{ss}}(0)} R \log \frac{a}{R} \tag{3.41}
\end{equation*}
$$

where $0<\varepsilon(R)=o(1)$ as $R \rightarrow 0$.
For $n>2$ we may take $\hat{R}=\infty$ and obtain immediately

$$
\begin{equation*}
u_{R, \beta} \leqq C_{n, \beta} R \tag{3.42}
\end{equation*}
$$

Inequalities (3.30), (3.41) for $n=2$ and (3.19), (3.42) for $n>2$ establish the asymptotic statement (3.17).

Finally we must prove (3.18). Since $T(R ; \beta)$ is bounded above by $u_{\infty, \beta}, G(T)=S(T / R) \rightarrow S(0)$ and thus $T(R ; \beta) \rightarrow G^{-1}(S(0))$ as $R \rightarrow \infty$. But

$$
S(0)=-\int_{z(\infty ; 1, \beta)}^{0} \frac{n-1}{r} F_{s}\left(z_{r}\right) d z=\Phi(0)-\Phi(-\beta)
$$

by (3.9). Thus, $T(R ; \beta) \rightarrow u_{\infty, \beta}$ as $R \rightarrow \infty$. This establishes (3.18) and completes the proof of the theorem.

We conclude this section by specializing the results to the case of two dimensional capillary free surfaces.

THEOREM 3.3. Let $u=u(r ; R, \beta)$ be the solution of

$$
\begin{array}{ll}
\frac{1}{r} \frac{d}{d r}\left(\frac{r u_{r}}{\sqrt{1+u_{r}^{2}}}\right)=\kappa u & r>R \\
-\frac{u_{r}}{\sqrt{1+u_{r}^{2}}}=\beta=\cos \gamma & r=R
\end{array}
$$

for $0 \leqq \gamma<\pi / 2$. Then there holds for $0<R<\infty$

$$
T(R ; \beta)<u_{R, \beta}<a \sqrt{2(1-\sin \gamma)}
$$

where $T(R ; \beta)$ is defined implicitly by

$$
\frac{T}{R \cos \gamma}=\log \left\{\frac{(1-\sin \gamma)}{\cos \gamma} \sqrt{\left.\left(\frac{2 a}{T}\right)^{2}-1\right\}} ;\right.
$$

$a=1 / \sqrt{\kappa}$. Also, $u_{R, \beta}$ is characterized asymptotically by

$$
\begin{aligned}
& u_{R, \beta} \sim \cos \gamma R \log a / R \quad \text { as } \quad R \longrightarrow 0 \\
& u_{R, \beta} \sim a \sqrt{2(1-\sin \gamma)} \quad \text { as } \quad R \longrightarrow \infty
\end{aligned}
$$

Proof. All of the these results are immediate from Theorems 3.1 and 3.2 with the exception of the implicit relation for $T(R ; \beta)$. To derive the latter we note that

$$
z(r ; 1, \cos \gamma)=\cos \gamma\left\{\cosh ^{-1}(\sec \gamma)-\cosh ^{-1}(r \sec \gamma)\right\}
$$

and hence

$$
\begin{aligned}
S(w) & =\cos \gamma \int_{-\infty}^{-w} r(z ; 1, \cos \gamma)^{-2} d z \\
& =1-\tanh \left(w \sec \gamma+\cosh ^{-1}(\sec \gamma)\right)
\end{aligned}
$$

Thus, the defining relation (3.5) for $T(R ; \cos \gamma)$ becomes

$$
1-\tanh \left(\frac{T}{R \cos \gamma}+\cosh ^{-1}(\sec \gamma)\right)=\frac{1}{2}\left(\frac{T}{a}\right)^{2}
$$

From this the implicit relation in the statement of the theorem follows easily.

In the physical case the asymptotic formula for $u_{R, \beta}$ as $R \rightarrow 0$ has been derived formally by Derjaguin [3] using the method of matching asymptotic expansions; the above theorem provides a rigorous justification of this result. The lower bound $T(R ; \beta)$, valid for all $0<R<\infty$ and asymptotically exact as $R$ tends to zero or infinity, seems to be new even in the physical case. The upper bound is the same as that of Johnson and Perko [9].
4. Behavior near the boundary. The following lemma gives a majorant and minorant for the solution $u(r ; R, \beta)$ on an interval ( $R, \hat{R}$ ) and an estimate for the error over that interval as $R \rightarrow 0$. In the subsequent theorem we formulate in dimensionless quantities certain asymptotic estimates for $u(r ; R, \beta)$ in a neighborhood of the boundary.

Lemma 4.1. Let $u=u(r ; R, \beta)$ be as in Theorem 2.1 and let $z=z(r ; R, \beta)$ be given by (3.3), $0<\beta \leqq 1$. The functions

$$
\begin{gather*}
w=w(r ; R, \beta)=u(R ; R, \beta)+z(r ; R, \beta)  \tag{4.1}\\
v=v(r ; R, \beta)=u(\hat{R} ; R, \beta)-z(\hat{R} ; R, \beta)+z(r ; R, \beta), \tag{4.2}
\end{gather*}
$$

where $\hat{R}=a$ if $n=2, \hat{R}=\infty$ if $n>2$, satisfy

$$
\begin{equation*}
w(r ; R, \beta)<u(r ; R, \beta)<v(r ; R, \beta) \tag{4.3}
\end{equation*}
$$

on $R<r<\hat{R}$. Furthermore, as $R \rightarrow 0$

$$
\begin{align*}
\sup _{r \in(R \hat{R})}\{v(r ; R, \beta)-u(r ; R, \beta)\} & =\sup _{r \in(R, \hat{R})}\{u(r ; R, \beta)-w(r ; R, \beta)\}  \tag{4.4}\\
& =o(u(R ; R, \beta))
\end{align*}
$$

Proof. Since $N u>0$ while $N w=N v=0$ on $R<r<\hat{R}$ and $w_{r}(R)=v_{r}(R)=u_{r}(R), w(R)=u(R), v(\hat{R})=u(\hat{R})$, inequality (4.3) is evident. Also,

$$
\begin{aligned}
\sup _{r \in(R, \hat{R})}\{v(r)-u(r)\} & =v(R)-u(R) \\
& =u(\hat{R})+|z(\hat{R})|-u(R) \\
& =u(\hat{R})-w(\hat{R}) \\
& =\sup _{r \in(R, \hat{R})}\{u(r)-w(r)\} .
\end{aligned}
$$

We need only show that

$$
0<u(\hat{R} ; R, \beta)+|z(\hat{R} ; R, \beta)|-u(R ; R, \beta)=o(u(R ; R, \beta))
$$

as $R \rightarrow 0$. But this follows from the proof of Theorem 3.2 -in particular, from (3.39), (3.40), (3.19) and (3.30).

Theorem 4.2. For $0<\theta<1$, let $1<\lambda_{\theta}(R)<\infty$ be defined by $u\left(\lambda_{\theta}(R) R ; R, \beta\right)=\theta u(R ; R, \beta)$. Then for any $\varepsilon>0$ there exists $\delta(\varepsilon)>0$ such that if $R<\delta(\varepsilon)$ then

$$
\begin{align*}
& \left(\frac{R}{a}\right)^{\theta+\varepsilon-1}<\lambda_{\theta}(R)<\left(\frac{R}{a}\right)^{\theta-\varepsilon-1} \quad n=2  \tag{4.5}\\
& \rho_{n, \beta}(\theta+\varepsilon)<\lambda_{\theta}(R)<\rho_{n, \beta}(\theta-\varepsilon) \quad n>2 \tag{4.6}
\end{align*}
$$

where $\rho_{n, \beta}(t)$ is a decreasing, continuous function on $0<t<1$ with $\lim _{t \rightarrow 0} \rho_{n, \beta}(t)=\infty, \lim _{t \rightarrow 1} \rho_{n, \beta}(t)=1$.

Proof. Let $\lambda_{\theta}^{\prime}(R)$ and $\lambda_{\theta}^{\prime \prime}(R)$ be defined by $w\left(\lambda_{\theta}^{\prime}(R) R ; R, \beta\right)=$ $v\left(\lambda_{\theta}^{\prime \prime}(R) R ; R, \beta\right)=\theta u(R ; R, \beta)$. Then $\lambda_{9}^{\prime}(R)<\lambda_{\theta}(R)<\lambda_{\theta}^{\prime \prime}(R)$ by (4.3). Also from Lemma 4.1 we conclude

$$
\begin{align*}
& \left|z\left(\lambda_{\theta}^{\prime}(R) R ; R, \beta\right)\right|=(1-\theta) u(R ; R, \beta)  \tag{4.7}\\
& \left|z\left(\lambda_{0}^{\prime \prime}(R) R ; R, \beta\right)\right| \leqq(1-\theta+\varepsilon) u(R ; R, \beta)
\end{align*}
$$

where $0<\varepsilon=o(1)$ as $R \rightarrow 0$. For $n=2, u(R ; R, \beta) / R \rightarrow \infty$ and hence $\lambda_{\theta}^{\prime}(R), \lambda_{\theta}^{\prime \prime}(R) \rightarrow \infty$ as $R \rightarrow 0$. We recall that

$$
|z(\rho R ; R, \beta)=R| z(\rho ; 1, \beta) \left\lvert\, \sim R \frac{\beta}{F_{s s}(0)} \log \rho \quad\right. \text { as } \rho \longrightarrow \infty
$$

Now invoking Theorem 3.2 we conclude from (4.7) that

$$
\begin{aligned}
& \log \lambda_{9}^{\prime}(R) \geqq(1-\theta-\varepsilon) \log \frac{a}{R} \\
& \log \lambda_{9}^{\prime \prime}(R) \leqq(1-\theta+\varepsilon) \log \frac{a}{R}
\end{aligned}
$$

where, again, $0<\varepsilon=o(1)$. This proves (4.5). For $n>2$ we construct $\rho_{n, \beta}(t)$ by solving the equation

$$
\left|z\left(\rho_{n, \beta}(t) ; 1, \beta\right)\right|=(1-t)|z(\infty ; 1, \beta)|=(1-t) C_{n, \beta}
$$

Clearly $\rho_{n, \beta}(t)$ is well-defined for $0<t<1$ and possesses the properties stated in the theorem. Now (4.7) and Theorem 3.2 imply

$$
\begin{aligned}
& \left|z\left(\lambda_{9}^{\prime}(R) ; 1, \beta\right)\right| \geqq(1-\theta-\varepsilon) C_{n, \beta}=\left|z\left(\rho_{n, \beta}(\theta+\varepsilon) ; 1, \beta\right)\right| \\
& \left|z\left(\lambda_{3}^{\prime \prime}(R) ; 1, \beta\right)\right| \leqq(1-\theta+\varepsilon) C_{n, \beta}-\left|z\left(\rho_{n, \beta}(\theta-\varepsilon) ; 1, \beta\right)\right|
\end{aligned}
$$

from which (4.6) follows.
We note that the asymptotic characterization of $\lambda_{\theta}(R)$ given in the above theorem depends crucially upon the asymptotic exactness of the boundary height estimates of Theorem 3.2.
5. Extensions to other equations. The results of the preceding sections may be extended to a more general class of variational equations. Let $A(p) \in C^{2}\left(\boldsymbol{R}^{n}\right)$ and $B(x, u) \in C^{2}(\bar{\Omega} \times \boldsymbol{R})$. We consider the boundary value problem

$$
\begin{array}{ll}
\frac{\partial}{\partial x_{i}} A_{p_{i}}(\nabla u)=B_{u}(x, u) & x \in \Omega \\
\nu_{i} A_{p_{i}}(\nabla u)=\varphi_{u}(x, u) & x \in \Sigma \tag{5.2}
\end{array}
$$

where $\varphi(x, u)$ is prescribed data as before. These equations arise from a variational functional with an integrand separated in the $(x, u)$ and $p$ variables; namely,

$$
\begin{equation*}
J[u]=\int_{\Omega}\{A(\nabla u)+B(x, u)\} d x-\int_{\Sigma} \varphi(x, u) d S \tag{5.3}
\end{equation*}
$$

We assume

$$
\begin{equation*}
A_{p_{\imath}}(0)=0 \quad \text { and } \quad B_{x}(x, 0)=0 \text { for all } x \in \bar{\Omega} \tag{5.4}
\end{equation*}
$$

so that $u \equiv 0$ is a solution of (5.1). Thus it is natural to require the condition at infinity (1.5). We also assume the convexity conditions

$$
\begin{align*}
& A_{p_{i} p_{j}}(p) \xi_{i} \xi_{j}>0 \text { for all } p \in \boldsymbol{R}^{n}, 0 \neq \xi \in \boldsymbol{R}^{n},  \tag{5.5}\\
& B_{u x}(x, u)>0 \text { for all }(x, u) \in \bar{\Omega} \times \boldsymbol{R} \tag{5.6}
\end{align*}
$$

Under these conditions a maximum principle analogous to Theorem 1.1 holds for solutions of (5.1, 5.2).

We must, in addition to (5.5), impose a structure condition on the equation (5.1) similar to the conditions of $\S 2$ for symmetric variational equations. Let $F(s)$ be given satisfying the conditions of $\S 2$. We require that

$$
\begin{equation*}
F_{p_{i} p_{j}}(p) \xi_{i} \xi_{j} \leqq A_{p_{i} p_{j}}(p) \xi_{i} \xi_{j} \leqq \mu F_{p_{i} p_{j}}(p) \xi_{i} \xi_{j} \tag{5.7}
\end{equation*}
$$

for all $p \in \boldsymbol{R}^{n}, \xi \in \boldsymbol{R}^{n}$, where $\mu \geqq 1$ is a constant independent of $p$ and $\xi$. In the special case when $F(s)=\sqrt{1+s^{2}}$ the equation (5.1) is said to be of mean curvature type.

For the symmetric variational problem (1.8, 1.9) a rotationally symmetric solution in $\widetilde{B}_{R}$ is a solution of the ordinary differential equations (1.17, 1.18). We now propose to find analogous ordinary differential equations whose solutions yield rotationally symmetric sub- and super-solutions of problem (5.1, 5.2).

Let $v \in C^{2}[R, \infty)$ and consider $v$ as a function of $x=\left(x_{1}, \cdots, x_{n}\right)$ by $v(x)=v(r), r=|x|$. Then

$$
\begin{align*}
v_{x_{i}} & =v_{r} \frac{x_{i}}{r} \\
v_{x_{i} x_{j}} & =v_{r r} \frac{x_{i} x_{j}}{r^{2}}+\frac{1}{r} v_{r}\left\{\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right\}  \tag{5.8}\\
& =v_{r r} \frac{v_{x_{i}} v_{x_{j}}}{v_{r}^{2}}+\frac{1}{r} v_{r}\left\{\delta_{i j}-\frac{v_{x_{i}} v_{x_{j}}}{v_{r}^{2}}\right\} .
\end{align*}
$$

Also, with $s=|p|$,

$$
\begin{equation*}
F_{p_{i} p_{j}}(p)=F_{s s}(s) \frac{p_{i} p_{j}}{s^{2}}+\frac{1}{s} F_{s}(s)\left\{\hat{\delta}_{i j}-\frac{p_{i} p_{j}}{s^{2}}\right\} \tag{5.9}
\end{equation*}
$$

From this it follows that

$$
\begin{align*}
F_{p_{i} p_{j}}(p) \xi_{i} \xi_{j} & =F_{s s}(s) \frac{(p \cdot \xi)^{2}}{s^{2}}+\frac{1}{s} F_{s}(s)\left\{|\xi|^{2}-\frac{(p \cdot \xi)^{2}}{s^{2}}\right\} \\
& =F_{s s}(s)\left|\xi^{\prime}\right|^{2}+\frac{1}{s} F_{s}(s)\left|\xi^{\prime \prime}\right|^{2} \tag{5.10}
\end{align*}
$$

where $\xi^{\prime}$ and $\xi^{\prime \prime}$ are the projections of $\xi$ in the directions parallel and perpendicular to $p$, respectively.

Applying the operator on the left hand side of (5.1) to $v$ we get, using (5.8),

$$
\begin{align*}
\frac{\partial}{\partial x_{i}} A_{p_{i}}(\nabla v) & =A_{p_{i} p_{j}}(\nabla v) v_{x_{i} x_{j}} \\
& =E(\nabla v) v_{r r}+[T(\nabla v)-E(\nabla v)] \frac{1}{r} v_{r} \tag{5.11}
\end{align*}
$$

where

$$
\begin{equation*}
E(p)=A_{p_{i} p_{i}}(p) p_{i} p_{j} / s^{2}, T(p)=A_{p_{i} p_{i}}(p) \tag{5.12}
\end{equation*}
$$

Taking $\xi=p$ in (5.10) it is evident that (5.7) implies

$$
\begin{equation*}
F_{s s}(s) \leqq E(p) \leqq \mu F_{s s}(s), \quad s=|p| \tag{5.13}
\end{equation*}
$$

We can estimate $T(p)-E(p)$ as follows. Let $\xi^{(1)}, \cdots, \xi^{(n)}$ be an orthonormal basis for $\boldsymbol{R}^{n}$ with $\xi^{(1)}=p / s$. Then

$$
\begin{aligned}
T(p) & =\sum_{k=1}^{n} A_{p_{i} p_{j}}(p) \xi_{i}^{(k)} \xi_{j}^{(k)} \\
& =E(p)+\sum_{k=2}^{n} A_{p_{i} p_{j}}(p) \xi_{i}^{(k)} \xi_{j}^{(k)} \cdot{ }^{2}
\end{aligned}
$$

By (5.7) and (5.10), for $k=2, \cdots, n$, we have

$$
\frac{1}{s} F_{s}(s) \leqq A_{p_{i} p_{j}} \xi_{i}^{(k)} \xi_{j}^{(k)} \leqq \mu \frac{1}{s} F_{s}(s)
$$

Consequently

$$
\begin{equation*}
\frac{(n-1)}{s} F_{s}(s) \leqq T(p)-E(p) \leqq \frac{(n-1) \mu}{s} F_{s}(s), \quad s=|p| \tag{5.14}
\end{equation*}
$$

In addition to (5.6) let us impose

$$
\begin{equation*}
B_{u}(x, u) \leqq G_{u}(u) \text { for all }(x, u) \in \bar{\Omega} \times \boldsymbol{R} \tag{5.15}
\end{equation*}
$$

for some given $G(u)$ as in $\S 2$. Suppose now that we seek a sub-solution $v(r)$ of $(5.6,5.2)$ on $\widetilde{B}_{R}$ with the properties $v_{r}<0, v_{r r}>0$ for $r>R$. By the above discussion

$$
\begin{aligned}
\frac{\partial}{\partial x_{i}} A_{p_{i}}(\nabla v) & =E(\nabla v) v_{r r}+[T(\nabla v)-E(\nabla v)] \frac{1}{r} v_{r} \\
& \geqq F_{s s}\left(v_{r}\right) v_{r r}+\frac{(n-1) \mu}{r} F_{s}\left(v_{r}\right) \\
& =r^{-\alpha} \frac{d}{d r}\left(r^{\alpha} F_{s}\left(v_{r}\right)\right)
\end{aligned}
$$

where $\alpha=(n-1) \mu$. Hence, if $v(r)$ is a solution of

$$
\begin{equation*}
N_{\alpha} v=r^{-\alpha} \frac{d}{d r}\left(r^{\alpha} F_{s}\left(v_{r}\right)\right)=G_{u}(v) \quad r>R \tag{5.16}
\end{equation*}
$$

then $v$ satisfies the sub-solution condition

$$
\frac{\partial}{\partial x_{i}} A_{p_{i}}(\nabla v) \geqq B_{u}(x, v) \quad \text { on } \quad \widetilde{B}_{R}
$$

We must now deal with the boundary condition. Since

$$
\nu_{i}=-\frac{x_{i}}{r}=-\frac{v_{x_{i}}}{v_{r}}=\frac{v_{x_{i}}}{|\nabla v|},
$$

we have
${ }^{2}$ We retain the summation convention on indices $i$ and $j$.

$$
\nu_{i} A_{p_{i}}(\nabla v)=\frac{v_{x_{i}}}{|\nabla v|} A_{p_{i}}(\nabla v) \quad \text { on } \quad \partial \widetilde{B}_{R}
$$

Recalling (5.4) we see that

$$
\begin{aligned}
\frac{p_{i}}{|p|} A_{p_{i}}(p) & =\frac{p_{i} p_{j}}{|p|} \int_{0}^{1} A_{p_{i} p_{j}}(t p) d t \\
& =|p| \int_{0}^{1} E(t p) d t \\
& \leqq \mu|p| \int_{0}^{1} F_{s s}(t s) d t \\
& =-\mu F_{s}(s), \quad \text { if } s=-|p|
\end{aligned}
$$

With $p=\nabla v$ and $s=v_{r}$ this yields

$$
\begin{equation*}
\nu_{i} A_{p_{i}}(\nabla v) \leqq-\mu F_{s}\left(v_{r}\right) \quad \text { on } \quad \partial \widetilde{B}_{R} \tag{5.17}
\end{equation*}
$$

Suppose there exists a constant $0<\beta \leqq 1 / \mu$ such that $\varphi_{u}(x, u) \geqq \mu_{\beta}$ for all $(x, u) \in \Sigma \times \boldsymbol{R}$. Now if $v(r)$ satisfies

$$
\begin{equation*}
-F_{s}\left(v_{r}\right)=\beta \quad r=R \tag{5.18}
\end{equation*}
$$

then $v$ satisfies the sub-solution boundary condition

$$
\nu_{i} A_{p_{i}}(\nabla v) \leqq \varphi_{u}(x, v) \quad \text { on } \quad \partial \widetilde{B}_{R}
$$

In conclusion, a solution of $(5.16,5.18)$ is a sub-solution of (5.1, 5.2). Super-solutions are dealt with in an analogous manner. We state these results in the following theorem.

THEOREM 5.1. Suppose that (5.7) holds where $F(s)$ is given satisfying $(2.3,2.5)$ and that
(i) $\mu G_{u}^{(2)}(u) \leqq B_{u}(x, u) \leqq G_{u}^{(1)}(u)$ for all $(x, u) \in \widetilde{B}_{R} \times \boldsymbol{R}$,
(ii) $\mu \beta_{1} \leqq \varphi_{u}(x, u) \leqq \beta_{2}$ for all $(x, u) \in \partial \widetilde{B}_{R} \times \boldsymbol{R}$,
where $G^{(k)}(u)$ are given satisfying (1.7) and $\beta_{k}$ are constants with $0<\mu \beta_{1}, \beta_{2} \leqq 1$. Let $v^{(k)}(r)(k=1,2)$ be solutions of (cf. 5.16)

$$
\begin{array}{ll}
N_{\alpha_{k}} v^{(k)}=G_{u}^{(k)}\left(v^{(k)}\right) & r>R \\
-F_{s}\left(v_{r}^{(k)}\right)=\beta_{k} & r=R \\
\lim _{r \rightarrow \infty} v^{(k)}=0, &
\end{array}
$$

with $\alpha_{1}=(n-1) \mu, \alpha_{2}=(n-1) / \mu$. Suppose also that $v_{r}^{(k)}<0$ and $v_{r r}^{(k)}>0$ on $r>R$. Then $v^{(1)}$ and $v^{(2)}$ are sub- and super-solutions, respectively, of the boundary value problem $(5.1,5.2)$ on $\widetilde{B}_{R}$ and hence for the solution $u(x)$ of the problem there holds $v^{(1)} \leqq u \leqq v^{(2)}$ on $\widetilde{B}_{R}$.

A corresponding theorem holds when $\beta^{(k)}<0$, in which case $v_{r}^{(k)}>0$ and $v_{r r}^{(k)}<0$. So we can treat the case when $\varphi_{u}(x, u)$ is of either sign or when it changes sign.

Theorem 2.1 extends immediately to yield the existence of a unique solution $v=v(r ; R, \beta, \alpha)$ of $(5.16,5.18)$ for any $0<R<\infty$, $0 \leqq \beta \leqq 1,0<\alpha<\infty$; the properties stated in Theorem 2.1 continue to hold for $v(r ; R, \beta, \alpha)$.

The asymptotic estimates of Theorem 3.2 admit the following generalization to $v_{R, \beta, \alpha}=v(R ; R, \beta, \alpha)$.

Theorem 5.2. For $\varepsilon(R)=o(1)$ as $R \rightarrow 0$, there holds

$$
\begin{aligned}
&(1-\varepsilon(R)) \frac{\beta a}{F_{s s}(0)}\left[\frac{R}{(1-\alpha) a}\right]^{\alpha} \leqq v_{R, \beta, \alpha} \leqq(1+\varepsilon(R)) \frac{2 \beta a}{F_{s s}(0)}\left[\frac{R}{(1-\alpha) a}\right]^{\alpha} \\
& \text { for } 0<\alpha<1, \\
& v_{R, \beta, 1}=(1+\varepsilon(R)) \frac{\beta}{F_{s s}(0)} R \log \frac{a}{R}, \\
& v_{R, \beta, \alpha}=(1+\varepsilon(R)) C_{\beta, \alpha} R \text { for } 1<\alpha<\infty,
\end{aligned}
$$

where $C_{\beta, \alpha}=\int_{1}^{\infty} F_{s}^{-1}\left(\beta r^{-\alpha}\right) d r, a=\left[G_{u u}(0) / F_{s s}(0)\right]^{-1 / 2}$. Also, $v_{R, \beta, \alpha} \sim$ $G^{-1}(\Phi(0)-\Phi(-\beta))$ as $R \rightarrow \infty$ for $0<\alpha<\infty$.

The details of proof appear in Turkington [11].
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Appendix. The construction of sub- and super-solutions carried out in Theorem 5.1 follows the work of Jenkins [7], [8] concerning a generalization of the class of equations of minimal surface type. In this appendix we use the techniques discussed in §5 to give theorems which contain some of the results of Jenkins.

We consider a general homogeneous quasi-linear elliptic equation

$$
\begin{equation*}
Q u=a_{i j}(x, \nabla u) u_{x_{i} x_{j}}=0 \tag{A.1}
\end{equation*}
$$

on a domain (specified later) in $\boldsymbol{R}^{n}$. We assume that $a_{i j}(x, p) \in$ $C^{0}\left(\boldsymbol{R}^{n} \times \boldsymbol{R}^{n}\right)$ and $a_{i j}(x, p)=a_{j i}(x, p)$ for all $i, j=1, \cdots, n$. The requirement on $Q u$ which is basic to our considerations is the structure condition:

$$
\begin{equation*}
F_{p_{i} p_{j}}(p) \xi_{i} \xi_{j} \leqq a_{i j}(x, p) \xi_{i} \xi_{j} \leqq \mu(|p|) F_{p_{i} p_{j}}(p) \xi_{i} \dot{\xi}_{j} \tag{A.2}
\end{equation*}
$$

for all $x \in \boldsymbol{R}^{n}, p \in \boldsymbol{R}^{n}, \xi \in \boldsymbol{R}^{n}$, where $\mu(s) \in C^{0}[0, \infty)$ with $\mu(s) \geqq 1$. As
in $\S 5, F(s)$ is an even $C^{2}$ function satisfying (1.6), (2.3), (2.5). We note that (A. 2) is more general than its counterpart in $\S 5$ since $\mu(s)$ may be unbounded as $s \rightarrow \infty$. We intend to find growth conditions on $\mu(s)$ as $s \rightarrow \infty$ which allow the construction of rotationally symmetric super-solutions of (A. 1) on $\widetilde{B}_{R}$.

We seek a function $v(r) \in C^{2}(R, \infty), r=|x|$, such that
(A. 3)

$$
Q v \leqq 0 \quad|x|>R
$$

(A. 4)

$$
v_{r}<0, v_{r r}>0 \quad r>R
$$

$$
\begin{equation*}
\lim _{r \rightarrow R} v_{r}(r)=-\infty \tag{A.5}
\end{equation*}
$$

Since any such $v(r)$ is determined only up to an additive constant we require that $v\left(R_{0}\right)=0$ for some fixed $R_{0}>R$.

Theorem A.1. A function $v=v\left(r ; R, R_{0}\right)$ satisfying (A. 3, A. 4, A. 5) exists provided

$$
\begin{equation*}
\int_{1}^{\infty} F_{s s}(s) \mu(s) d s<\infty \tag{A.6}
\end{equation*}
$$

Furthermore, $\lim _{r \rightarrow R} v\left(r ; R, R_{0}\right)$ is finite provided

$$
\begin{equation*}
\int_{1}^{\infty} s F_{s s}(s) \mu(s) d s<\infty \tag{A.7}
\end{equation*}
$$

Proof. Following the reasoning of Theorem 5.1 we have that if $v(r)$ satisfies (A. 4) then

$$
Q v=a_{i j}(x, \nabla v) \frac{v_{x_{i}} v_{x_{j}}}{v_{r}^{2}} v_{r r}+\left\{a_{i i}(x, \nabla v)-a_{i j}(x, \nabla v) \frac{v_{x_{i}} v_{x_{j}}}{v_{r}^{2}}\right\} \frac{1}{r} v_{r}
$$

$$
\begin{equation*}
\leqq \mu\left(v_{r}\right) F_{s s}\left(v_{r}\right) v_{r r}+\frac{(n-1)}{r} F_{s}\left(v_{r}\right) \tag{A.8}
\end{equation*}
$$

(where we extend $\mu(s)$ as an even function on ( $-\infty, \infty$ ) for convenience). Hence, the super-solution condition (A.3) is implied by

$$
\begin{equation*}
\mu\left(v_{r}\right) F_{s s}\left(v_{r}\right) v_{r r}=-\frac{(n-1)}{r} F_{s}\left(v_{r}\right) \quad R<r<\infty \tag{A.9}
\end{equation*}
$$

Introducing $s(r)=v_{r}(r)$, we have $s<0, s_{r}>0$ and so we may consider the inverse function $r(s)$. In terms of the latter, (A.9) becomes

$$
\begin{equation*}
\frac{\mu(s) F_{s s}(s)}{(n-1) F_{s}(s)}=\frac{r_{s}}{r} \quad-\infty<s<0 \tag{A.10}
\end{equation*}
$$

Evidently, the required function $v(r)$ is given by

$$
\begin{equation*}
v\left(r ; R, R_{0}\right)=\int_{R_{0}}^{r} \rho_{R}^{-1}\left(r^{\prime}\right) d r^{\prime} \tag{A.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{R}(s)=R \exp \left\{-\int_{-\infty}^{s} \frac{\mu\left(s^{\prime}\right) F_{s s}\left(s^{\prime}\right)}{(n-1) F_{s}\left(s^{\prime}\right)} d s^{\prime}\right\} . \tag{A.12}
\end{equation*}
$$

Recalling that $F_{s}(s) \sim-1$ as $s \rightarrow-\infty$ we see that the convergence of the above integral is equivalent to hypothesis (A.6). Clearly, $\rho_{R}(s)$ is a strictly increasing $C^{1}$ function on $-\infty<s<0$. Also, (A. 5) is satisfied since $\rho_{R}(-\infty)=R$. Finally, to verify the finiteness of $v\left(R ; R, R_{0}\right)$ we compute
(A. 13)

$$
\begin{aligned}
v\left(R ; R, R_{0}\right) & =-\int_{R}^{R_{0}} \rho_{R}^{-1}(r) d r \\
& =-\int_{-\infty}^{s\left(R_{0}\right)} s \frac{d \rho_{R}}{d s} d s \\
& =\int_{-\infty}^{s\left(R_{0}\right)} \frac{s \rho_{R}(s) \mu(s) F_{s s}(s)}{(n-1) F_{s}(s)} d s<\infty
\end{aligned}
$$

by hypothesis (A. 7), since $\rho_{R}(s) \sim R$ and $F_{s}(s) \sim-1$ as $s \rightarrow-\infty$.
The construction of a sub-solution can be carried out in an analogous manner.

When $\mu \equiv 1$ in the above theorem, $Q u=\left(\partial / \partial x_{i}\right) F_{p_{i}}(\nabla u)$. In this case, we have $v\left(r ; R, R_{0}\right)=z(r ; R, 1)+\left|z\left(R_{0} ; R, 1\right)\right|$ and conditions (2.3) and (2.5), respectively, imposed on the Legendre transform of $F(s)$.

When $F(s)=W(s)=\sqrt{1+s^{2}}$, Theorem A. 1 yields a result of Jenkins [7] (where $n=2$ ). In this paper the author defines

$$
\begin{aligned}
2 E(x, p) & =\frac{\left(1+p_{1}^{2}\right) a_{11}+2 p_{1} p_{2} a_{12}+\left(1+p_{2}^{2}\right) a_{22}}{\sqrt{1+p_{1}^{2}+p_{2}^{2}} \sqrt{a_{11} a_{22}-a_{12}^{2}}} \\
E^{*}(s) & =\sup _{x \in R^{2},|p|=s} E(x, p) .
\end{aligned}
$$

It follows by Lemma 2 of [7] that

$$
2 E=\sqrt{\alpha_{2} / \alpha_{1}}+\sqrt{\alpha_{1} / \alpha_{2}}
$$

where

$$
\alpha_{1}(x, p)=\inf _{\xi \neq 0} \frac{\alpha_{i j}(x, p) \xi_{i} \xi_{j}}{W_{p_{i} p_{j}}(p) \xi_{i} \xi_{j}}, \quad \alpha_{2}(x, p)=\sup _{\xi \neq 0} \frac{a_{i j}(x, p) \xi_{i} \xi_{j}}{W_{p_{i} p_{j}}(p) \xi_{i} \xi_{j}}
$$

By replacing $Q u$ by an equivalent operator we may assume $\alpha_{1} \equiv 1$. Thus, in (A. 2) we now may take

$$
\mu(s) \sup _{x \in \mathbf{R}^{2},|p|=s} \alpha_{2}(x, p)
$$

Recalling $W_{s s}(s) \sim s^{-3}$ as $s \rightarrow \infty$ we see that the conditions (A. 6) and (A. 7) are equivalent the following conditions given in [7], respectively:

$$
\int_{1}^{\infty} \frac{E^{*}(s)^{2}}{s^{3}} d s<\infty, \int_{1}^{\infty} \frac{E^{*}(s)^{2}}{s^{2}} d s<\infty
$$
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