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#### Abstract

Let $R$ be an associative ring with center $C$, and $\partial$ be a derivation on $R$. The authors consider the commutativity of $R$ which satisfies the property that $\partial^{n} x-\partial^{m} x \in C$, where $n>m$ are fixed nonnegative integers. An example is given to show that if $m \geqq 2, R$ may not be commutative. For $0 \leqq m \leqq 2$, suppose $R$ is either $r$-torsion free with large $r$ or torsion free. It is shown that (i) if $\partial^{n} x \pm x \in C$ for all $x \in R$ then all commutators of $R$ are central; (ii) if $\partial^{n} x \pm$ $\partial x \in C$ for all $x \in R$ and $n$ is even then $\partial x \partial y-\partial y \partial x \in C$ for all $x, y \in R$; (iii) if $\partial^{n} x \pm \partial^{2} x \in C$ for all $x \in R$ and if $n$ is odd then $\partial^{2} x \partial^{2} y-\partial^{2} y \partial^{2} x \in C$ for all $x, y \in R$. In all these cases, if one assumes further that $R$ is prime, then $\partial$ must be trivial. Examples are also given to illustrate that some of these assumptions on evenness of $n$, and that $r$ being large are essential. Finally, those integral domains which have $\partial^{n} x$ central for all $x$ are also studied. They are shown to be commutative.


Wedderburn's theorem, asserting that a finite division ring is necessarily commutative, has been generalized in several directions [2]. A well-known theorem of Jacobson states that if, for each $x$ in a ring $R$, there exists an integer $n>1$, depending upon $x$, such that $x^{n}=x$, then $R$ is commutative. Herstein generalizes this result further. He proves that, if for each $x$ in a ring $R$ there exists an integer $n>1$, depending upon $x$, such that $x^{n}-x$ is central, then $R$ is commutative. Let us now examine some aspects of finite division rings. Let $R$ be a finite division ring of order $p^{k}$, where $p$ is a prime. For $a \in R$, let $\partial: x \mapsto a x-x a$ for all $x \in R$. It can be easily seen that $\partial^{p^{k}} x=\partial x$ for all $x \in R$. From this observation, a natural question arises: Let $R$ be a ring and $\partial$ be a nontrivial derivation on $R$. If, for all $x \in R, \partial^{n} x-\partial^{m} x$ is central, where $n>m$ are fixed nonnegative integers, does this force $R$ to be commutative or almost so? An example is given to show that the answer to the question is negative if $m>2$. For $0 \leqq m \leqq 2$, we shall show: Suppose $R$ is a ring with center $C$ which is either $r$-torsion free with large $r$ or torsion free. (i) If $\partial^{n} x \pm x \in C$ for all $x \in R$ then $x y-y x \in C$ for all $x, y \in R$; (ii) if $\partial^{n} x \pm \partial x \in C$ for all $x \in R$ and if $n$ is even then $\partial x \partial y-\partial y \partial x \in C$ for all $x, y \in R$; (iii) if $\partial^{n} x \pm \partial^{2} x \in C$ for all $x \in R$ and if $n$ is odd then $\partial^{2} x \partial^{2} y-\partial^{2} y \partial^{2} x \in C$ for all $x, y \in R$. In all these cases, if we assume $R$ is prime then $\partial$ must be trivial. Examples are also
given to illustrate that some of these assumptions on evenness of $n$, and that $r$ being large are essential. Finally those integral domains which have $\partial^{n} x$ central for all $x$ are also studied. They are shown to be commutative.

In the proofs of these main results, we use certain circulant determinants of binomial coefficients which have been recognized to have close connections with Fermat's Last Theorem. Many problems concerning these determinants are still open. Without answers to these problems, it does not seem to be easy to improve our main results by weakening the hypothesis on the characteristic of rings without a completely different approach.

1. Preliminaries. Throughout this paper $R$ denotes an associative ring with center $C, Z$ denotes the ring of integers and $Z^{+}$the set of positive integers. A derivation $\partial$ on $R$ is a mapping of $R$ into itself such that $\partial(x+y)=\partial x+\partial y$ and $\partial(x y)=x \partial y+\partial x y$ for all $x, y \in R$. For $x, y \in R,[x, y]$ denotes the commutator $x y-y x$. For $n \in Z^{+}$, we denote by $D_{n}$ the following matrix of binomial coefficients:

$$
\left|\begin{array}{cccc}
\binom{n}{0} & \binom{n}{1} & \cdots & \binom{n}{n-1} \\
\binom{n}{n-1} & \binom{n}{0} & \cdots & \binom{n}{n-2} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots
\end{array}\right|
$$

and by $\Delta_{n}$ the determinant of $D_{n}$. It is well-known that $\Delta_{n}=0$ if and only if $6 \mid n$. Moreover, $\Delta_{n}=\prod_{j=1}^{n}\left(\left(1+\xi^{j}\right)^{n}-1\right)$, where $\xi$ is an $n$th primitive root of unity. Little is known about the prime factors of $\Delta_{n}$. Some close connections between $\Delta_{n}$ and Fermat's Last Theorem have been cited in several papers [1, 4].

The following proposition will be useful in the sequel.
Proposition 1.1. Let

$$
\Delta_{n}^{\prime}=\left|\begin{array}{cccc}
\binom{n}{1} & \binom{n}{2} & \cdots & \binom{n}{n-1} \\
\binom{n}{n-1} & \binom{n}{1} & \cdots & \binom{n}{n-2} \\
\cdots \cdots \cdots & \cdots \cdots \cdots \cdots \cdots \\
\binom{n}{2} & \binom{n}{3} & \cdots & \binom{n}{1}
\end{array}\right| .
$$

Then $\Delta_{n}^{\prime}=0$ if $n$ is odd and $\Delta_{n}^{\prime}=2 \Delta_{n-1}$ if $n$ is even.

Proof. Replacing $\binom{n}{k}$ by $\binom{n-1}{k-1}+\binom{n-1}{k}$ in each entry of the determinant $\Delta_{n}^{\prime}$, we can easily see that $\Delta_{n}^{\prime}=\Delta_{n-1}+(-1)^{n-2} \Delta_{n-1}=$ $\left(1+(-1)^{n-2}\right) \Delta_{n-1}$.
2. General rings. We begin with

Theorem 2.1. If $\partial^{n} x-\partial^{2} x \in C$ for all $x \in R$, where $n$ is an odd integer $>2$ and if $R$ is $2 \Delta_{n-2}$-torsion free, then $\left[\partial^{2} x, \partial^{2} y\right] \in C$.

Proof. Let $x, y \in R . \quad \partial^{n}[x, y]-\partial^{2}[x, y] \in C$ yields

$$
\begin{equation*}
\sum_{j=1}^{n-1}\binom{n}{j}\left[\partial^{n-j} x, \partial^{j} y\right]-2[\partial x, \partial y] \in C \tag{2.1}
\end{equation*}
$$

In (2.1), replacing $x$ by $\partial x$ and $y$ by $\partial y$ and using $\left[\partial^{n} x, \partial^{2} y\right]=$ $\left[\partial^{2} x, \partial^{2} y\right]=\left[\partial^{2} x, \partial^{n} y\right]$, we obtain $(2 n-2)\left[\partial^{2} x, \partial^{2} y\right]+\sum_{j=2}^{n-2}\binom{n}{j}\left[\partial^{n-j+1} x\right.$, $\left.\partial^{j+1} y\right] \in C$, or

$$
\begin{equation*}
\sum_{j=1}^{n-2} a_{j}\left[\partial^{n-j+1} x, \partial^{j+1} y\right] \in C \tag{2.2}
\end{equation*}
$$

where $a_{1}=2(n-1), a_{j}=\binom{n}{j}$ for $j \geqq 2$.
In (2.2), we replace $x$ by $\partial^{n-2-i} x, y$ by $\partial^{i} y, i=0,1,2, \cdots, n-3$. We obtain $n-2$ forms of central elements which can be expressed by the following matrix form:

$$
\left(\begin{array}{cccc}
a_{1} & a_{2} & \cdots & a_{n-2}  \tag{2.3}\\
a_{n-2} & a_{1} & \cdots & a_{n-3} \\
\cdots & \cdots \cdots \cdots & \cdots \\
a_{2} & a_{3} & \cdots & a_{1}
\end{array}\right)\left(\begin{array}{c}
{\left[\partial^{2} x, \partial^{2} y\right]} \\
{\left[\partial^{n-1} x, \partial^{3} y\right]} \\
{\left[\partial^{n-2}, \partial^{4} y\right]} \\
\vdots \\
{\left[\partial^{3} x, \partial^{n-1} y\right]}
\end{array}\right)=\left(\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{n-2}
\end{array}\right)
$$

where all $c_{i} \in C$.
Note that $a_{1}=\binom{n-1}{n-2}+\binom{n-1}{1}$ and $a_{j}=\binom{n-1}{j-1}+\binom{n-1}{j}$ for $j \geqq 2$. Thus

$$
\left.\begin{array}{l}
\left.+\left\lvert\, \begin{array}{c}
n-1 \\
1
\end{array}\right.\right) \\
\left.+\left\lvert\, \begin{array}{c}
n-1 \\
2
\end{array}\right.\right) \cdots\binom{n-1}{n-2} \\
\binom{n-1}{n-2} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
1
\end{array}\right) \cdots\binom{n-1}{n-3}\left|\begin{array}{c}
n-1 \\
\binom{n-1}{2} \quad\binom{n-1}{3} \cdots\binom{n-1}{1}
\end{array}\right|
$$

by Proposition 1.1. Now, premultiplication of the adjoint of the "circulant" matrix in both sides of (2.3) yields

$$
2^{2} \Delta_{n-2}\left(\begin{array}{c}
{\left[\partial^{2} x, \partial^{2} y\right]} \\
{\left[\partial^{n-1} x, \partial^{3} y\right]} \\
\vdots \\
{\left[\partial^{3} x, \partial^{n-1} y\right]}
\end{array}\right)=\left(\begin{array}{c}
c_{1}^{\prime} \\
c_{2}^{\prime} \\
\vdots \\
c_{n-2}^{\prime}
\end{array}\right),
$$

where all $c_{i}^{\prime} \in C$. Consequently, $2^{2} \Delta_{n-2}\left[\partial^{2} x, \partial^{2} y\right]=c_{1}^{\prime} \in C$. Since $R$ is $2 \Delta_{n-2}$-torsion free, it follows that $\left[\partial^{2} x, \partial^{2} y\right] \in C$ as desired.

Corollary. If $R$ is also ( $n-2$ )-torsion free then $[\partial x, \partial y] \in C$ for all $x, y \in R$.

Proof. According to Theorem 2.1, $\left[\partial^{h} x, \partial^{k} y\right] \in C$ for all $x, y \in R$ if $h, k \geqq 2$. Now, in (2.1), we replace $x$ by $\partial x$. It follows that $(n-2)\left[\partial^{2} x, \partial y\right] \in C$. Since $R$ is $(n-2)$-torsion free, $\left[\partial^{2} x, \partial y\right] \in C$. Likewise $\left[\partial x, \partial^{2} y\right] \in C$. Thus, from (2.1), $[\partial x, \partial y] \in C$.

We should note that although the condition, " $2(n-2) \Delta_{n-2}$-torsion free" could be weakened in the corollary, the condition that $R$ being 2 -torsion free is essential. This can be seen from the following.

Example. Let $A$ be the $3 \times 3$ matrix ring over $G F(2)$, the Galois field of order 2 , and $\partial$ be the inner derivation:

$$
\partial x=\left[\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), x\right] \quad \text { for } \quad x \in A
$$

Then $\partial^{2}=0$ and $\partial^{n} x-\partial^{2} x \in C$, the center of $A$ for $n>2$. However [ $\partial x, \partial y$ ] need not be in the center of $A$.

Theorem 2.2. If $\partial^{n} x-\partial x \in C$ for all $x \in R$, where $n$ is an even
integer $>1$ and if $R$ is $2 \Delta_{n-1}$-torsion free, then $[\partial x, \partial y] \in C$ for all $x, y \in R$.

Proof. Noting that $\partial$ maps $C$ into itself, $\partial^{n} x-\partial x \in C$ implies $\partial^{n+1} x-\partial^{2} x \in C$ which by Theorem 2.1 implies $\left[\partial^{2} x, \partial^{2} y\right] \in C$ for all $x$, $y \in R$. Thus, $\left[\partial x, \partial^{2} y\right]=\left[\partial^{n} x, \partial^{2} y\right] \in C$. Since $\left[\partial^{n} x-\partial x, \partial^{n} y-\partial y\right]=0$, it follows that $[\partial x, \partial y]=\left[\partial x, \partial^{n} y\right]+\left[\partial^{n} x, \partial y\right]-\left[\partial^{n} x, \partial^{n} y\right] \in C$ as we desired.

The assumption in Theorem 2.2 that $n$ is even is essential.
Example. Let $A$ be the $2 \times 2$ matrix ring over a field $F$ of characteristic $\neq 2$ and $\partial$ be the inner derivation:

$$
\partial\left(\begin{array}{ll}
x & y \\
z & u
\end{array}\right)=\left[\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right), \quad\left(\begin{array}{cc}
x & y \\
z & u
\end{array}\right)\right]=\left(\begin{array}{rr}
0 & y \\
-z & 0
\end{array}\right)
$$

Then, for any odd integer $n, \partial^{n}\left(\begin{array}{ll}x & y \\ z & u\end{array}\right)-\partial\left(\begin{array}{ll}x & y \\ z & u\end{array}\right)=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$. However [ $\partial X, \partial Y$ ] need not be central.

Now we consider those rings having derivation $\partial$ which satisfy $\partial^{n} x-x \in C$ for all $x \in R$. Clearly, in this case, $\partial^{n+1} x-\partial x \in C$ for all $x \in R$. Thus, if $R$ is $2 \Delta_{n}$-torsion free and if $n$ is odd, by Theorem $2.2[\partial x, \partial y] \in C$ for all $x, y \in R$. In fact we are able to show that $[x, y] \in C$ for all $x, y \in R$ even without assuming that $n$ is odd.

Theorem 2.3. If $\partial^{n} x-x \in C$ for all $x \in R$ and if $R$ is $\Delta_{n}$-torsion free, then $[x, y] \in C$ for all $x, y \in R$.

Proof. For $x, y \in R, \partial^{n}[x, y]-[x, y] \in C$ yields

$$
\begin{equation*}
\sum_{j=1}^{n}\binom{n}{j}\left[\partial^{n-j} x, \partial^{j} y\right] \in C \tag{2.4}
\end{equation*}
$$

We replace $x$ by $\partial^{i} x$ and $y$ by $\partial^{n-i} y$, where $i=1,2, \cdots, n$. We obtain

$$
\begin{equation*}
\sum_{j=1}^{n}\binom{n}{j}\left[\partial^{n-j+i} x, \partial^{n-i+j} y\right] \in C \tag{2.5}
\end{equation*}
$$

By noting that $\partial^{m} z-\partial^{t} z \in C$ for all $z \in R$ provided $m \equiv t(\bmod n)$, we can see easily that, for each $i \in Z^{+}$with $i \leqq n$, the set $\{n-1+i$, $n-2+i, \cdots, n-n+i\}$ is a complete residue system modulo $n$. Thus, after rearranging the terms in the left hand side of (2.5) for $i=0, n-1, n-2, \cdots, 1$, we can express the $n$ forms of central elements by the following matrix form:

$$
D_{n}\left(\begin{array}{l}
{\left[x, \partial^{n} y\right]}  \tag{2.6}\\
{\left[\partial^{n-1} x, \partial y\right]} \\
\vdots \\
{\left[\partial x, \partial^{n-1} y\right]}
\end{array}\right)=\left(\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{n}
\end{array}\right),
$$

where $c_{1}, c_{2}, \cdots, c_{n} \in C$ and $D_{n}$ is the matrix defined in $\S 1$.
Premultiplying by the adjoint of $D_{n}$, we get

$$
\Delta_{n}\left(\begin{array}{c}
{\left[x, \partial^{n} y\right]} \\
{\left[\partial^{n-1} x, \partial y\right]} \\
\vdots \\
{\left[\partial x, \partial^{n-1} y\right]}
\end{array}\right)=\left(\begin{array}{c}
c_{1}^{\prime} \\
c_{2}^{\prime} \\
\vdots \\
c_{n}^{\prime}
\end{array}\right),
$$

where $c_{1}^{\prime}, c_{2}^{\prime}, \cdots, c_{n}^{\prime} \in C$ and $\Delta_{n}$ is the determinant of $D_{n}$. Particularly, $\Delta_{n}[x, y]=\Delta_{n}\left[x, \partial^{n} y\right]=c_{n}^{\prime} \in C$. Since, by our assumption, $R$ is $\Delta_{n}$ torsion free, we obtain $[x, y] \in C$ as desired.
3. Prime rings. In this section we shall study prime ring $R$ with nontrivial derivation $\partial$ which satisfies $\partial^{n} x-\partial^{m} x \in C$.

Lemma 3.1. Let $R$ be a prime ring with nontrivial derivation o. If $\partial x \in C$ for all $x \in R$ then $R$ is commutative.

Proof. For $x, y \in R,[\partial(x y), y]=0$ yields $0=[\partial x y, y]+[x \partial y, y]=$ $\partial y[x, y]$. So either $\partial y=0$ or $[x, y]=0$. Let $K=\{y \in R \mid \partial y=0\}$. Then $K$ is an additive proper subgroup of $R$ and $K \cup C=R$. A well-known theorem in group theory states that a group cannot be a union of two proper subgroups. Thus $C=R$ and $R$ is commutative.

In [3], Herstein proves that, for a prime ring $R$ of characteristic $\neq 2$ with nontrivial derivation $\partial$, if $[\partial x, \partial y]=0$ for all $x, y \in R$ then $R$ is necessarily commutative. Here we shall show that $[\partial x, \partial y]=0$ for all $x, y \in R$ is equivalent to the condition that $\partial^{2} x \in C$ for all $x \in R$. Using this fact we shall show that $R$ is commutative. Thus, this will provide another proof of the result of Herstein.

Theorem 3.2. If $R$ is prime of characteristic $\neq 2$ and $\partial$ is a nontrivial derivation on $R$, then the following are equivalent:
(i) $\partial^{2} x \in C$ for all $x \in R$;
(ii) $[\partial x, \partial y]=0$ for all $x, y \in R$;
(iii) $R$ is commutative.

Proof. We should note that $\partial^{2} R=0$ forces $\partial R=0$.
(i) $\Rightarrow$ (ii): Commute $\partial^{2}(x \partial y) \in C$ with $x$ to obtain $0=\partial^{2} x[\partial y, x]+$
$2 \partial y\left[\partial^{2} x, x\right]$. Replace $x$ with $\partial x$ and use the subgroup argument of Lemma 3.1 to get either (ii) or $\partial^{3} R=0$. If $\partial^{3} R=0$, commuting $\partial^{2}(x \partial y) \in C$ with $\partial x$ gives $\partial^{2} x[\partial y, \partial x]=0$. Again (ii) holds or $\partial^{2} R=0$ forcing $\partial R=0$.
(ii) $\Rightarrow$ (iii): This is a Herstein's result [3]. For easy reference, we exhibit a proof here. Assume (ii). For $x, y, z \in R, 0=$ $[\partial(\partial x y), \partial z]=\left[\partial^{2} x y+\partial x \partial y, \partial z\right]=\left[\partial^{2} x y, \partial z\right]=\partial^{2} x[y, \partial z]$. By replacing $y$ by $y w$, we obtain $0=\partial^{2} x[y w, \partial z]=\partial^{2} x(y w \partial z-\partial z y w)=\partial^{2} x y[w, \partial z]+$ $\partial^{2} x[y, \partial z] w=\partial^{2} x y[w, \partial z]$. Since $y$ is arbitrary and $R$ is prime, it follows that either $\partial R \subset C$, so (iii) holds by Lemma 3.1 or $\partial^{2} R=0$, a contradiction.
(iii) $\Rightarrow$ (i) is trivial.

Theorem 3.3. Let $R$ be a prime ring with derivation $\partial$ and $n \in Z^{+}$. If $\partial^{n} x-x \in C$ for all $x \in R$ and if $R$ is $\Delta_{n}$-torsion free then $R$ is commutative.

Proof. Suppose to the contrary that $[x, y] \neq 0$ for some $x, y \in R$. Let $\delta$ be the inner derivation $\delta(z)=[x, z]$ for $z \in R$. Then $\delta$ is not trivial and, by Theorem 2.3, $\delta z \in C$ for all $z \in R$. This contradicts to Lemma 3.1.

TheOREm 3.4. Suppose $R$ is a prime ring, $\partial$ is a derivation on $R$, and $n>1$ is an even integer. If $\partial^{n} x-x \in C$ for all $x \in R$ and if $R$ is $2 A_{n-1}$-torsion free, then $\partial$ must be trivial.

Proof. Let $x, y \in R . \quad[\partial x, \partial y] \in C$ by Theorem 2.2. Suppose $\partial C=0$. Then $\quad 0=\partial[\partial x, \partial y]=\left[\partial^{2} x, \partial y\right]+\left[\partial x, \partial^{2} y\right] \quad$ or $\quad\left[\partial^{2} x, \partial y\right]=$ $-\left[\partial x, \partial^{2} y\right]$. It follows, by repeatedly using the above identity, $[\partial x, \partial y]=\left[\partial^{n} x, \partial y\right]=-\left[\partial^{n-1} x, \partial^{2} y\right]=\left[\partial^{n-2} x, \partial^{3} y\right]=\cdots=-\left[\partial x, \partial^{n} y\right]=$ $-[\partial x, \partial y]$ since $n$ is even. Hence $[\partial x, \partial y]=0$, and by Theorem 3.2 $R$ is commutative. Now suppose $\partial C \neq 0$. Then for $c \in C, \partial c[\partial x, y]=$ $[\partial x, \partial(c y)] \in C$ forces $[\partial x, y] \in C$. Replacing $y$ by $\partial x y$ yields $\partial R \subset C$. Thus, $R$ is commutative by Lemma 3.1.

THEOREM 3.5. Suppose $R$ is a prime ring, $\partial$ is a derivation on $R$, and $n>2$ is an odd integer. If $\partial^{n} x-\partial^{2} x \in C$ for all $x \in R$ and if $R$ is $2(n-2) \Delta_{n-2}-$ torsion free, then $\partial$ must be trivial.

Proof. By the corollary to Theorem 2.1, for all $x, y \in R$, $[\partial x, \partial y] \in C$, Suppose $\partial C=0$. Then $\partial[\partial x, \partial y]=0$ yields $\left[\partial^{2} x, \partial y\right]=$ $-\left[\partial x, \partial^{2} y\right]$. On the other hand, by repeatedly using the above identity, we obtain $\left[\partial^{2} x, \partial y\right]=\left[\partial^{n} x, \partial y\right]=-\left[\partial^{n-1} x, \partial^{2} y\right]=\cdots=$ $\left[\partial x, \partial^{n} y\right]=\left[\partial x, \partial^{2} y\right]$ since $n$ is odd. Hence $\left[\partial^{2} x, \partial y\right]=0$. Now,
replacing $y$ by $\partial y z$ yields $\partial^{2} y\left[\partial^{2} x, z\right]=0$. By replacing $y$ by $\partial y u$ and use the fact $\left[\partial^{2} y, \partial w\right]=0$ for all $w \in R$, we obtain $\partial^{3} y u\left[\partial^{2} x, z\right]=0$. It follows that either $\partial^{3}=0$ or $\partial^{2} x \in C$ for all $x \in R$. If $\partial^{3}=0$ then since $\partial^{n} x-\partial^{2} x \in C, \partial^{2} x \in C$ also. Therefore, by Theorem $3.2, R$ is commutative. Suppose $\partial C \neq 0$. By using the same argument in the proof of Theorem 3.4 we obtain the commutativity of $R$.

Note that the condition $n$ being odd in Theorem 3.5 is essential and can be seen from the example immediately after Theorem 2.2.

According to Lemma 3.1 and Theorem 3.2, if $R$ is prime of characteristic $\neq 2$ then $\partial^{2} x \in C$ or $\partial x \in C$ for all $x \in R$ implies the commutativity of $R$. A natural question arises whether $\partial^{n} x \in C$ for all $x \in R$, where $n \in Z^{+}$implies the commutativity of $R$. The answer is no in general for $n \geqq 3$. For example, let $R$ be the $2 \times 2$ matrix ring over a division ring of characteristic $\neq 2$ and $a \in R$ with $a \neq 0, a^{2}=0$. Let $\partial$ be the inner derivation $\partial x=[a, x]$ for $x \in R$. Then $\partial^{n} x=a^{n} x-\binom{n}{1} a^{n-1} x a+\cdots+(-1)^{n} x a^{n}=0$ for $n \geqq 3$.

We shall show however that if $R$ has no zero divisions $\neq 0$ with certain restriction on its characteristic then $\partial^{n} x \in C$ does imply the commutativity of $R$.

We begin with
Lemma 3.6. Suppose $R$ is a ring without nilpotent elements $\neq 0$ and suppose $R$ is $(n+1)$-torsion free. If $\partial$ is a derivation on $R$ and $n \in Z^{+}$such that $\partial^{n+1} x=0$ for all $x \in R$ then $\partial^{n} x=0$ for all $x \in R$.

Proof. For $x \in R, 0=\partial^{n+1}\left(x \partial^{n-1} x\right)=(n+1)\left(\partial^{n} x\right)^{2}$ yields $\partial^{n} x=0$.
TheOrem 3.7. Suppose $R$ is a ring without zero divisors $\neq 0$ and $n \in Z^{+}$, and $\partial$ is a nontrivial derivation on $R$. If $\partial^{n} x \in C$ for all $x \in R$ and if the characteristic of $R$ is not a divisor of $(2 n-1)$ !, then $R$ is commutative.

Proof. We proceed by induction on $n$. For $n=1$ or 2 , the commutativity of $R$ follows from Theorem 3.2. Now assume $n>2$. $\partial^{n}\left(\partial^{n-1} x \partial^{n-1} x\right) \in C$ gives $2 \partial^{2 n-1} x \partial^{n-1} x \in C$. By noting that $\partial^{2 n-1} x \in C$, the subgroup argument of Lemma 3.1 shows that either $\partial^{n-1} R \subset C$ or $\partial^{2 n-1} R=0$. In the second case, repeated applications of Lemma 3.6 arrive a contradiction. In the first case $R$ is commutative by induction hypothesis.

We should note that, in Theorem 3.7, if the condition on
characteristic of $R$ is deleted the ring $R$ need not be commutative. This can be seen from the following example suggested by the referee.

Example. Let $R$ be a noncommutative integral domain of characteristic $p>2$ and $x \in R \backslash C$ with $x^{p} \in C$, the center of $R$. Set $\partial(r)=[r, x]$. Especially, let $R$ be the twisted polynomial ring $A[x, T]$ for $A=F[y], F a$ field of characteristic $p$ and $T(f(y))=f(y+1)$ for $f(y) \in A$. Then $\partial^{p} R=0$.
4. Remarks and open problems. In $\S \S 2-3$ if the conditions $\partial^{n} x-\partial^{m} x \in C$ where $m=0,1,2$ and $m<n$ are replaced by $\partial^{n} x+$ $\partial^{m} x \in C$, all results remain true. Moreover, if we relax these conditions by " $\partial^{n} x-\partial^{m} x \in C$ or $\partial^{n} x+\partial^{m} x \in C$ for each $x \in R$ " all results still hold. This can be seen by letting $S=\left\{x \in R \mid \partial^{n} x+\partial^{m} x \in C\right\}$ and $T=\left\{x \in R \mid \partial^{n} x-\partial^{m} x \in C\right\}$ and by noting that $S$ and $T$ are additive subgroups of $R$ with $R=S \cup T$.

For the example following Theorem 3.5, for $n>m \geqq 3$, the condition " $\partial^{n} x \pm \partial^{m} x \in C$ for all $x \in R$ " cannot be expected to imply the commutativity for a prime ring $R$.

We conclude with several open problems.

1. As we pointed out earlier, what are the prime factors of $\Delta_{n}$ ?
2. If, in a ring $R$, for each $x$ there exist positive integers $m$, $n, 0 \leqq m<n$ and $m \leqq 2$, both depend upon $x$, such that $\partial^{n} x-\partial^{m} x \in C$, what can we say about the "commutativity" of $R$ ?
3. In Theorems 2.1, 2.2, 3.4 and 3.5, if we assume only that $R$ is 2 -torsion free instead other stronger conditions on the characteristic of $R$, do the results remain true?
4. Does $\partial^{n} x-\partial^{m} x \in C$ for all $x \in R$, where $n>m$, force $\left[\partial^{m} x, \partial^{n} x\right] \in C$ ?
5. Suppose, for a ring $R$, there exist a nontrivial derivation $\partial$ and a polynomial $f(t)=a_{n} t^{n}+a_{n-1} t^{n-1}+\cdots+a_{m} t^{m} \in Z[t]$ where $a_{m} \neq 0, \quad a_{n} \neq 0$ and $0 \leqq m \leqq 2$, such that $f(\partial)(x) \in C$ for all $x \in R$, what can we say about the "commutativity" of $R$ ?
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