# EXPONENTIAL RINGS, EXPONENTIAL POLYNOMIALS AND EXPONENTIAL FUNCTIONS 

Lou van den Dries

## In this paper we define the category of exponential rings and develop some of its basic properties.

Introduction. An exponential ring, or $E$-ring for short, is a pair $(R, E)$ with $R$ a ring-in this paper always commutative with 1 - and $E$ a morphism of the additive group of $R$ into the multiplicative group of units of $R$, that is, $E(x+y)=E(x) E(y)$ for all $x, y$ in $R$, and $E(0)=1$. Examples are ( $\mathbf{R}, a^{x}$ ), $a$ any positive real, and ( $\mathbf{C}, e^{x}$ ). Of course, any ring $R$ can be expanded to an $E$-ring $(R, E)$ by putting $E(x)=1$ for all $x$; such $E$-rings will be called trivial. Ken Manders observed that an $E$-ring whose underlying ring has no nilpotents $\neq 0$ and has characteristic a prime $p>0$ is trivial: in such a ring each $x$ satisfies $1=E(0)=E(p x)=$ $E(x)^{p}$, so $(E(x)-1)^{p}=0$, which implies $E(x)=1$.

Related notions of exponential ring have been considered by M. Beeson, by B. Dahn and Wolter, and by A. Wilkie, all in connection with the longstanding open problem of A . Tarski on the decidability of the field of reals with exponentiation. An effective positive solution to this problem seems unlikely without major advances in transcendental number theory: such a solution would give us a decision method to answer any question: is $e^{e}=p / q$ ?, where $p, q$ are positive integers. Of course there is such a decision method, but, as we don't know yet whether $e^{e}$ is rational, we don't know how it works.

Now in mathematical practice it is less the effectiveness of Tarski's decision method for the real field which matters-though this aspect is interesting-but rather the information the method provides on the algebraic-topological nature of the definable sets in $\mathbf{R}^{m}$, and on the asymptotic behavior of definable functions. For example in semi-algebraic and real algebraic geometry this use is formalized in the Tarski-Seidenberg theorem (in an inconstructive version) and in a result like the finiteness of the number of connected components of a semi-algebraic set.

Parts of this use of Tarski's work on the elementary theory of the reals offer more hope of being generalized to the $E$-ring $\left(\mathbf{R}, e^{x}\right)$. The following
conjecture seems to me justified:
Each subset of $\mathbf{R}^{m}$ definable (with parameters) in the language of $E$-rings has finitely many connected components.

In fact, what I have in mind is a stronger conjecture, that definable sets have cylindrical decompositions, a little bit similar to those for semi-algebraic sets constructed by G. E. Collins [C]. This stronger conjecture has the advantage that one only needs to prove it for quantifier free definable sets. For $m=1$ this has been done long ago by Hardy [ $\mathbf{H}$ ], with effective versions more recently given by Richardson $[\mathbf{R}]$ and Macintyre [M]. (In the case $m=1$ the components are of course intervals.) The case $m=2$ will be treated in [D]. To prepare the ground for [D] we solve here two basic problems:
(1) What is the structure of the free E-rings, respectively of the free E-algebras over a given E-ring?
(2) When is the map $p \mapsto \hat{p}$ (assigning to an E-polynomial in $X_{1}, \ldots, X_{m}$ over $(R, E)$ the corresponding $R$-valued function in $m$ variables) injective?

The answer to (1) is completely satisfactory, see $\S 1$ and $\S 2$, in particular (2.4). For (2) we have a sufficient condition in terms of the existence of derivations of certain type-see $\S 3$ and (4.1)-and we get positive answers in the cases $\left(\mathbf{R}, e^{x}\right)$ and $\left(\mathbf{C}, e^{x}\right)$. The case $\left(\mathbf{R}, e^{x}\right)$ generalizes in fact to $E$-rings $(R, E)$ where $R$ is an ordered field and $E(x) \geq$ $1+x$ for all $x$. If we add to this inequality the assumption that $E$-polynomial functions in one variable over $R$ have a maximum on each segment [ $a, b$ ], then we can also give effective finite bounds on the number of roots such functions can have in $R$, see (4.11). (This is related to results for $\mathbf{R}$ due to Richardson $[\mathbf{R}]$ and Macintyre [ $\mathbf{M}]$.)

After a first draft of this paper was written we learned that the result in (4.6) for ( $\mathbf{C}, e^{x}$ ) was also proved by W. Henson and L. Rubel by completely different methods, namely Nevanlinna theory, see Notices Amer. Math. Soc., November 1981. (In contrast, we only use elementary algebra.)

Let us also mention here that the one variable case of (4.6) had been obtained before by A. Wilkie using differential algebra (unpublished).

## 1. Polynomial $E$-rings.

(1.1) In the following let $R$ be an $E$-ring with exponential map denoted by $E$, and $m$ a positive integer.

We are going to define the ring of $E$-polynomials in the indeterminates $X_{1}, \ldots, X_{m}$ over $R$, denoted by $R\left[X_{1}, \ldots, X_{m}\right]^{E}$. It will have the structure of a group ring over the ordinary polynomial ring $R\left[X_{1}, \ldots, X_{m}\right]$. Its additive
group will be constructed as a direct sum

$$
R \oplus A_{0} \oplus A_{1} \oplus A_{2} \oplus \cdots=R \oplus \bigoplus_{k=0}^{\infty} A_{k}
$$

and for each $k \geq-1$, the additive group $R \oplus A_{0} \oplus \cdots \oplus A_{k}$ is equipped with a multiplication making it a ring $R_{k}$; this is done in such a way that $R_{-1}=R$ as a ring and $R_{k}$ is a subring of $R_{k+1}$. Further, for each $k \geq-1$ we define a morphism $E_{k}$ of the additive group of $R_{k}$ into the group of units of $R_{k+1}$; again $E_{k+1}$ will extend $E_{k}$. Then the underlying ring of $R\left[X_{1}, \ldots, X_{m}\right]^{E}$ will be taken as $\underset{\rightarrow}{\lim } R_{k}=\cup R_{k}$, and its exponential map will be given by $E(x)=E_{k}(x)$ if $\vec{x} \in R_{k}$.

The construction of the $A_{k}, R_{k}$, and $E_{k}$ is done by recursion: Put $R_{-1}=R, \quad R_{0}=R\left[X_{1}, \ldots, X_{m}\right]$ and $A_{0}=$ the ideal $\left(X_{1}, \ldots, X_{m}\right)$ $R\left[X_{1}, \ldots, X_{m}\right]$; this gives $R_{0}=R \oplus A_{0}$ (as additive groups); further $E_{-1}$ is the composition $R_{-1}=R \xrightarrow{E} R \hookrightarrow R\left[X_{1}, \ldots, X_{m}\right]=R_{0}$.

Suppose $k \geq 0$ and $R_{k-1}, R_{k}, A_{k}$ and $E_{k-1}$ have been defined in accordance with the description above: $R_{k}=R_{k-1} \oplus A_{k}$, and $E_{k-1}$ is a morphism $R_{k-1} \rightarrow$ group of units of $R_{k}$. Then we form a multiplicative copy $\exp \left(A_{k}\right)$ of the additive group $A_{k}$, i.e., $\exp \left(A_{k}\right)$ is a multiplicative group and an isomorphism $\exp : A_{k} \simeq \exp \left(A_{k}\right)$ is given. We put $R_{k+1}=$ $R_{k}\left[\exp \left(A_{k}\right)\right]$ (group ring of $\exp \left(A_{k}\right)$ over $\left.R_{k}\right)$, and $A_{k+1}=R_{k}$-submodule of $R_{k+1}$ (freely) generated by the $\exp (a)$ with $a \in A_{k}, a \neq 0$. Obviously $R_{k+1}=R_{k} \oplus A_{k+1}$ as additive groups. Write $r \in R_{k}$ as $r=r^{\prime}+a$ with $r^{\prime} \in R_{k-1}, a \in A_{k}$, and define $E_{k}: R_{k} \rightarrow R_{k+1}$ by $E_{k}(r)=$ $E_{k-1}\left(r^{\prime}\right) \exp (a)$.

This completes the definition of $R\left[X_{1}, \ldots, X_{m}\right]^{E}$. Note that exp: $A_{k} \rightarrow \exp \left(A_{k}\right)$ is a restriction of the exponential map $E$ of $R\left[X_{1}, \ldots, X_{m}\right]^{E}$; therefore we will write from now on $E\left(A_{k}\right), E(p)$ instead of $\exp \left(A_{k}\right)$, $\exp (p) . R\left[X_{1}, \ldots, X_{m}\right]^{E}$ is obviously an $E$-ring extension of $R$.
(1.2) Proposition. Given an $E$-ring $S$ and $s_{1}, \ldots, s_{m} \in S$, each E-ring morphism $\phi: R \rightarrow S$ has a unique extension to an E-ring morphism $\psi$ : $R\left[X_{1}, \ldots, X_{m}\right] \rightarrow S$ with $\psi\left(X_{i}\right)=s_{i}, i=1, \ldots, m$.

Proof. Use the corresponding universal property of $R\left[X_{1}, \ldots, X_{m}\right]=$ $R_{0}$ and extend stepwise to each $R_{k}, k>0$.
(1.3) We call the members of $R\left[X_{1}, \ldots, X_{m}\right]^{E}$ exponential polynomials, or $E$-polynomials for short, in the variables $X_{1}, \ldots, X_{m}$ over $R$.

Note that $R\left[X_{1}, \ldots, X_{m}\right]^{E}$ is generated as an $E$-ring by $X_{1}, \ldots, X_{m}$ over $R$. More generally if $S$ is an $E$-ring extension of $R$ and $x_{1}, \ldots, x_{m} \in S$, then we write $R\left[x_{1}, \ldots, x_{m}\right]^{E}$ for the $E$-subring of $S$ generated by $x_{1}, \ldots, x_{m}$ over $R$.
(1.4) If $\phi: R \rightarrow S$ is an $E$-ring morphism, then, according to (1.2), $\phi$ has a unique extension to an $E$-ring morphism $R\left[X_{1}, \ldots, X_{m}\right]^{E} \rightarrow$ $S\left[X_{1}, \ldots, X_{m}\right]^{E}$ sending $X_{i}$ to $X_{i}$; this morphism we will indicate by $p \mapsto p^{\phi}$. (For ordinary polynomials it replaces the coefficients of $p$ by their $\phi$-images.)

If $S$ is an $E$-ring extension of $R$ and $\phi$ is the inclusion $R \rightarrow S$, then $p \mapsto p^{\phi}$ is $1-1$, and we will identify $p$ and $p^{\phi}$, as is common for ordinary polynomials. So $R\left[X_{1}, \ldots, X_{m}\right]^{E} \subset S\left[X_{1}, \ldots, X_{m}\right]^{E}$.
(1.5) A set $I$ gives rise to the $E$-ring $R^{I}$ of functions $I \rightarrow R$ where the operations are defined pointwise. For $I \neq \varnothing$ we identify the constant functions with their values in $R$, so $R \subset R^{I}$. If $I=R^{m}$, then the coordinate functions are denoted by $x_{1}, \ldots, x_{m}$ where $x_{i}\left(r_{1}, \ldots, r_{m}\right)=r_{i}$. The $E$-ring morphism $R\left[X_{1}, \ldots, X_{m}\right]^{E} \rightarrow R^{\left(R^{m}\right)}$ fixing $R$ and sending each $X_{i}$ to $x_{i}$ will be indicated by $p \mapsto \hat{p}$. The $\hat{p}$ 's are called $E$-polynomial functions (in $m$ variables).

In §4 we will give conditions under which $p \mapsto \hat{p}$ is a 1-1 correspondence.
(1.6) Proposition. If $R$ is an integral domain of characteristic 0 then $R\left[X_{1}, \ldots, X_{m}\right]^{E}$ is an integral domain whose units are of the form $u E(p), u a$ unit of $R, p \in R\left[X_{1}, \ldots, X_{m}\right]^{E}$.

Proof. By induction on $k \geq 0$ we show that $R_{k}$ is an integral domain whose units are of the form $u \cdot E(p), u$ a unit of $R, p \in R_{k-1}$. This is well known for $k=0$. If we assume the result for $k$, then $A_{k}$ is a torsion free abelian group, so the group $\exp \left(A_{k}\right)$ has a linear order, from which it is routine to derive that the group ring $R_{k}\left[\exp \left(A_{k}\right)\right]=R_{k+1}$ is an integral domain whose units are of the form $\alpha \cdot E(\beta)$ with $\alpha$ a unit of $R_{k}$ and $\beta \in A_{k}$. Applying the induction hypothesis to $\alpha$ gives the desired result.

The following lemma is sometimes useful, but not needed in this paper.
(1.7) Lemma. Let $R$ be an integral domain of characteristic 0 .
(a) If $p_{1}, \ldots, p_{m} \in A_{k}, k \geq 0$, then $E\left(p_{1}\right), \ldots, E\left(p_{m}\right)$ are algebraically independent over $R_{k}$ if and only if $p_{1}, \ldots, p_{m}$ are $\mathbf{Z}$-linearly independent.
(b) Each finite subset of $R_{k+1}(k \geq 0)$ is included in a subring $R_{k}\left[E\left( \pm p_{1}\right), \ldots, E\left( \pm p_{m}\right)\right]$ of $R_{k+1}$ where $p_{1}, \ldots, p_{m}$ are in $A_{k}$ and $\mathbf{Z}$-linearly independent.

Proof. (a) is straightforward, and for (b) one uses the fact, implied by (1.6), that $A_{k}$ is torsion free, and that therefore every finitely generated subgroup of $A_{k}$ is free as an abelian group.
(1.8) Suppose we have $m+n$ indeterminates $X_{1}, \ldots, X_{m}$, $X_{m+1}, \ldots, X_{m+n}$. The universal property (1.2) implies that there is a unique $R \cup\left\{X_{1}, \ldots, X_{m+n}\right\}$-fixing $E$-ring isomorphism

$$
R\left[X_{1}, \ldots, X_{m+n}\right]^{E} \simeq\left(R\left[X_{1}, \ldots, X_{m}\right]^{E}\right)\left[X_{m+1}, \ldots, X_{m+n}\right]^{E}
$$

As in the case of ordinary polynomials we usually identify the two $E$-rings via this isomorphism. In particular an $E$-polynomial in $m+1$ indeterminates $X_{1}, \ldots, X_{m+1}$ will be considered as an $E$-polynomial in $X_{m+1}$, over the $E$-ring $R\left[X_{1}, \ldots, X_{m}\right]^{E}$.
(1.9) We call $p(X) \in R[X]^{E}$

$$
\begin{cases}\text { of height } k, & \text { if } p \in R_{k} \backslash R_{k-1}, k>0 \\ \text { of height } 0, & \text { if } p \in R_{0}=R[X]\end{cases}
$$

Intuitively the height is the maximum number of embedded exponentiations if we express $p(X)$ in terms of the elements of $R$, the variable $X$ and the symbols,$+ \cdot$, and $E$.

If $p=p(X) \in A_{k}, k>0$, we write $p=\sum_{t=1}^{h} r_{t} E\left(a_{t}\right)$, where $a_{1}, \ldots, a_{h}$ are distinct members of $A_{k-1} \backslash\{0\}$, and $r_{1}, \ldots, r_{h}$ are non-zero elements of $R_{k-1}$; we put $h=t(p)$.

Also, for $p \in R_{0}=R[X]$ we put $t(p)=0$ if $p=0$, and $t(p)=d+1$ if $\operatorname{deg}_{x} p=d \geq 0$.

Now we can define an ordinal $\operatorname{ord}(p)<\omega^{\omega}$ for $p \in R[X]^{E}$. Note that $R_{k}=R_{0} \oplus A_{1} \oplus \cdots \oplus A_{k}(k \geq 0)$. So any $p(X)$ of height $\leq k$ can be written uniquely as

$$
p=p_{0}+p_{1}+\cdots+p_{k}, \quad p_{0} \in R_{0}, p_{i} \in A_{i} \text { for } i>0
$$

We put

$$
\operatorname{ord}(p)=\omega^{k} \cdot t\left(p_{k}\right)+\cdots+\omega \cdot t\left(p_{1}\right)+t\left(p_{0}\right)
$$

Note that $\operatorname{ord}(p)=0 \Leftrightarrow p=0$.

We call $p_{0}$ as above the polynomial part of $p$.
The ordinal ord $(p)$ serves similar purposes as the degree for ordinary polynomials. It will enable us to give proofs by induction on $\operatorname{ord}(p)$, see (4.1). But note that ord $(p)$ does not put a bound on the "complexity" of $p$ (as $\operatorname{deg}(p)$ does for ordinary polynomials), unless $\operatorname{ord}(p)<\omega$.
(1.10) Lemma. If a nonzero $p \in R[X]^{E}$ has zero polynomial part, then there is $q \in R[X]^{E}$ such that $\operatorname{ord}(E(q) \cdot p)<\operatorname{ord}(p)$.

Proof. Write $p=p_{0}+\cdots+p_{k}$ as above and assume that the minimal $i$ such that $p_{i} \neq 0$ is positive. Write

$$
\begin{aligned}
p_{t}=r_{1} \cdot E\left(a_{1}\right)+\cdots+r_{h} \cdot & E\left(a_{h}\right), \\
& r_{j}
\end{aligned} \in R_{\imath-1}, a_{j} \in A_{i-1} \backslash\{0\}, h=t\left(p_{i}\right) . ~ \$
$$

Then it is easy to check that $\operatorname{ord}\left(E\left(-a_{1}\right) \cdot p\right)<\operatorname{ord}(p)$.
Remark. A crucial but obvious point is that to any ordinary polynomial $p$ over a ring $R$ is associated a finite set $C$, its set of coefficients, which has the property that, for any ring morphism $\phi: R \rightarrow S$, one has $p^{\phi}=0$ if and only if $\phi(C) \subset\{0\} . E$-polynomials do not in general have a finite set of coefficients characterized by this property, but in the next section we will develop a suitable substitute.

## 2. Free $E$-rings.

(2.1) $E$-rings form an equational class relative to the language $\{0,1,+, \cdot,-, E\}$, so there are free $E$-rings.

Let $X_{1}, \ldots, X_{m}$ be (distinct) indeterminates as before, but we allow $m=0$.

The free E-ring on $X_{1}, \ldots, X_{m}$, denoted $\left[X_{1}, \ldots, X_{m}\right]^{E}$, is an E-ring containing $X_{1}, \ldots, X_{m}$ as elements such that there is for each $E$-ring $R$ and any $r_{1}, \ldots, r_{m} \in R$ exactly one $E$-ring morphism $\left[X_{1}, \ldots, X_{m}\right]^{E} \rightarrow R$ sending $X_{l}$ to $r_{i}, i=1, \ldots, m$.

This universal property obviously determines $\left[X_{1}, \ldots, X_{m}\right]^{E}$ up to (unique) $\left\{X_{1}, \ldots, X_{m}\right\}$-fixing isomorphism. In view of $\S 1$ it will not surprise the reader how $\left[X_{1}, \ldots, X_{m}\right]^{E}$ looks like: its additive group is a direct sum

$$
B_{0} \oplus B_{1} \oplus B_{2} \oplus \cdots=\bigoplus_{k=0}^{\infty} B_{k}
$$

for each $k \geq 0$ we equip $B_{0} \oplus \cdots \oplus B_{k}$ with a multiplication making it a ring, denoted $\left[X_{1}, \ldots, X_{m}\right]_{k}$, in such a way that $\left[X_{1}, \ldots, X_{m}\right]_{0}=$ $Z\left[X_{1}, \ldots, X_{m}\right]$ (the underlying additive group is called $B_{0}$ ), and
$\left[X_{1}, \ldots, X_{m}\right]_{k}$ is a subring of $\left[X_{1}, \ldots, X_{m}\right]_{k+1}$; moreover there is for each $k \geq 0$ a morphism $E_{k}$ from the additive group of $\left[X_{1}, \ldots, X_{m}\right]_{k}$ into the multiplicative group of $\left[X_{1}, \ldots, X_{m}\right]_{k+1}$.

The precise construction of $\left[X_{1}, \ldots, X_{m}\right]_{k+1}, B_{k+1}, E_{k}$ from $\left[X_{1}, \ldots, X_{m}\right]_{k}=\left[X_{1}, \ldots, X_{m}\right]_{k-1} \oplus B_{k}$ and $E_{k-1}$ (where we put $\left[X_{1}, \ldots, X_{m}\right]_{-1}=\{0\}$ and $\left.E_{-1}(0)=1\right)(k \geq 0)$ is as follows:
$\left[X_{1}, \ldots, X_{m}\right]_{k+1}=\left[X_{1}, \ldots, X_{m}\right]_{k}\left[\exp \left(B_{k}\right)\right] \quad$ (group ring construction),
where $\exp$ is an isomorphism from the additive group $B_{k}$ onto the multiplicative group $\exp \left(B_{k}\right)$. Further, $E_{k}(x)=E_{k-1}(r) \exp (b)$ if $x=$ $r+b, r \in\left[X_{1}, \ldots, X_{n-1}\right], b \in B_{k}$.

Now $\left[X_{1}, \ldots, X_{m}\right]^{E}$ has underlying ring $\lim _{\rightarrow}\left[X_{1}, \ldots, X_{m}\right]_{k}=$ $\cup_{k=0}^{\infty}\left[X_{1}, \ldots, X_{m}\right]_{k}$, and exponential map $E$ given $\overrightarrow{\text { by }} E(x)=E_{k}(x)$ if $x \in\left[X_{1}, \ldots, X_{m}\right]_{k}$.

## (2.2) Notations.

We will write $\bar{X}$ for $\left(X_{1}, \ldots, X_{m}\right), \bar{Y}$ for $\left(Y_{1}, \ldots, Y_{n}\right)$, and the $Y_{1}, \ldots, Y_{n}$ will denote $n$ distinct indeterminates (also distinct from the $X$ 's).

Given $p=p(\bar{X})$ in $[\bar{X}]^{E}$, an $E$-ring $R$ and $\bar{r} \in R^{m}$ we write $p(\bar{r})$ for the image of $p$ under the $E$-morphism $[\bar{X}]^{E} \rightarrow R$ sending $\bar{X}$ to $\bar{r}$.

A special case deals with the situation that $R$ is an $E$-ring, $\bar{r} \in R^{m}$ and one considers the $E$-ringmorphism $[\bar{X}, \bar{Y}]^{E} \rightarrow R[\bar{Y}]^{E}$ sending $\bar{X}$ to $\bar{r}$ and fixing $\bar{Y}$. In accordance with the notational convention just established we write $p(\bar{r}, \bar{Y})$ for the image of $p(\bar{X}, \bar{Y}) \in[\bar{X}, \bar{Y}]^{E}$ in $R[\bar{Y}]^{E}$. The importance of these morphisms comes from the following lemma and subsequent theorem (2.4) with its corollary (2.5).
(2.3) Lemma. Let $R$ be an E-ring and $q(\bar{Y}) \in R[\bar{Y}]^{E}$. Then there is $m \geq 0$ and $\bar{X}=\left(X_{1}, \ldots, X_{m}\right)$, such that $q(\bar{Y})=p(\bar{r}, \bar{Y})$ for some $p(\bar{X}, \bar{Y})$ $\in[\bar{X}, \bar{Y}]^{E}$ and $\bar{r} \in R^{m}$.

Proof. If $q(\bar{Y}) \in R[\bar{Y}]=R_{0}$, then this is obvious: $\bar{r}$ can be taken as the vector of non-zero coefficients of $q$, in any order. If $q(\bar{Y})=p(\bar{r}, \bar{Y})$, then $E(q(\bar{Y}))=P(\bar{r}, \bar{Y})$ where $P=E(p(\bar{X}, \bar{Y}))$. If $q_{1}(\bar{Y})=p_{1}(\bar{r}, \bar{Y})$, $q_{2}(\bar{Y})=p_{2}(\bar{s}, \bar{Y})$ where $\bar{r}=\left(r_{1}, \ldots, r_{m}\right), \bar{s}=\left(s_{1}, \ldots, s_{t}\right)$, then $q_{1}(\bar{Y})+$ $q_{2}(\bar{Y})=P(\bar{r}, \bar{s}, \bar{Y})$ with $P=p_{1}\left(X_{1}, \ldots, X_{m}, \bar{Y}\right)+p_{2}\left(X_{m+1}, \ldots, X_{m+t}, \bar{Y}\right)$. Similarly for products.
(2.4) ThEOREM. Let $p(\bar{X}, \bar{Y}) \in[\bar{X}, \bar{Y}]^{E}$. There is a positive quantifier free formula $Z_{p}(\bar{X})$ in the language $\{+, \cdot,-, 0,1, E\}$ such that for each $E$-ring $R$ and $\bar{r} \in R^{m}$ we have: $p(\bar{r}, \bar{Y})=0$ in $R[\bar{Y}]$ if and only if $R \vDash Z_{p}(\bar{r})$.

Before we prove this, let us note the following useful consequence:
(2.5) Corollary. Given an E-ring $R$ and $q \in R[\bar{Y}]^{E}$ there is a finite set $\left\{c_{1}, \ldots, c_{t}\right\} \subset R$ such that for each E-morphism $\phi$ from $R$ into an $E$-domain $D$ we have: $q^{\phi}=0$ in $D[\bar{Y}]$ if and only if $\phi\left(c_{1}\right)=\cdots=\phi\left(c_{t}\right)=$ 0 .

Proof. Use (2.3) to write $q=p(\bar{r}, \bar{Y}), p \in[\bar{X}, \bar{Y}]^{E}, \bar{r} \in R^{m}$. Take a positive quantifier free formula $Z_{p}(\bar{X})$ with the property stated in (2.4). Relative to the theory of $E$-domains (that is: $E$-rings with $0 \neq 1$ and without zero divisors) this formula is equivalent to a formula $p_{1}(\bar{X})=$ $\cdots=p_{t}(\bar{X})=0$, where $p_{i}(\bar{X}) \in[\bar{X}]^{E}, i=1, \ldots, t$. Take $c_{1}=p_{1}(\bar{r}), \ldots$, $c_{t}=p_{t}(\bar{r})$. As $q^{\phi}=p(\phi(\bar{r}), \bar{Y})$, we have:

$$
\begin{aligned}
q^{\phi} & =0 \text { in } D[\bar{Y}]^{E} \Leftrightarrow D \vDash Z_{p}(\phi(\bar{r})) \\
& \Leftrightarrow p_{1}(\phi \bar{r})=\cdots=p_{t}(\phi \bar{r})=0 \\
& \Leftrightarrow \phi\left(c_{1}\right)=\cdots=\phi\left(c_{t}\right)=0 .
\end{aligned}
$$

(2.6) Proof of (2.4). Let $R$ denote an $E$-ring and $\bar{r}$ an $m$-tuple in $R^{m}$.

We identify the free $E$-ring $[\bar{X}, \bar{Y}]^{E}$ with the $E$-polynomial ring $\left([\bar{X}]^{E}\right)[\bar{Y}]^{E}$ over $[\bar{X}]^{E}$. Let us write $A_{k}(\bar{X}, \bar{Y}), R_{k}(\bar{X}, \bar{Y})$ for the $A_{k}$ and $R_{k}$ arising in the construction of $\left([\bar{X}]^{E}\right)[\bar{Y}]^{E}$ from $[\bar{X}]^{E}$ and $\bar{Y}$. (See (1.1).) Similarly we let $A_{k}(\bar{Y}), R_{k}(\bar{Y})$ stand for the $A_{k}, R_{k}$ arising in the construction of $R[\bar{Y}]^{E}$ from $R$. A trivial induction gives that for all $k$ :

$$
p(\bar{X}, \bar{Y}) \in R_{k}(\bar{X}, \bar{Y}) \Rightarrow p(\bar{r}, \bar{Y}) \in R_{k}(\bar{Y}) .
$$

Unfortunately we cannot replace $R_{k}$ by $A_{k}$ in this implication.
Let $E$-rings be the theory of $E$-rings. We shall prove by induction on $k \geq 0$ :
(*) Let $p \in R_{k}(\bar{X}, \bar{Y})$. There is a positive open formula $Z_{p}(\bar{X})$ with the property stated in the theorem. Moreover, there are formulas $\phi_{1}=$ $\phi_{1}(\bar{X}), \ldots, \phi_{t}=\phi_{t}(\bar{X})$, and for each $j=1, \ldots, t$ there are $p_{j 0}, p_{j 1} \in$ $R_{k}(\bar{X}, \bar{Y})$ such that $p=p_{j 0}+p_{j 1}$, and $E$-rings $\vdash \vee^{t}{ }_{j=1} \phi_{j}$; and, whenever $R \vDash \phi_{j}(\bar{r}), 1 \leq j \leq t, R$ any $E$-ring, $\bar{r} \in R^{m}$, then $p_{j 0}(\bar{r}, \bar{Y}) \in R_{k-1}(\bar{Y})$, $p_{j 1}(\bar{r}, \bar{Y}) \in A_{k}(\bar{Y})$.
$k=0:$ write $p=q_{0}(\bar{X})+q_{1}(\bar{X}) \bar{Y}^{\alpha_{1}}+\cdots+q_{s}(\bar{X}) \bar{Y}^{\alpha_{d}}$, where $q_{i}(\bar{X})$ $\in[\bar{X}]^{E}$ and the $\bar{Y}^{\alpha_{i}}$ are monomials in $\bar{Y}$ different from 1. Then we can take for $Z_{p}(\bar{X})$ the formula $q_{0}(\bar{X})=q_{1}(\bar{X})=\cdots=q_{s}(\bar{X})=0$. Moreover, one can take $t=1$ and for $\phi_{1}(\bar{X})$ the formula $0=0$, and $p_{10}=q_{0}$, $p_{11}=q_{1} \cdot \bar{Y}^{\alpha_{1}}+\cdots+q_{s} \cdot \bar{Y}^{\alpha_{d}}$. This proves (*) for $k=0$.

Suppose (*) holds for $k$. (Induction hypothesis.) Let $p \in R_{k+1}(\bar{X}, \bar{Y})$, so $p=q_{1} \cdot E\left(p_{1}\right)+\cdots+q_{s} E\left(p_{s}\right)$ where the $q$ 's are in $R_{k}(\bar{X}, \bar{Y})$ and the $p_{i}$ 's in $A_{k}(\bar{X}, \bar{Y})$. We apply the induction hypothesis to each $p_{i}$ and obtain open formulas $\phi_{i 1}, \ldots, \phi_{i t(i)}$, and $p_{i j 0}, p_{i j 1}$, in $R_{k}(\bar{X}, \bar{Y})$ for $j=1, \ldots, t(i)$ with the implied property. Take any $E$-ring $R$ and $\bar{r} \in R^{m}$. For each $i=1, \ldots, s$ there is $j, 1 \leq j \leq t(i)$ such that $R \neq \phi_{i j}(\bar{r})$; whence also $p_{i j 0}(\bar{r}, \bar{Y}) \in R_{k-1}(\bar{Y}), p_{i j 1}(\bar{r}, \bar{Y}) \in A_{k}(\bar{Y})$. For simplicity let us write $\phi_{i}$ for this $\phi_{i j}$ and $p_{i 0}, p_{i 1}$, for the corresponding $p_{i j 0}, p_{i j 1}$. So we have $R \vDash \phi_{1}(\bar{r}) \wedge \cdots \wedge \phi_{s}(\bar{r})$. (But note that this is only one of $t_{1} \cdot t_{2} \cdots t_{s}$ alternative conjunctions.)

Put

$$
\begin{aligned}
& Q_{1}=q_{1} E\left(p_{10}\right), \ldots, Q_{s}=q_{s} E\left(p_{s 0}\right) \\
& P_{1}=p_{11}, \ldots, P_{s}=p_{s 1}
\end{aligned}
$$

Then, as $p_{i}=p_{i 0}+p_{i 1}$, we have

$$
\begin{gathered}
p=Q_{1} E\left(P_{1}\right)+\cdots+Q_{s} E\left(P_{s}\right), \quad\left(\text { in }[\bar{X}, \bar{Y}]^{E}\right), \\
Q_{i}(\bar{r}, \bar{Y}) \in R_{k}(\bar{Y}), \\
P_{i}(\bar{r}, \bar{Y}) \in A_{k}(\bar{Y}) \text { for } i=1, \ldots, s
\end{gathered}
$$

It follows that $p(\bar{r}, \bar{Y})=0$ in $R[\bar{Y}]^{E}$ if and only if there is a partition of $\{1, \ldots, s\}$ into subsets $I_{1}, \ldots, I_{\mu}$ such that for each $\lambda=1, \ldots, \mu: P_{i_{1}}(\bar{r}, \bar{Y})$ $=P_{i_{2}}(\bar{r}, \bar{Y})$ for all $i_{1}, i_{2} \in I_{\lambda}$ and $\Sigma_{i \in I_{\lambda}} Q_{i}(\bar{r}, \bar{Y})=0$.

By the induction hypothesis this equivalence can be reformulated as:

$$
p(\bar{r}, \bar{Y})=0 \quad \text { in } R[\bar{Y}]^{E} \Leftrightarrow R \vDash Z_{p, \phi_{1}, \ldots, \phi_{s}}(\bar{r})
$$

where $Z_{p, \phi_{1}, \ldots, \phi_{s}}$ is a positive open formula depending only on $p$ and the alternative $\phi_{1} \wedge \phi_{2} \wedge \cdots \wedge \phi_{s}$ satisfied by $(R, \bar{r})$. A subtle but crucial point is that the $\Leftarrow$ direction holds also for those $(R, \bar{r})$ which do not satisfy the conjunction $\phi_{1} \wedge \cdots \wedge \phi_{s}$.

Notice that we obtain in this way $t_{1} \cdots t_{s}$ formulas $Z_{p, \phi_{1}, \ldots, \phi_{s}}$. Now we let $Z_{p}$ be the disjunction of these $t_{1} \cdots t_{s}$ formulas $Z_{p, \phi_{1}, \ldots, \phi_{s}}$, and it is easy to see that

$$
p(\bar{r}, \bar{Y})=0 \Leftrightarrow R \vDash Z_{p}(\bar{r})
$$

for any $E$-ring $R$ and $\bar{r} \in R^{m}$.
To prove the second part of $(*)$ for $k:=k+1$, we let $R, \bar{r}$ be as before, in particular $R \vDash \phi_{1}(\bar{r}) \wedge \cdots \wedge \phi_{s}(\bar{r})$. Given any subset $I$ of
$\{1, \ldots, s\}$ there are, by the induction hypothesis, formulas $\phi_{I}(\bar{X})$ and $\psi_{I}(\bar{X})$ such that

$$
\begin{array}{ll}
R \vDash \phi_{I}(\bar{r}) \Leftrightarrow P_{i}(\bar{r}, \bar{Y})=0 & \text { for all } i \in I, \\
R \vDash \psi_{I}(\bar{r}) \Leftrightarrow P_{i}(\bar{r}, \bar{Y}) \neq 0 & \text { for all } i \notin I .
\end{array}
$$

Now it is clear that the disjunction of the $t_{1} \cdots t_{s} \cdot 2^{s}$ formulas $\phi_{1} \wedge \cdots \wedge \phi_{s} \wedge \phi_{I} \wedge \psi_{I}$ is true in all $E$-rings, that

$$
p=P_{I, 0}+P_{I, 1}
$$

where

$$
P_{I, 0}=\sum_{i \in I} Q_{i} \cdot E\left(P_{i}\right), \quad P_{I, 1}=\sum_{i \notin I} Q_{t} \cdot E\left(P_{\imath}\right)
$$

and that, if $(R, \bar{r}) \vDash \phi_{1} \wedge \cdots \wedge \phi_{s} \wedge \phi_{I} \wedge \psi_{I}$, then $P_{I, 0}(\bar{r}, \bar{Y}) \in R_{k}(\bar{Y})$, $P_{I, 1}(\bar{r}, \bar{Y}) \in A_{k+1}(\bar{Y})$.

Note. The formulas $\phi_{i}$ are not necessarily positive open, though they can be taken to be open, and therefore should not be part of the $Z_{p}$ 's. This causes some of the complications in the proof.

## 3. Derivations on $E$-polynomial rings.

(3.1) Let $R$ again be an $E$-ring, $X$ an indeterminate.

We know that the polynomial ring $R[X]$ has a standard derivation: $\left(\sum_{0}^{n} r_{i} X^{i}\right)^{\prime}=\sum_{1}^{n} i r_{i} X^{i-1}$. We can extend this derivation uniquely to one on $R[X]^{E}$ in such a way that $E(q)^{\prime}=q^{\prime} E(q)$ (for all $q$ ), a reasonable formula if one thinks of $E(q)$ as $e^{q}$. In fact, the following lemma is more general, and takes also into account an interpretation of $E(q)$ as $a^{q}$ with derivative $(\log a) \cdot q^{\prime} \cdot a^{q}$.
(3.2) Lemma. Given $r \in R$ there is exactly one derivation on $R[X]^{E}$ which is trivial on $R$ and satisfies $X^{\prime}=1, E(q)^{\prime}=r \cdot q^{\prime} \cdot E(q)$ for all $q \in R[X]^{E}$. This derivation maps $R_{k}$ into itself, $k \geq 1$.

Proof. Suppose we have a derivation ' on $R_{k}$ satisfying the above, with $q$ restricted to $R_{k-1}, k \geq 0$. (Induction hypothesis, obviously holding for $k=0$.) To extend to a derivation' on $R_{k+1}$ satisfying the above for $q$ in $R_{k}$, we have to put

$$
\left(\sum_{i=1}^{h} p_{i} \cdot E\left(q_{i}\right)\right)^{\prime}=\sum_{i=1}^{h}\left(p_{i}^{\prime}+r p_{i} q_{i}^{\prime}\right) E\left(q_{i}\right)
$$

where $p_{\imath} \in R_{k}, q_{i} \in A_{k}, q_{l} \neq q_{j}$ for $i \neq j$. Now it is straightforward to check that this formula does indeed define a derivation on $R_{k+1}$.

As $R[X]^{E}=\cup R_{k}$, we obtain in this way a derivation on $R[X]^{E}$, with the required properties. The uniqueness of ' is clear by a very similar argument.

Now we can extend (1.10) as follows.
(3.3) Lemma. Let $r \in R$ and let ' be the derivation on $R[X]^{E}$ defined in the previous lemma. If $p \in R[X]^{E}$ is nonzero, then either $\operatorname{ord}(E(q) \cdot p)<$ $\operatorname{ord}(p)$ for some $q \in R[X]^{E}$, or $\operatorname{ord}\left(p^{\prime}\right)<\operatorname{ord}(p)$.

Proof. Let $p_{0}$ be the polynomial part of $p$. The case $p_{0}=0$ leads to the first alternative, by (1.10), so suppose $p_{0} \neq 0$. Then $t\left(p_{0}^{\prime}\right)<t\left(p_{0}\right)$. Moreover, it is clear from the proof of (3.2) that ' maps $A_{i}$ into $A_{i}$ for $i>0$ and that $t\left(q^{\prime}\right) \leq t(q)$ for $q \in A_{i}$. So it follows from the definition of ord that $\operatorname{ord}\left(p^{\prime}\right)<\operatorname{ord}(p)$.

The following result is crucial in $\S 4$. Its proof is based on a suggestion by Ken Manders and replaces an earlier more complicated proof based on differential algebra.
(3.4) Proposition. Let $R$ be a domain of characteristic $0, r \in R \backslash\{0\}$, and let ' denote the derivation on $R[X]^{E}$ introduced in (3.2). Then the ring of constants of $R[X]^{E}$ is $R$, that is:

$$
p^{\prime}=0 \Leftrightarrow p \in R .
$$

Proof. We first show by induction on $k \geq 0$ : if $p \in R_{k} \backslash\{0\}$ and $q \in R_{k} \backslash R_{k-1}$, then $p^{\prime}+r p q^{\prime} \neq 0$. For $k=0$ one just notices that, as $r q^{\prime} \neq 0, r p q^{\prime}$ has higher degree in $X$ than $p^{\prime}$, so $p^{\prime}+r p q^{\prime} \neq 0$. Suppose the statement holds for some $k$ and let $p \in R_{k+1} \backslash\{0\}, q \in R_{k+1} \backslash R_{k}$. We fix a linear order on the abelian (torsion free) group $A_{k}$ and write $p=$ $\sum_{i=1}^{m} a_{i} E\left(b_{l}\right), q=\sum_{J=1}^{n} c_{J} E\left(d_{J}\right)$ with all $a_{i}, c_{j} \in R_{k} \backslash\{0\}$ and $b_{l}, d_{j} \in A_{k}$ with $b_{1}<\cdots<b_{m}, d_{1}<\cdots<d_{n}$. There are two cases:
(1) $d_{n}>0$.
(2) $d_{1}<0$.

Consider first case (1). Now $q^{\prime}=\sum_{j=1}^{n}\left(c_{j}^{\prime}+r c_{j} d_{j}^{\prime}\right) \cdot E\left(d_{j}\right)$ and $c_{n}^{\prime}+r c_{n} d_{n}^{\prime} \neq 0$ by induction assumption. So $r p q^{\prime}$ contains a 'highest' term $r a_{m} .\left(c_{n}^{\prime}+r c_{n} d_{n}^{\prime}\right) E\left(b_{m}+d_{n}\right) \neq 0$ and $p^{\prime}$ contains only 'lower' terms $\left(a_{\imath}^{\prime}+r a_{l} b_{l}^{\prime}\right) E\left(b_{l}\right)$. Hence $p^{\prime}+r p q^{\prime} \neq 0$. Case (2) is treated in the same way, looking instead at the lowest term in $r p q^{\prime}$. This proves our assertion.

Now let $p \in R[X]^{E} \backslash R$. So $p \in R_{k+1} \backslash R_{k}$, some $k \geq-1$. We have to show that $p^{\prime} \neq 0$. For $k=-1$ this is obvious, and for $k \geq 0$, write $p=\sum_{l=1}^{m} a_{t} \cdot E\left(b_{i}\right)$ as before. So either $b_{1} \neq 0$ or $b_{m} \neq 0$. Again, if $b_{1}$ $\neq 0$, then $a_{1}^{\prime}+r a_{1} b_{1}^{\prime} \neq 0$ by the assertion proved above, so $p^{\prime}$ $=\Sigma\left(a_{i}^{\prime}+r a_{t} b_{t}^{\prime}\right) E\left(b_{t}\right)$ contains a lowest non-zero term $\left(a_{1}^{\prime}+r a_{1} b_{1}^{\prime}\right)$. $E\left(b_{1}\right)$, hence $p^{\prime} \neq 0$. The case $b_{m} \neq 0$ is treated similarly.
4. Exponential functions. Recall from (1.5) that $R\left[x_{1}, \ldots, x_{m}\right]^{E}$ consists of the $E$-polynomial functions $R^{m} \rightarrow R$, and that $p=$ $p\left(X_{1}, \ldots, X_{m}\right) \mapsto \hat{p}=p\left(x_{1}, \ldots, x_{m}\right)$ assigns to each $E$-polynomial its corresponding function.
(4.1) Proposition. Suppose the E-ring $R$ is an integral domain of characteristic 0 , that there is a nonzero $r$ in $R$, and that there are derivations $d_{1}, \ldots, d_{m}$ on a ring extension of $R\left[x_{1}, \ldots, x_{m}\right]^{E}$ which are trivial on $R$ and satisfy $d_{l}\left(x_{j}\right)=\delta_{i j}, 1 \leq i, j \leq m$, and $d_{i}(E(f))=r \cdot d_{l}(f) \cdot E(f)$ for all $f$ in $R\left[x_{1}, \ldots, x_{m}\right]$ and $i=1, \ldots, m$.

Then the map $p \mapsto \hat{p}: R\left[X_{1}, \ldots, X_{m}\right]^{E} \rightarrow R\left[x_{1}, \ldots, x_{m}\right]^{E}$ is an isomorphism.

Proof. By induction on $m$. The case $m=0$ is trivial. Suppose $m>0$ and the statement is true upon replacing $m$ by $m-1$. Note that then the morphism ^ above maps the $E$-subring $R\left[X_{1}, \ldots, X_{m-1}\right]^{E}$ of $R\left[X_{1}, \ldots, X_{m}\right]^{E}$ isomorphically onto the $E$-subring $R\left[x_{1}, \ldots, x_{m-1}\right]^{E}$ of $R\left[x_{1}, \ldots, x_{m}\right]^{E}$.

Now use (1.6) and (3.2) to equip $R\left[X_{1}, \ldots, X_{m}\right]^{E}$ with the derivation $D$ which is trivial on $R\left[X_{1}, \ldots, X_{m-1}\right]^{E}$ and satisfies $D\left(X_{m}\right)=1$ and $D(E(p))=r \cdot D(p) \cdot E(p)$ for all $p \in R\left[X_{1}, \ldots, X_{m}\right]^{E}$.

A trivial induction on height $(p)$ gives:
(*) $\widehat{D(p)}=d_{m}(\hat{p})$.
Now we prove by induction on $\operatorname{ord}(p)$, defined relative to $R\left[X_{1}, \ldots, X_{m-1}\right]^{E}$ as ground $E$-ring (see (1.9)), that $p \neq 0 \Rightarrow \hat{p} \neq 0$.

Suppose $p \neq 0$ but $\hat{p}=0$. According to (3.3) either $\operatorname{ord}(E(q) \cdot p)<$ $\operatorname{ord}(p)$, some $q$, or $\operatorname{ord}(D(p))<\operatorname{ord}(p)$.

In the first case $\widehat{E(q) \cdot p}=\widehat{E(q)} \cdot \hat{p}=0$ implies by the inductive assumption that $E(q) \cdot p=0$, so $p=0$, contradiction.

In the case that ord $D(p)<\operatorname{ord}(p)$ we use $(*)$ and get $\widehat{D(p)}=$ $d_{m}(\hat{p})=d_{m}(0)=0$, and again the inductive assumption implies that $D(p)=0$. Now (3.4) implies that this can only happen if $p$ is in the ground ring, i.e. $p \in R\left[X_{1}, \ldots, X_{m-1}\right]^{E}$. But then $\hat{p}=0, p \neq 0$ contradicts the induction assumption on $m$.
(4.2) Corollary. The maps $p \mapsto \hat{p}$ from $\mathbf{R}\left[X_{1}, \ldots, X_{m}\right]^{E}$ into $\mathbf{R}\left[x_{1}, \ldots, x_{m}\right]^{E}$ and from $\mathbf{C}\left[X_{1}, \ldots, X_{m}\right]^{E}$ into $\mathbf{C}\left[x_{1}, \ldots, x_{m}\right]^{E}$ are isomorphisms. Here exponentiation on $\mathbf{R}$ can be taken as $a^{x}$, where a is a fixed positive real $\neq 1$, and exponentiation on $\mathbf{C}$ as $e^{r x}, r$ a fixed complex number $\neq 0$.

Proof. The hypothesis of the proposition is obviously satisfied by taking $d_{1}, \ldots, d_{m}$ as the partial derivatives $\partial / \partial x_{1}, \ldots, \partial / \partial x_{m}$ (and $r=\log a$ for $R$ ).
(4.3) Dahn and Wolter drew my attention to the fact that it is a formal consequence of the axioms for ordered fields and the inequality $e^{x} \geq 1+x$ that the exponential map $e^{x}$ on $R$ satisfies the differential equation $y^{\prime}=y$. Elaborating this a bit we get a real-algebraic version of the first part of (4.2):
(4.4) Proposition. Suppose $R$ is an ordered $E$-field and its exponential map $E$ satisfies $E(x) \geq 1+r x$ for a fixed nonzero $r \in R$ and all $x \in R$. Then the map $p \mapsto \hat{p}$ from $R\left[X_{1}, \ldots, X_{m}\right]^{E}$ into $R\left[x_{1}, \ldots, x_{m}\right]^{E}$ is an isomorphism.
(4.5) Before proving this, let us state some general facts on functions defined on ordered fields. Given an ordered field $F$ and a function $f$ : $F \rightarrow F$ we call $f$ differentiable at $a \in F$ with derivative $b \in F$ if

$$
\forall \varepsilon>0 \exists \delta>0 \forall h\left(0<|h|<\delta \Rightarrow\left|\frac{f(a+h)-f(a)}{h}-b\right|<\varepsilon\right)
$$

holds in $F$. In that case $b$ is unique and we write $f^{\prime}(a)=b$. We have the usual rules: if $f, g$ are differentiable at $a$, so are $f+g$, cf $(c \in F)$, and $f g$, with $(f+g)^{\prime}(a)=f^{\prime}(a)+g^{\prime}(a),(c f)^{\prime}(a)=c \cdot f^{\prime}(a),(f g)^{\prime}(a)=$ $f^{\prime}(a) \cdot g(a)+f(a) \cdot g^{\prime}(a)$. If $f$ is differentiable at $a$ and $g$ is differentiable at $f(a)$, then $g \circ f$ is differentiable at $a$ and

$$
(g \circ f)^{\prime}(a)=g^{\prime}(f(a)) \cdot f^{\prime}(a)
$$

Of course we can now also define partial differentiability w.r.t. $x_{i}$ at a point $a \in F^{m}$ for functions $f: F^{m} \rightarrow F$, and we write $\partial f(a) / \partial x_{i}$ for this partial derivative.

Suppose now that $E$ is an exponential operation on $F$ satisfying $E(x) \geq 1+r x$ for a fixed $r \in F$ and all $x \in F$. Then it is easy to derive that $E$ is differentiable at 0 and $E^{\prime}(0)=r$. (Use $E(-h)=E(h)^{-1} \geq 1-$ $r h$ to get $1+r h \leq E(h) \leq(1-r h)^{-1}$ for small $|h|$.) The morphism
property of $E$ then gives that $E$ is differentiable everywhere and $E^{\prime}=r E$. It follows that $F\left[x_{1}, \ldots, x_{m}\right]^{E}$ is closed under $\partial / \partial x_{1}, \ldots, \partial / \partial x_{m}$ and that the hypothesis of (4.1) holds for $R=(F, E)$ and $d_{t}=\partial / \partial x_{i}, i=1, \ldots, m$. (4.4) follows.
(4.6) Remark. From a logician's point of view the theorems above have the following interpretation (for $R$ satisfying the hypothesis of (4.1)): each identity in the language of E-rings augmented by constants from $R$ which holds in $R$ is derivable from the theory of E-rings augmented by Diagram $^{+}(R)$.
(4.7) In the remainder of this section $F$ is an ordered E-field whose exponential map satisfies

$$
E(x) \geq 1+x, \quad \text { all } x \in F\left(e . g .\left(\mathbf{R}, e^{x}\right)\right)
$$

We are interested in the roots of $E$-polynomials $p(X)$ in one variable $X$ over $F$. By (4.4) it is harmless to identify such a $p(X)$ with the function $\hat{p}$ it defines, and we shall do so. Let us call $a$ in $F$ a root of multiplicity $n$ $(n>0)$ of $p(X)$ if

$$
p(a)=\cdots=p^{(n-1)}(a)=0, \quad p^{(n)}(a) \neq 0
$$

We shall prove that each root of a nonzero E-polynomial $p(X)$ has a multiplicity. This may seem somewhat surprising as the usual proof for $\left(\mathbf{R}, e^{x}\right)$ does not work for general $F$ : for the reals one notes that $p^{(i)}(a)=0$ for all $i$ means that the Taylor series for $p$ at $a$ has all coefficients 0 , whence, by analytic continuation, $p$ vanishes on $\mathbf{R}$, i.e. $p=0$.

The following lemma leads to another proof.
(4.8) Lemma. Given a nonzero $p(X)$ in $F[X]^{E}$ there is a finite sequence $p=p_{0}, p_{1}, \ldots, p_{M}$ in $F[X]^{E}$ such that:
(a) $p_{M}=c E(q)$ for some nonzero $c \in F$ and some $q$ in $F[X]^{E}$,
(b) for each $i<M$ we have $p_{i+1}=\left(E\left(q_{i}\right) \cdot p_{i}\right)^{\prime}$ for some $q_{i}$ in $F[X]^{E}$, and $\operatorname{ord}\left(p_{l+1}\right)<\operatorname{ord}\left(p_{i}\right)$. Moreover, given such a sequence we have for each $i \leq M$ :
(c) $p_{i}=\alpha_{i, 0} p+\alpha_{i, 1} p^{(1)}+\cdots+\alpha_{i, i} p^{(i)}$ for certain $\alpha_{i, j}$ in $F[X]^{E}$ and $\alpha_{i, i}=E\left(\beta_{i, i}\right)$ for some $\beta_{i, i}$ in $F[X]^{E}$.

Proof. There certainly is a sequence $p=p_{0}, p_{1}, \ldots, p_{N}$ with $p_{N}=0$ and property (b) for $i<N$ : just apply (3.3) and the fact that $\omega^{\omega}$ is well ordered. Now $0=p_{N}=\left(E(\bar{q}) \cdot p_{N-1}\right)^{\prime}$ for some $\bar{q}$, so $E(\bar{q}) \cdot p_{N-1}$ is a nonzero constant $c \in F$. (It can't be 0 , as $\operatorname{ord}\left(p_{N-1}\right)>\operatorname{ord}\left(p_{N}\right)=0$.) Hence $p_{N-1}=c \cdot E(-\bar{q})$. Now take $M=N-1$ to realize (a).
(c) is proved by induction on $i$. The case $i=0$ being trivial we assume that $i<M$ and (c) holds. Then $p_{i+1}$ is the derivative of $E\left(q_{i}\right) \cdot\left(\alpha_{t, 0} p+\right.$ $\left.\alpha_{i, 1} p^{(1)}+\cdots+\alpha_{i, i} p^{(i)}\right)$ which is a linear combination $\alpha_{i+1,0} p+\alpha_{i+1,1} p^{(1)}$ $+\cdots+\alpha_{i+1, i+1} p^{(i+1)}$ where $\alpha_{i+1, i+1}=E\left(q_{i}\right) \cdot \alpha_{i, i}=E\left(q_{i}+\beta_{i, i}\right)$.
(4.9) Corollary. Each root in $F$ of a nonzero E-polynomial $p(X)$ over $F$ has a multiplicity $\leq M$, where $M$ is as in (4.8).

Proof. (4.8) part (c) applied to $i=M$ gives: if $p(a)=p^{(1)}(a)=\cdots=$ $p^{(M)}(a)=0$, then $p_{M}(a)=0$; but $p_{M}$ has no zeros, by (a).
(4.10) Remark. A similar argument, involving also part (c) of (4.8), gives in fact that a root $a$ of $p(X)$ has multiplicity $n \leq M$ if and only if $p_{i}(a)=0$ for $i<n, p_{n}(a) \neq 0$. (Here $p(X)$ and the sequence $p_{0}, \ldots, p_{M}$ are as described in (4.8).) So the $p_{t}$ 's serve as a kind of derivatives of $p$.
(4.11) Corollary. Suppose F has the extra property that each E-polynomial over $F$ has a maximum value on each segment $[a, b]$. Then each nonzero E-polynomial $p(X)$ over $F$ has at most $M$ roots in $F$, counted with their multiplicity, where $M$ is as in (4.8).

Proof. The hypothesis implies that Rolle's theorem holds for $E$-polynomials over $F$. That is, whenever $p(a)=p(b)=0, a<b$, there is $c$ with $a<c<b$ and $p^{\prime}(c)=0$ : just take $c$ where $p$ is maximal or minimal on ( $a, b$ ).

Now let $p(X)$ be nonzero and take a sequence $p_{0}, p_{1}, \ldots, p_{M}$ as in (4.8). We assume as an inductive hypothesis that the result is true for all $q(X)$ with $\operatorname{ord}(q)<\operatorname{ord}(p)$. This means that $p_{1}=\left(E\left(q_{0}\right) \cdot p\right)^{\prime}$ has at most $M-1$ zeros (assuming $M>0$; the case $M=0$ is trivial). Hence by Rolle's theorem and a simple counting argument the $E$-polynomial $E\left(q_{0}\right) \cdot p$, and therefore $p$ itself, has at most $M$ zeros.
(4.12) Let us mention another result in this area which can be proved by the same induction method.
(*) For each nonzero $E$-polynomial $p(X)$ over $\left(\mathbf{R}, e^{x}\right)$, all $a, b \in \mathbf{R}$ with $a<b$ and each ordered E-extension field $F$ of $\left(\mathbf{R}, e^{x}\right)$ we have: all roots of $p(X)$ in $F$ between $a$ and $b$ are in $\mathbf{R}$.

Another version of this is:
$(* *)$ Let $\operatorname{Exp}_{\mathbf{R}}$ be the theory $\operatorname{Diag}\left(\mathbf{R}, e^{x}\right) \cup$ theory of ordered $E$-fields $\cup\{\forall x E(x) \geq 1+x\}$. Then $\operatorname{Exp}_{\mathbf{R}}$ proves every true statement of the form: " $p(X)$ has exactly $k$ roots in $[a, b] "\left(p(X) \in \mathbf{R}[X]^{E}, a, b \in \mathbf{R}\right)$.
(*) follows easily by induction on ord $(p)$. An analysis of the proof shows that $(*)$, and therefore $(* *)$, remain true if the ordered $E$-field $\left(\mathbf{R}, e^{x}\right)$ is replaced by any ordered $E$-field with $E(x) \geq 1+x$ for all $x$, and satisfying Rolle's theorem and the intermediate value theorem for $E$-polynomials.
(4.13) An important problem seems to me whether in statement (*) above the restriction to roots between given reals $a, b$ can be omitted, while at the same time restricting the extensions $F$ to those which satisfy a decent set of 1 st order axioms.

This problem is related to, what Macintyre calls, the 'last root' problem for real $E$-polynomials: consider non-zero real E-polynomials of "bounded complexity" (so in particular the number of real roots is bounded, by (4.11)). Is there an intelligible function of the (finitely many) real parameters on which the E-polynomial depends, which bounds the absolute value of its real roots?

A positive answer to this question should remove one of the main obstacles in obtaining a satisfactory analysis of the elementary theory of ( $\mathbf{R}, e^{x}$ ).
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