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#### Abstract

In this paper we shall improve upon the results by $\mathbf{K}$. Faulstich, W. Luh and L. Tomm by (i) considering power series representing other meromorphic functions $f$, (ii) using a regular weighted means method $D$ to obtain the overconvergence property and (iii) showing that $D$ has a universal property with respect to analytic continuation i.e. for every simply connected region $G$ which contains the open disc of convergence of the Maclaurin series of $f$ but no pole of $f$, there is a subsequence of the $D$-transform of the $n$th partial sums of the Maclaurin series of $f$ that converges to $f$ uniformly on compact subsets of $G$.


1. Introduction. The behaviour of partial sums of power series outside their circle of convergence has been studied by various authors c.f. [4], [9]. Power series that have subsequences of partial sums which converge at points outside their circle of convergence are said to be overconvergent. In [1], Chui and Parnes proved the existence of a power series $\Pi$, convergent in the open unit disc and with the following universal property with respect to overconvergence:

Given any compact set $L$ which does not separate the plane and does not intersect the closed unit disc $\Delta$, and given any function $g$ that is continuous on $L$ and holomorphic in the interior of $L$ (i.e. $g \in A(L)$ ), there exists a subsequence of the partial sums of $\Pi$ that converges to $g$ uniformly on $L$.

More recently, it was shown in [12], that a power series exists that is absolutely convergent in $\Delta$ and overconverges almost everywhere outside $\Delta$ to any given measurable function $f$. Moreover such power series are dense in the Banach space $A(\Delta)$ (with the uniform norm). On the other hand, not all power series are overconvergent. For instance, the geometric series has the property that no subsequence of its partial sums converges at any point outside $\Delta$. However, even in this case, if we consider a summability transform of its sequence of $n$th partial sums (as in [5], [7]) then it is possible to obtain overconvergence properties. More precisely, in [6] Luh proved the existence of a summability method $A$ such that the $A$-transform of the $n$th partial sums of the geometric series $\left(\psi_{n}^{A}\right)_{n \geq 0}$ converges on the interior of $\Delta$ to $1 /(1-z)$ and has the following universal overconvergence property:

Given any compact set $L$ which does not separate the plane and does not intersect $\Delta$, and given any function $g \in A(L)$, there exists a subsequence $\left(\psi_{k_{n}}^{A}\right)$ of $\left(\psi_{n}^{A}\right)$ that converges to $g$ uniformly on $L$.

Using a summability approximation theorem obtained in [10], it was shown in [3] that the method $A$ constructed by Luh could be chosen to be regular and in fact it could be a regular 'generalised weighted means method' or 'generalised Riesz method' previously introduced by Faultstich (see [2]). Furthermore, as a consequence of the results in [3], the sequence $\left(\psi_{n}^{A}\right)$ provides an analytic continuation of the geometric series into a fixed simply connected region $G$ containing the open unit disc but not the point 1.

Notation. For every set $S \subset \mathbf{C}$, let $\stackrel{\circ}{S}$ denote the interior, $\bar{S}$ the closure and $S^{c}$ the complement of $S$. A sequence of functions $\left(f_{n}\right)$ will be called compactly convergent to a function $f$ on $S$ if it converges to $f$ uniformly on every compact subset of $S$. We use the following abbreviations throughout: $\Delta_{r}=\{z \in \mathbf{C}:|z| \leq r\}$ for $r \geq 0, \Delta=\Delta_{1}, \mathbf{N}_{0}$ for the set of non-negative integers and $\mathbf{C}_{\infty}=\mathbf{C} \cup\{\infty\}$. If $K$ is a compact subset of C then $A(K)$ denotes the Banach space of all functions that are continuous on $K$ and holomorphic on $K$.

A matrix $D=\left(d_{n, k}\right)$ defining a sequence to sequence summability method is called a weighted means method if there is a sequence $\left(d_{k}\right)_{k \geq 0}$ such that $D_{n}=d_{0}+d_{1}+\cdots+d_{n} \neq 0$ for $n=0,1,2, \ldots$ and

$$
d_{n, k}= \begin{cases}d_{k} / D_{n} & \text { if } 0 \leq k \leq n,  \tag{1}\\ 0 & \text { if } k>n .\end{cases}
$$

Cf. [9] where the notation $\mathscr{M}(d)$ is used and [4] where ( $\bar{N}, d$ ) is used.
It is well known that $D$ is regular (i.e. finite limit preserving) if and only if the following two conditions hold

$$
\begin{gather*}
\lim _{n \rightarrow \infty} D_{n}=\infty,  \tag{2}\\
\sum_{k=0}^{n}\left|d_{k}\right|=O\left(\left|D_{n}\right|\right) . \tag{3}
\end{gather*}
$$

2. Statement of the results. First we describe the class of functions to which our results apply. Throughout this paper let $f$ denote a function that is meromorphic in $\mathbf{C}$ and has a Maclaurin series expansion

$$
\begin{equation*}
f(z)=\sum_{m=0}^{\infty} c_{m} z^{m} \tag{4}
\end{equation*}
$$

whose radius of convergence, $r$, is positive. Furthermore we also require that the coefficients $c_{m}$ satisfy the condition

$$
\begin{equation*}
\lim _{m \rightarrow \infty} R^{m} c_{m}=\infty \quad \text { for every } R>r . \tag{C}
\end{equation*}
$$

It was proved in [11] that (C) holds if
(C) $\quad f$ has exactly one pole on the circle $|z|=r$, or if

$$
\begin{equation*}
\lim _{m \rightarrow \infty} R^{m} \tilde{c}_{m}=\infty \quad \text { for every } R>r \tag{C}
\end{equation*}
$$

where $\tilde{f}(z)=\sum_{m=0}^{\infty} \tilde{c}_{m} z^{m}$ is any rational function which has the same poles and the same singular parts as $f$ on $\Delta_{r}$. It is clear that not every meromorphic function satisfies (C) (for instance, if $f$ is even then it does not satisfy (C)).

We use $P$ to denote the set of poles of $f$.
If $A=\left(a_{n, k}\right)$ is a row finite summability method then $\left(\sigma_{n}^{A}(z)\right)$ will denote the sequence of $A$-transforms of the $n$th partial sums of the series in (4), that is, for all $z \in \mathbf{C}$ and $n=0,1, \ldots$

$$
\begin{equation*}
\sigma_{n}^{A}(z)=\sum_{k=0}^{\infty} a_{n, k}\left(\sum_{m=0}^{k} c_{m} z^{m}\right) \tag{5}
\end{equation*}
$$

We now establish the existence of 'a regular universal weighted means method' $D$ for the function $f$.

Theorem. There exists a regular weighted means method $D$ with the following property:

For every triple ( $G, L, g$ ), where
(i) $G$ is any simply connected region that contains $\AA_{r}$ but no pole of $f$,
(ii) $L$ is any compact set which does not separate the plane and contains no point of $P \cup G \cup \Delta_{r}$,
(iii) $g$ is any function in $A(L)$,
there exists a subsequence $\left(\sigma_{k_{n}}^{D}\right)$ of $\left(\sigma_{n}^{D}\right)$ such that

$$
\lim _{n \rightarrow \infty} \sigma_{k_{n}}^{D}(z)= \begin{cases}f(z) & \text { compactly on } G,  \tag{6}\\ g(z) & \text { uniformly on } L .\end{cases}
$$

Remark. The weighted means ( $\sigma_{n}^{D}$ ) converge to $f$ compactly on $\AA_{r}$. This follows directly from the fact that $D$ is regular (see [6]).

Before proving the theorem we draw two corollaries that give further properties of $D$ (cf. Theorems 4 and 5 of [11]).

Corollary 1. There exists a subsequence of ( $\sigma_{n}^{D}$ ) which converges to $f$ on all of $\mathbf{C} \backslash P$.

Proof. Let $E=\{\lambda z \mid z \in P, \lambda \geq 1\}$ and $G=\mathbf{C} \backslash E$, the Mittag-Leffler star of $f$. The set $E \backslash P$ consists of countably many open line segments. Let $K_{n}$ be the set of all points in $G$ whose moduli do not exceed $n+1$ and whose distance to the complement of $G$ is at least $1 /(n+1)$ and let $L_{n}$ be the set of all points in $E \backslash P$ whose moduli do not exceed $n+1$ and whose distance to $P$ is at least $1 /(n+1)$.

In view of the theorem we can find for every $n \geq 0$ a subsequence of ( $\sigma_{m}^{D}$ ) tending to $f$ uniformly on $K_{n} \cup L_{n}$. By choosing a suitable diagonal sequence we obtain a subsequence ( $\sigma_{m_{n}}^{D}$ ) such that

$$
\begin{equation*}
\left|\sigma_{m_{n}}^{D}(z)-f(z)\right|<1 /(n+1) \quad \text { for all } z \in K_{n} \cup L_{n} \tag{7}
\end{equation*}
$$

Since every point of $\mathbf{C} \backslash P$ belongs to $K_{n} \cup L_{n}$ for large $n$ the sequence ( $\sigma_{m_{n}}$ ) does the job.

Corollary 2. The method $D$ of the theorem has the following property:
If (i) $\grave{\Delta}_{r} \subset G_{0}$ and $G_{0}, G_{1}, \ldots$ is a finite or infinite sequence of disjoint simply connected regions that do not contain a pole of $f$, (ii) $f_{0}=f$ and, for each $\nu \geq 1, f_{\nu}$ is holomorphic on $G_{\nu}$, then there exists a subsequence $\left(\sigma_{p_{n}}^{D}\right)$ of ( $\sigma_{n}^{D}$ ) such that for every $\nu \geq 0$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sigma_{p_{n}}^{D}(z)=f_{\nu}(z) \quad \text { compactly on } G_{\nu} \tag{8}
\end{equation*}
$$

Proof. We define a holomorphic function $g: \bigcup_{\nu \geq 1} G_{\nu} \rightarrow \mathbf{C}$ by setting

$$
g(z)=f_{\nu}(z) \quad \text { if } z \in G_{\nu}, \nu \geq 1
$$

For every fixed $\nu \geq 0$ and $n \geq 0$, let $K_{n, \nu}$ be the compact set consisting of all points in $G_{\nu}$ whose moduli do not exceed $(n+1)$ and whose distance to the complement of $G_{\nu}$ is at least $1 /(n+1)$. It is easy to see that $K_{n, \nu}$ has a connected complement and the sets

$$
K_{n}=K_{n, 0}, \quad L_{n}=\bigcup_{\nu=1}^{n} K_{n, \nu}
$$

do not separate the plane. Applying the theorem to the triples $\left(G_{0}, L_{n}, g\right)$ we obtain from (6) that, for every fixed $n \geq 0$, there are infinitely many indices $p \geq 0$ such that

$$
\left|\sigma_{p}^{D}(z)-f(z)\right|<\varepsilon_{n} \quad \text { for all } z \in K_{n}
$$

and

$$
\left|\sigma_{p}^{D}(z)-g(z)\right|<\varepsilon_{n} \quad \text { for all } z \in L_{n}
$$

where $\left(\varepsilon_{n}\right)$ is an arbitrary sequence of positive numbers tending to zero. We can rewrite the last two inequalities in the form

$$
\left|\sigma_{p}^{D}(z)-f_{\nu}(z)\right|<\varepsilon_{n} \quad \text { for all } z \in K_{n, \nu} \text { where } 0 \leq \nu \leq n .
$$

Thus we can choose an index $p_{0}$ such that

$$
\left|\sigma_{p_{0}}^{D}(z)-f_{0}(z)\right|<\varepsilon_{0} \quad \text { for all } z \in K_{0,0}
$$

and then inductively determine indices $p_{n}$ such that $p_{n}>p_{n-1}$ for $n \geq 1$ and

$$
\begin{equation*}
\left|\sigma_{p_{n}}^{D}(z)-f_{\nu}(z)\right|<\varepsilon_{n} \quad \text { for all } z \in K_{n, \nu}, \text { where } 0 \leq \nu \leq n . \tag{9}
\end{equation*}
$$

Since, for each $\nu \geq 0$, every compact subset of $G_{\nu}$ is contained in $K_{n} \cup L_{n}$ for large $n$ the result follows from (9).
3. Proof of the theorem. The weights $\left(d_{k}\right)$ of the method $D$ will be constructed from the coeffients of a sequence of polynomials whose existence is guaranteed by the following result in [11].

Theorem A. Let $G$ be a simply connected region which contains $\AA_{r}$ but no pole of $f$ (where $f, r$ are as defined in $\S 2$ ). Suppose that $K$ is a compact subset of $G$ and that $L$ is a compact set which does not separate the plane and contains no point of $G \cup P \cup \Delta_{r}$. Then, for every $g \in A(L)$ and for every $\varepsilon>0$, there exists a polynomial $p(z)=\sum_{k=0}^{N} a_{k} z^{k}$ with the following properties:
( $\alpha$ ) $\left|a_{k}\right|<\varepsilon$ for $k=0,1, \ldots, N$,
( $\beta$ ) $p(1)=1$,
( $\gamma$ ) $\sum_{k=0}^{N}\left|a_{k}\right|<1+\varepsilon$,
( $\delta)\left|\sum_{k=0}^{N} a_{k}\left(\sum_{m=0}^{k} c_{m} z^{m}\right)-f(z)\right|<\varepsilon$ for all $z \in K$,
( $\varepsilon$ ) $\left|\sum_{k=0}^{N} a_{k}\left(\sum_{m=0}^{k} c_{m} z^{m}\right)-g(z)\right|<\varepsilon$ for all $z \in L$.
We need the following topological result as well as Theorem A to prove the theorem.

Lemma. There exists a non-empty, countable collection $\mathscr{C}$ of pairs of compact sets ( $K, L$ ) with the following properties:
(a) For every $(K, L) \in \mathscr{C}, L$ does not separate the plane and contains no pole of $f$.
(b) For every $(K, L) \in \mathscr{C}$, there exists a simply connected region $H$ that does not contain a pole of $f$ and satisfies the conditions $K \cup \AA_{r} \subset H$ and $L \cap\left(H \cup \Delta_{r}\right)=\varnothing$.
(c) Given (i) any simply connected region $G$ containing $\AA_{r}$ but no pole of $f$,
(ii) any compact set $\Lambda$ that does not separate the plane and contains no point of $G \cup \Delta_{r} \cup P$, and
(iii) any compact subset $\Psi$ of $G$, then there exists a pair $(K, L) \in \mathscr{C}$ such that $\Psi \subset K \subset G$ and $\Lambda \subset L$.

Proof. Let $\mathscr{K}$ be the collection of all sets of the form $S_{1} \cup S_{2} \cup \cdots \cup$ $S_{p}$ where $S_{1}, \ldots, S_{p}$ are compact squares with complex rational ${ }^{1}$ vertices and horizontal sides. Let $\mathscr{L}$ be the collection of all sets that do not separate the plane, contain no pole of $f$, and can be written in the form

$$
\left(S_{1} \cup \cdots \cup S_{m}\right) \backslash\left(B_{1} \cup \cdots \cup B_{n}\right)
$$

where $B_{1}, \ldots, B_{n}$ are open discs with complex rational centres and rational radii. Clearly the product $\mathscr{K} \times \mathscr{L}$ is countable. Hence we obtain an at most countable set by defining $\mathscr{C}$ to be the set of all pairs $(K, L)$ in $\mathscr{K} \times \mathscr{L}$ for which there exists a simply connected region $H$ that does not contain a pole of $f$ and for which the conditions $K \cup \AA_{r} \subset H$ and $L \cap\left(H \cup \Delta_{r}\right)=$ $\varnothing$ hold.

From the definitions of $\mathscr{L}$ and $\mathscr{C}$ it's clear that $\mathscr{C}$ satisfies (a) and (b). To prove that (c) is also satisfied, suppose that $G, \Lambda, \Psi$ are as in (i), (ii), (iii). It is easy to see that there is a $K \in \mathscr{K}$ satisfying $\Psi \subset K \subset G$ and the most intricate part of the proof is to find an $L$ such that $\Lambda \subset L$ and $(K, L) \in \mathscr{C}$.

We first construct a simply connected region $H$ such that $K \cup \Delta_{r} \subset$ $H \subset G$ and $\Lambda \cap \bar{H}=\varnothing$. It can be shown by the Riemann mapping theorem that there is a connected compact subset $F$ of $G$ that contains $\{0\} \cup K$. (In fact, if $\phi: \stackrel{\Delta}{\Delta} \rightarrow G$ is a conformal mapping then we can choose $F=\phi\left(\Delta_{\rho}\right)$ for some $\rho<1$.) From (ii), it follows that $\Lambda$ is a positive distance, $e$, from $F \cup \Delta_{r}$ and so the set $B=\{w+z: z \in \Lambda$, $|w| \leq e / 2\}$ does not meet $F \cup \Delta_{r}$. Since $G$ is a simply connected region, $\mathbf{C}_{\infty} \backslash G$ is connected and so $B \cup\left(\mathbf{C}_{\infty} \backslash G\right)$ is a connected closed set. Its complement is $G \backslash B$, an open set, the components of which have connected complements in $\mathbf{C}_{\infty}$ and hence are simply connected. Since $F \cup \AA_{r}$ is a connected subset of $G \backslash B$, we can pick $H$ to be that component of $G \backslash B$ which contains $F \cup \AA_{r}$ and so ensure that $K \cup \AA_{r} \subset H \subset G$ and $\Lambda \cap \bar{H}=\varnothing($ since $\Lambda \subset \stackrel{\circ}{B})$.

We now construct an $L \in \mathscr{L}$ such that $\Lambda \subset L$ and $L \cap\left(H \cup \Delta_{r}\right)=\varnothing$ which will show that $(K, L)$ belongs to $\mathscr{C}$ and thus prove that (c) holds.

[^0]We know that $\Lambda$ is a positive distance $\delta$ from $P \cup \bar{H}$. Consider a grid on C made up of squares with horizontal and vertical sides such that the corners of the squares are complex rational numbers and the length of the sides is less than $\delta / \sqrt{2}$. We can pick four vertices of this grid to obtain a rectangle $R$ with horizontal and vertical sides containing $\Lambda$. Let $S_{1}, S_{2}, \ldots, S_{m}$ be all the compact squares of the grid that intersect $\Lambda$. Thus $\Lambda \subset S_{1} \cup S_{2} \cup \cdots \cup S_{m}$ and $\left(S_{1} \cup S_{2} \cup \cdots S_{m}\right) \cap(P \cup \bar{H})=\varnothing$ because of the size of the squares.
$\left(S_{1} \cup S_{2} \cup \cdots \cup S_{m}\right)^{c}$ may be disconnected, but it consists of the union of $R^{c}$ and finitely many line segments and interiors of squares and so has finitely many components. We pick one point from each of these open components and join it to a fixed arbitrary point of $R^{c}$ by a path which lies entirely in the complement of $\Lambda$. Denoting the union of these paths by $\Gamma$, we see that $\left(S_{1} \cup S_{2} \cup \cdots \cup S_{m}\right)^{c} \cup \Gamma$ is connected and does not intersect $\Lambda$. Since $\Gamma$ is compact, it is a positive distance from $\Lambda$, and so can be covered by finitely many open discs $B_{1}, B_{2}, \ldots, B_{n}$ that have complex rational centres, rational radii and do not intersect $\Lambda$. Thus, defining $L=\left(S_{1} \cup S_{2} \cup \cdots \cup S_{m}\right) \backslash\left(B_{1} \cup B_{2} \cup \cdots \cup B_{n}\right)$, we find that $L^{c}=\left(S_{1} \cup S_{2} \cup \cdots \cup S_{m}\right)^{c} \cup\left(B_{1} \cup B_{2} \cup \cdots \cup B_{n}\right)$ is connected and $L \cap(P \cup \bar{H})=\varnothing$. Hence we have that $L \in \mathscr{L}, \Lambda \subset L$ and $L \cap(H \cup$ $\left.\Delta_{r}\right)=\varnothing$, which shows that $(K, L) \in \mathscr{C}$ and completes the proof of the lemma.

We come now to the proof of the theorem.

Proof. Let $\mathscr{C}$ be a countable collection of pairs of compact sets which satisfies the conditions (a), (b), (c) of the lemma. Denote by 2 the set of all polynomials with complex rational coefficients. Since $\mathscr{2}$ is countable, the set $\mathscr{Q} \times \mathscr{C}$ is also countable and so the elements of $\mathscr{2} \times \mathscr{C}$ can be enumerated by an infinite sequence $\left(\Omega_{n}\right)_{n \geq 0}$, say, in such a way that every element of $\mathscr{Q} \times \mathscr{C}$ occurs infinitely often among the $\Omega_{n}$.

Let $\left(\varepsilon_{n}\right)_{n \geq 0}$ be a sequence of positive numbers, and define for every $n \geq 0$

$$
g_{n}(z)= \begin{cases}f(z) & \text { for } z \in K_{n} \\ q_{n}(z) & \text { for } z \in L_{n}\end{cases}
$$

Let $h: \mathbf{N}_{0} \rightarrow \mathbf{N}_{0}$ be a function (to be specified later). Since, for every $m \geq 0,\left(K_{m}, L_{m}\right) \in \mathscr{C}$, it follows from condition (a) and (b) of the lemma that $K_{m}$ and $L_{m}$ satisfy the topological hypotheses of Theorem A. Thus we obtain polynomials $p_{n}(z)=\sum_{k=0}^{\infty} a_{n, k} z^{k}$ where $a_{n, k}=0$ for $k>l_{n}$, say,
such that the following conditions hold for every $n \geq 0$ :

$$
\begin{equation*}
\left|a_{n, k}\right|<\varepsilon_{n} \quad \text { for } k=0,1, \ldots, \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{k=0}^{l_{n}} a_{n, k}=1 \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{k=0}^{l_{n}}\left|a_{n, k}\right|<1+\varepsilon_{n} \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\left|\sum_{k=0}^{l_{n}} a_{n, k}\left(\sum_{m=0}^{k} c_{m} z^{m}\right)-g_{h(n)}(z)\right|<\varepsilon_{n} \quad \text { for all } z \in K_{h(n)} \cup L_{h(n)} \tag{13}
\end{equation*}
$$

For reasons that will become apparent later we define the sequence $\left(\varepsilon_{n}\right)_{n \geq 0}$ and the function $h$ inductively as follows. Let $\varepsilon_{0}=1, h(0)=0$ and supposing that $\varepsilon_{0}, \varepsilon_{1}, \ldots, \varepsilon_{n}$ and $h(0), h(1), \ldots, h(n)$ have been defined set

$$
\begin{equation*}
\varepsilon_{n+1}=2^{-n-1} M_{n}^{-1}\left(l_{n}+1\right)^{-1} \tag{14}
\end{equation*}
$$

where

$$
M_{n}=1+\max \left\{\sum_{m=0}^{l_{n}}\left|c_{m} z^{m}\right|: z \in\{0\} \cup \bigcup_{\nu=0}^{h(n)}\left(K_{\nu} \cup L_{\nu}\right)\right\}
$$

and

$$
h(n+1)= \begin{cases}h(n) & \text { if }\left|g_{h(n)}(z)\right|+\left|A_{n}(z)\right|>\sqrt{n}  \tag{15}\\ & \text { for some } z \in K_{h(n)} \cup L_{h(n)} \\ h(n)+1 & \text { otherwise }\end{cases}
$$

where, in the notation of (5), $A_{n}(z)=\sum_{\mu=0}^{n}\left(\sigma_{\mu}^{A}(z)-g_{h(n)}(z)\right)$.
It is important to note that $h: \mathbf{N}_{0} \rightarrow \mathbf{N}_{0}$ is a non-decreasing surjection. To see this, since $h(0)=0$ and $h(n+1) \in\{h(n), h(n)+1\}$, if $h$ is not a surjection there exists a non-negative integer $N$ such that $h(n)=h(N)$ for all $n \geq N$. Thus for every $n>N$ and every $z \in K_{h(n)} \cup L_{h(n)}$ we would obtain from (13) the inequality

$$
\begin{aligned}
\left|A_{n}(z)\right| & =\left|A_{N}(z)+\sum_{\mu=N+1}^{n}\left(\sigma_{\mu}^{A}(z)-g_{h(\mu)}(z)\right)\right| \\
& \leq\left|A_{N}(z)\right|+\sum_{\mu=N+1}^{n}\left|\sigma_{\mu}^{A}(z)-g_{h(\mu)}(z)\right|<\left|A_{N}(z)\right|+\sum_{\mu=N+1}^{n} \varepsilon_{\mu}
\end{aligned}
$$

Since $\varepsilon_{\mu}<2^{-\mu}$ by (14), this would imply that $\left|g_{h(n)}(z)\right|+\left|A_{n}(z)\right|$ was bounded by $\left|g_{h(N)}(z)\right|+\left|A_{N}(z)\right|+2^{-N}$ on $K_{h(n)} \cup L_{h(n)}$ which would contradict (15).

Also note that the sequence $\left(l_{n}\right)$ is strictly increasing because, by (10) and (14), we have for $n \geq 0$

$$
\sum_{k=0}^{l_{n}}\left|a_{n+1, k}\right|<\sum_{k=0}^{l_{n}}\left(l_{n}+1\right)^{-1}=1
$$

Thus $l_{n+1}$ must be greater than $l_{n}$ as otherwise (11) could not hold.
Since $\left|a_{n, k}\right| \leq 2^{-n}$ (from (10) and (14)), we obtain a well-defined sequence of weights $\left(d_{k}\right)$ by setting

$$
\begin{equation*}
d_{k}=\sum_{\mu=0}^{\infty} a_{\mu, k} \quad \text { for } k=0,1, \ldots \tag{16}
\end{equation*}
$$

Now consider the numbers $D_{n}=d_{0}+d_{1}+\cdots+d_{n}$. We can assume, without loss of generality, that for $n=1$ the conditions (10) through (13) hold with $\varepsilon_{1}$ replaced by $\tilde{\varepsilon}_{1}=\varepsilon_{1} / 2$. Then there is a positive $\delta$ such that for every polynomial $\tilde{p}_{1}(z)=\sum_{k=0}^{l_{1}} \tilde{a}_{1, k} z^{k}$ satisfying $\tilde{p}_{1}(1)=1$ and $\left|a_{1, k}-\tilde{a}_{1, k}\right|<\delta$ for $k=0,1, \ldots, l_{1}$, the conditions (10) through (13) are satisfied with $n=1$ and $a_{1, k}$ replaced by $\tilde{a}_{1, k}$. Making the corresponding changes in the series

$$
d_{0}=\sum_{\mu=0}^{\infty} a_{\mu, 0}, \quad d_{1}=\sum_{\mu=0}^{\infty} a_{\mu, 1}, \ldots, \quad d_{l_{1}-1}=\sum_{\mu=0}^{\infty} a_{\mu, l_{1}-1}
$$

we can always ensure that $D_{0}, D_{1}, \ldots, D_{l_{1}-1}$ are non-zero. Hence, without loss of generality, we can assume that $p_{1}(z)=\tilde{p}_{1}(z)$ and $D_{n} \neq 0$ for $n<l_{1}$.

We now show that $D_{n} \neq 0$ for $n \geq l_{1}$. To this end, suppose for some $m \geq 1 l_{m} \leq n<l_{m+1}$ so that $D_{n}=\sum_{k=0}^{n} \sum_{\mu=0}^{\infty} a_{\mu, k}=\sum_{\mu=0}^{\infty} \sum_{k=0}^{n} a_{\mu, k}$. Now

$$
\sum_{\mu=m+2}^{\infty} \sum_{k=0}^{n}\left|a_{\mu, k}\right| \leq \sum_{\mu=k+2}^{\infty} \sum_{k=0}^{l_{m+1}}\left|a_{\mu, k}\right|<\sum_{\mu=m+2}^{\infty} \frac{\left(l_{m+1}+1\right) 2^{-\mu}}{M_{\mu-1}\left(l_{\mu-1}+1\right)}
$$

by (10) and (14) so that for $m=1,2, \ldots$

$$
\begin{equation*}
\sum_{\mu=m+2}^{\infty} \sum_{k=0}^{n}\left|a_{\mu, k}\right|<\sum_{\mu=m+2}^{\infty} \frac{2^{-\mu}}{M_{\mu-1}}<1 . \tag{17}
\end{equation*}
$$

Hence

$$
\left|D_{n}-\sum_{\mu=0}^{m+1} \sum_{k=0}^{n} a_{\mu, k}\right|<\sum_{\mu=m+2}^{\infty} \frac{2^{-\mu}}{M_{\mu-1}}
$$

and since $a_{\mu, k}=0$ for $k>l_{\mu}$ and $\left(l_{n}\right)$ is increasing this can be written as

$$
\left|D_{n}-\sum_{\mu=0}^{m} \sum_{k=0}^{l_{\mu}} a_{\mu, k}-\sum_{k=0}^{n} a_{m+1, k}\right|<\sum_{\mu=m+2}^{\infty} \frac{2^{-\mu}}{M_{\mu-1}}
$$

which by (11) is

$$
\left|D_{n}-(m+1)-\sum_{k=0}^{n} a_{m+1, k}\right|<\sum_{\mu=m+2}^{\infty} \frac{2^{-\mu}}{M_{\mu-1}} .
$$

Using the triangle inequality and (12) gives

$$
\left|D_{n}-(m+1)\right|<\sum_{\mu=m+2}^{\infty} \frac{2^{-\mu}}{M_{\mu-1}}+\left(1+\varepsilon_{m+1}\right)
$$

and (14) gives

$$
\begin{equation*}
\left|D_{n}-(m+1)\right|<1+\sum_{\mu=m+1}^{\infty} \frac{2^{-\mu}}{M_{\mu-1}}<2 . \tag{18}
\end{equation*}
$$

Thus $D_{n} \neq 0$ for $n \geq l_{1}$ and we have a well-defined weighted means $\operatorname{method} D=\left(d_{n, k}\right)$ defined as in (1).

To show that $D$ is regular we first note that (2) follows directly from (18). To show that (3) holds, if $l_{m} \leq n<l_{m+1}$ then by (17)

$$
\sum_{k=0}^{n}\left|d_{k}\right| \leq \sum_{\mu=0}^{\infty} \sum_{k=0}^{n}\left|a_{\mu, k}\right|<\sum_{\mu=0}^{m+1} \sum_{k=0}^{l_{\mu}}\left|a_{\mu, k}\right|+1
$$

and by (12),

$$
\sum_{k=0}^{n}\left|d_{k}\right|<\sum_{\mu=0}^{m+1}\left(1+\varepsilon_{\mu}\right)+1
$$

Thus, by using (14) we get

$$
\left|D_{n}\right| \leq \sum_{k=0}^{n}\left|d_{k}\right|<\sum_{\mu=0}^{m+1}\left(1+2^{-\mu}\right)+1<m+5
$$

and this together with (18) gives $\lim _{n \rightarrow \infty}\left|D_{n}\right|^{-1} \sum_{k=0}^{n}\left|d_{k}\right|=1$, which certainly implies (3). Hence, $D$ is regular.

Before attempting to prove the universal property of $D$ we first show that there is a subsequence $\left(\sigma_{j_{n}}^{D}\right)$ of $\left(\sigma_{n}^{D}\right)$ such that

$$
\begin{equation*}
\lim _{\nu \rightarrow \infty} \max _{z \in K_{\nu} \cup L_{\nu}}\left|\sigma_{j_{\nu}}^{D}(z)-g_{\nu}(z)\right|=0 \tag{19}
\end{equation*}
$$

In fact, we choose $j_{\nu}=l_{n(\nu)}$ where $n(\nu)=\max \left\{n \in \mathbf{N}_{0} \mid h(n)=\nu\right\}$. It follows from (15) that $(n(\nu))_{\nu \geq 0}$ is a strictly increasing sequence and hence also $\left(j_{\nu}\right)_{\nu \geq 0}$ is strictly increasing. Moreover, it follows from (15) and the definition of $n(\nu)$ that $h(n(\nu))=\nu$ and for all $\nu \geq 0$

$$
\begin{equation*}
\left|g_{\nu}(z)\right|+\left|A_{n(\nu)}(z)\right| \leq \sqrt{n(\nu)} \quad \text { for all } z \in K_{\nu} \cup L_{\nu} \tag{20}
\end{equation*}
$$

We can easily verify the identity

$$
\begin{align*}
D_{j_{\nu}}\left(\sigma_{j_{\nu}}^{D}(z)-g_{\nu}(z)\right)= & \left(n(\nu)+1-D_{j_{\nu}}\right) g_{\nu}(z)+A_{n(\nu)}(z)  \tag{21}\\
& +\sum_{\mu=n(\nu)+1}^{\infty} \sum_{k=0}^{j_{\nu}} a_{\mu, k} \sum_{m=0}^{k} c_{m} z^{m}
\end{align*}
$$

By (18) and (20) we see that for all $\nu \geq 0$

$$
\left|\left(n(\nu)+1-D_{j_{\nu}}\right) g_{\nu}(z)+A_{n(\nu)}(z)\right| \leq 2 \sqrt{n(\nu)} \quad \text { for all } z \in K_{\nu} \cup L_{\nu}
$$

The modulus of the third term on the right-hand side of (21) does not exceed

$$
\begin{aligned}
& \sum_{\mu=n(\nu)+1}^{\infty} \sum_{k=0}^{j_{\nu}}\left|a_{\mu, k}\right| \sum_{m=0}^{j_{\nu}}\left|c_{m} z^{m}\right| \\
& \quad<\sum_{\mu=n(\nu)+1}^{\infty} \sum_{k=0}^{j_{\nu}} \frac{2^{-\mu}}{\left(l_{\mu-1}+1\right)} \cdot \frac{M_{n(\nu)}}{M_{\mu-1}} \quad \text { for all } z \in K_{\nu} \cup L_{\nu}
\end{aligned}
$$

by (10) and (14) (noting that $h(n(\nu))=\nu)$. Hence we get

$$
\left|\sum_{\mu=n(\nu)+1}^{\infty} \sum_{k=0}^{j_{\nu}} a_{\mu, k} \sum_{m=0}^{k} c_{m} z^{m}\right|<\sum_{\mu=n(\nu)+1}^{\infty} 2^{-\mu} \leq 1 \quad \text { for all } z \in K_{\nu} \cup L_{\nu}
$$

Inserting these estimates into (21) we obtain for all $\nu \geq 0$

$$
\left|D_{j_{\nu}}\right|\left|\sigma_{j_{\nu}}^{D}(z)-g_{\nu}(z)\right| \leq 2 \sqrt{n(\nu)}+1 \quad \text { for all } z \in K_{\nu} \cup L_{\nu}
$$

so that

$$
\max _{z \in K_{\nu} \cup L_{\nu}}\left|\sigma_{j_{\nu}}^{D}(z)-g_{\nu}(z)\right| \leq \frac{(2 \sqrt{n(\nu)}+1)}{\left|D_{j_{\nu}}\right|}
$$

Since $n(\nu)$ tends to infinity as $\nu$ tends to infinity and (18) holds, (19) follows easily.

To complete the proof of the theorem, suppose that $(G, L, g)$ is a triple satisfying (i), (ii), (iii). By Mergelyan's approximation theorem [8] there exists a sequence of polynomials $\left(\pi_{n}\right)_{n \geq 0}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \max _{z \in L}\left|\pi_{n}(z)-g(z)\right|=0 \tag{22}
\end{equation*}
$$

and we may assume, without loss of generality, that every $\pi_{n} \in \mathscr{Q}$ i.e. $\pi_{n}$ has complex rational coefficients.

For every $n \geq 0$ let $\Psi_{n}$ be the compact set consisting of all points in $G$ whose moduli do not exceed $(n+1)$ and whose distance to the complement of $G$ is at least $1 /(n+1)$. The sequence $\left(\Psi_{n}\right)_{n \geq 0}$ exhausts $G$ i.e. for every compact set $K \subset G$ there is an index $n_{0}$ (depending on $K$ ) such that

$$
\begin{equation*}
K \subset \Psi_{n} \text { for all } n \geq n_{0} \tag{23}
\end{equation*}
$$

To prove (6) we now apply (c) of the lemma to the triple ( $G, L, \Psi_{n}$ ), for every $n \geq 0$, and hence obtain sequences $\left(\tilde{K}_{n}\right)_{n \geq 0},\left(\tilde{L}_{n}\right)_{n \geq 0}$ such that

$$
\left(\tilde{K}_{n}, \tilde{L}_{n}\right) \in \mathscr{C}, \quad \Psi_{n} \subset \tilde{K}_{n} \subset G \quad \text { and } L \subset \tilde{L}_{n} \quad \text { for every } n \geq 0
$$

Since $\left(\pi_{0},\left(\tilde{K}_{0}, \tilde{L}_{0}\right)\right)$ belongs to $Q \times \mathscr{C}$ there is an index $\nu_{0}$ such that $q_{\nu_{0}}=\pi_{0}, K_{\nu_{0}}=\tilde{K}_{0}$ and $L_{\nu_{0}}=\tilde{L}_{0}$. Moreover, we can inductively choose indices $\nu_{n}(n \geq 1)$ such that $\left(\nu_{n}\right)_{n \geq 0}$ is strictly increasing and

$$
\begin{equation*}
q_{\nu_{n}}=\pi_{n}, \quad K_{\nu_{n}}=\tilde{K}_{n}, \quad L_{\nu_{n}}=\tilde{L}_{n} \quad \text { for every } n \geq 0 \tag{24}
\end{equation*}
$$

(since $\left(q_{n},\left(K_{n}, L_{n}\right)\right)_{n \geq 0}$ represents every element of $\mathscr{2} \times \mathscr{C}$ infinitely often.) Substituting $\nu_{n}$ for $\nu$ in (19) and writing $k_{n}$ for $j_{\nu_{n}}$ we obtain

$$
\lim _{n \rightarrow \infty} \max _{z \in K_{\nu_{n}} \cup L_{\nu_{n}}}\left|\sigma_{k_{n}}^{D}(z)-g_{\nu_{n}}(z)\right|=0
$$

But for every $n \geq 0, \Psi_{n} \subset \tilde{K}_{n}=K_{\nu_{n}}, L \subset \tilde{L}_{n}=L_{\nu_{n}}$ and $\pi_{n}=q_{\nu_{n}}$ so that using the definition of $g_{\nu_{n}}$ we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \max _{z \in \Psi_{n}}\left|\sigma_{k_{n}}^{D}(z)-f(z)\right|=0 \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \max _{z \in L}\left|\sigma_{k_{n}}^{D}(z)-\pi_{n}(z)\right|=0 \tag{26}
\end{equation*}
$$

If $K$ is any compact subset of $G$ then (23) and (25) imply that

$$
\lim _{n \rightarrow \infty} \sigma_{k_{n}}^{D}(z)=f(z) \quad \text { uniformly on } K
$$

and (22) with (26) gives

$$
\lim _{n \rightarrow \infty} \sigma_{k_{n}}^{D}(z)=g(z) \quad \text { uniformly on } L
$$

Thus (6) holds and hence the result.
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[^0]:    ${ }^{1}$ I.e., complex numbers whose real and imaginary parts are rational.

