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#### Abstract

Under the assumption of the existence of a weak solution and the pathwise uniqueness of solutions, existence and uniqueness of a strong solution to the stochastic differential system of non Markovian type in the plane


$$
\begin{aligned}
d X_{z} & =\alpha(z, X) d B_{z}+\beta(z, X) d z \quad \text { for } z \in \mathbf{R}_{+}^{2} \\
\partial X & =x
\end{aligned}
$$

is obtained where $x$ is a continuous real valued function on $\partial \mathbf{R}_{+}^{2}$.

1. Introduction. Consider a stochastic differential equation of non-Markovian type in the plane

$$
\begin{equation*}
d X_{z}=\alpha(z, X) d B_{z}+\beta(z, X) d z \tag{1.0}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
X_{s, t}-X_{0, t}-X_{s, 0}+X_{0,0}=\int_{R_{z}} \alpha(\zeta, X) d B_{\zeta}+\int_{R_{z}} \beta(\zeta, X) d \zeta \tag{1.1}
\end{equation*}
$$

for $z=(s, t) \in \mathbf{R}_{+}^{2}$ and $R_{z}=[0, s] \times[0, t]$ where $B$ is an $\left\{\mathfrak{F}_{z}\right\}$-Brownian motion on an equipped probability space ( $\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}$ ) with $\partial B=0, \partial B$ being the restriction of $B$ to the boundary $\partial \mathbf{R}_{+}^{2}$ of $\mathbf{R}_{+}^{2}$, and consider the boundary condition

$$
\begin{equation*}
\partial X=x \tag{1.2}
\end{equation*}
$$

where $x$ is a fixed element in the space $\partial W$ of all continuos real valued functions on $\partial \mathbf{R}_{+}^{2}$. Let $W$ be the space of all continuous real valued functions on $\mathbf{R}_{+}^{2}$. The coefficients $\alpha$ and $\beta$ are real valued functions on $\mathbf{R}_{+}^{2} \times W$ satisfying certain measurability conditions that imply that for each $\omega \in \Omega, \alpha(z, X(\cdot, \omega))$ and $\beta(z, X(\cdot, \omega))$ depend only on that part of the sample function $X(\cdot, \omega)$ which precedes $z$ in the sense of the partial ordering of $\mathbf{R}_{+}^{2}$. We refer to $[\mathbf{8}]$ or $[\mathbf{1 0}]$ for these measurability conditions.

In this article, by an equipped probability space we mean a complete probability measure space ( $\Omega, \mathfrak{F}, P$ ) with an increasing and right continuous family $\left\{\mathfrak{F}_{z}, z \in \mathbf{R}_{+}^{2}\right\}$ of sub- $\sigma$-fields of $\mathfrak{F}$, each containing all the null
sets in $(\Omega, \mathfrak{F}, P)$. We do not assume the conditional independence of $\mathfrak{F}_{z}^{1}=\sigma\left(\bigcup_{\nu \in \mathbf{R}_{+}} \mathfrak{F}_{s, \nu}\right)$ and $\mathfrak{F}_{z}^{2}=\sigma\left(\bigcup_{u \in \mathbf{R}_{+}} \mathfrak{F}_{u, t}\right)$ relative to $\mathfrak{F}_{z}$ for $z=(s, t)$ $\in \mathbf{R}_{z}^{2}$ since this condition is not needed for the existence of our stochastic integrals with respect to an $\left\{\mathfrak{F}_{z}\right\}$-Brownian motion.

Definition 1. By a solution of the stochastic differential equation (1.1) we mean a pair of 2-parameter stochastic processes $(X, B)$ on an equipped probability space $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$ such that $B$ is an $\left\{\mathfrak{F}_{z}\right\}$ Brownian motion with $\partial B=0, X$ is an $\left\{\mathfrak{F}_{z}\right\}$-adapted process whose sample functions are all continuous on $\mathbf{R}_{+}^{2}$ and the stochastic integrals in (1.1) exist and satisfy (1.1) with probability 1.

Definition 2. We say that the stochastic differential equation (1.1) satisfies the pathwise uniqueness condition if whenever $(X, B)$ and $\left(X^{\prime}, B\right)$ with the same $B$ are two solutions of (1.1) on the same equipped probability space and $\partial X=\partial X^{\prime}$ then $X=X^{\prime}$.

Let $\mathfrak{B}(W)$ be the $\sigma$-field generated by the cylinder sets in $W$. With respect to the metric of uniform convergence on the compact subsets of $\mathbf{R}_{+}^{2}, W$ is a complete separable metric space and the $\sigma$-field of the Borel sets in $W$ is equal to $\mathfrak{B}(W)$. Let $m_{W}$ be the Wiener measure on ( $W, \mathfrak{B}(W)$ ) concentrated on those elements of $W$ which vanish on $\partial \mathbf{R}_{+}^{2}$. For $z \in \mathbf{R}_{+}^{2}$, let $\mathfrak{B}_{z}(W)$ be the $\sigma$-field generated by the cylinder sets $\{w \in W ; w(\zeta) \in E\}$ where $E \in \mathfrak{B}(\mathbf{R})$ and $\zeta \leq z$. We write $\mathfrak{B}_{z}(W)^{*}$ for the $\sigma$-field generated by $\mathfrak{B}_{z}(W)$ and the subsets of the null sets in ( $\left.W, \mathfrak{B}(W), m_{W}\right)$.

Definition 3. A solution ( $X, B$ ) of (1.1) on an equipped probability space $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$ is called a strong solution of the boundary value problem (1.1) and (1.2) if there exists a transformation $F$ of $W$ into $W$ such that
$1^{\circ}$ for every $z \in \mathbf{R}_{+}^{2}, F$ is $\mathfrak{B}_{z}(W)^{*} / \mathfrak{B}_{z}(W)$ measurable,
$2^{\circ} \quad X(\cdot, \omega)=F[B(\cdot, \omega)]$ for a.e. $\omega \in \Omega$.
In [8] we showed that if the coefficients $\alpha$ and $\beta$ in (1.1) satisfy a certain Lipschitz condition then (1.1) satisfies the pathwise uniqueness condition. There we also showed that under the Lipschitz condition and an order of growth condition on $\alpha$ and $\beta$ a strong solution exists for (1.1) with a nondeterministic boundary condition. In the present paper we study the independence of the transformation $F$ in Definition 3 from the equipped probability space ( $\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}$ ). The main result is the following theorem.

Theorem. Let $x \in \partial W$ be fixed. Suppose the stochastic differential system (1.1) and (1.2) has a solution on some equipped probability space and (1.1) satisfies the pathwise uniqueness condition. Then there exists a transformation $F$ of $W$ into $W$, unique up to a null set in $\left(W, \mathfrak{B}(W), m_{W}\right)$, such that
$1^{\circ}$ for every $z \in \mathbf{R}_{+}^{2}, F$ is $\mathfrak{B}_{z}(W)^{*} / \mathfrak{B}_{z}(W)$ measurable,
$2^{\circ}$ if $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$ is an equipped probability space on which there exists an $\left\{\mathfrak{F}_{z}\right\}$-Brownian motion $B$ with $\partial B=0$, then $X \equiv F[B]$ is a solution of the stochastic differential system (1.1) and (1.2) on the equipped probability space $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$.
$3^{\circ}$ any solution $(X, B)$ of the differential system (1.1) and (1.2) satisfies $X=F[B]$.

The proof of this theorem is given in §3. In constructing a unique strong solution we adopt Ikeda and Watanabe's approach in [7].
2. Some lemmas for the construction of a unique strong solution. In what follows we write $W_{i}, i=0,1$ and 2 for copies of $W$. Let $(X, B)$ be a solution to the stochastic differential system (1.1) and (1.2) on an equipped probability space $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$ and let $Q$ be the probability distribution of $(X, B)$ on the measurable space $\left(W_{1} \times W_{0}, \mathfrak{B}\left(W_{1} \times W_{0}\right)\right)$ where $\mathfrak{B}\left(W_{1} \times W_{0}\right)$ is the $\sigma$-field of the Borel sets in $W_{1} \times W_{0}$ in its product topology.

Let $\pi$ be the projection of $W_{1} \times W_{0}$ onto $W_{0}$. The probability distribution on ( $W_{0}, \mathfrak{B}\left(W_{0}\right)$ ) of the transformation $\pi$ defined on the probability space $\left(W_{1} \times W_{0}, \mathfrak{B}\left(W_{1} \times W_{0}\right), Q\right)$ is then the Wiener measure $m_{W}$.

Let $Q^{(\cdot)}$ with $Q^{w_{0}}\left(A_{1}\right)$ for $\left(A_{1}, w_{0}\right) \in \mathfrak{B}\left(W_{1}\right) \times W_{0}$ be a regular conditional probability of $Q$ under $\pi$, i.e.,
(C.1) for every $w_{0} \in W_{0}, Q^{w_{0}}$ is a probability measure on $\left(W_{1}, \mathfrak{B}\left(W_{1}\right)\right)$.
(C.2) for every $A_{1} \in \mathfrak{B}\left(W_{1}\right)$, $Q^{(\cdot)}\left(A_{1}\right)$ is $\mathfrak{B}\left(W_{0}\right)$ measurable,
(C.3) for every $A_{1} \in \mathfrak{B}\left(W_{1}\right)$ and $A_{0} \in \mathfrak{B}\left(W_{0}\right)$

$$
Q\left(A_{1} \times A_{0}\right)=\int_{A_{0}} Q^{w_{0}}\left(A_{1}\right) m_{W}\left(d w_{0}\right)
$$

From these defining properties of the regular conditional probability follows that if $\mathfrak{C}_{1}=\left\{W_{1}, \phi\right\}$ and $A_{1} \in \mathfrak{B}\left(W_{1}\right)$ then

$$
\begin{align*}
& Q\left(A_{1} \times W_{0} \mid \mathfrak{C}_{1} \otimes \mathfrak{B}\left(W_{0}\right)\right)\left(w_{1}, w_{0}\right)=Q^{w_{0}}\left(A_{1}\right)  \tag{2.0}\\
& \quad \text { for all } w_{1} \in W_{1} \text { for a.e. } w_{0} \text { in }\left(W_{0}, \mathfrak{B}\left(W_{0}\right), m_{W}\right) .
\end{align*}
$$

The existence of a regular conditional probability $Q^{(\cdot)}$ is ensured by the fact that both the domain $W_{1} \times W_{0}$ and the image space $W_{0}$ of the transformation $\pi$ are complete separable metric spaces (see Parthasarathy [4]). The following lemma is an extension of Neveu's proof in [3] for a lemma by Yamada and Watanabe [7].

Lemma 1. For $z=(s, t) \in \mathbf{R}_{+}^{2}$, let

$$
\begin{aligned}
& \mathfrak{B}_{z}^{0}(W)=\mathfrak{B}_{z}(W), \\
& \mathfrak{B}_{z}^{1}(W)=\sigma\{w(u, v), u \in[0, s], v \in[0, \infty), w \in W\}, \\
& \mathfrak{B}_{z}^{2}(W)=\sigma\{w(u, v), u \in[0, \infty), v \in[0, t], w \in W\}, \\
& \mathfrak{B}_{z}^{3}(W)=\sigma\{w(u, v), u \in[0, s] \text { or } v \in[0, t], w \in W\} .
\end{aligned}
$$

Then for every $A_{1} \in \mathfrak{B}_{z}^{j}\left(W_{1}\right), Q^{(\cdot)}\left(A_{1}\right)$ is $\mathfrak{B}_{z}^{j}\left(W_{0}\right)^{*}$ measurable for $j=0$, 1,2 or 3.

Proof. Let

$$
\begin{aligned}
& \mathfrak{B}_{z}^{4}(W)=\sigma\{w(u, v)-w(0, v)-w(u, t)+w(0, t), \\
& u<s, t<v, w \in W\}, \\
& \mathfrak{B}_{z}^{5}(W)=\sigma\{w(u, v)-w(s, v)-w(u, 0)+w(s, 0), \\
& s<u, v<t, w \in W\}, \\
& \mathfrak{B}_{z}^{6}(W)=\sigma\{w(u, v)-w(s, v)-w(u, t)+w(s, t), \\
& s<u,<v, w \in W\} .
\end{aligned}
$$

Consider the case where $A_{1} \in \mathfrak{B}_{z}^{3}\left(W_{1}\right)$. Let us show that $\mathfrak{B}_{z}^{3}\left(W_{1}\right) \otimes$ $\mathfrak{B}_{z}^{3}\left(W_{0}\right)$ and $\mathfrak{C}_{1} \otimes \mathfrak{B}_{z}^{6}\left(W_{0}\right)$ are independent with respect to $Q$. Now for a transformation $\psi$ of $\Omega$ into $W_{1} \times W_{0}$ defined by

$$
\psi(\omega)=(X(\cdot, \omega), B(\cdot, \omega)) \in W_{1} \times W_{0} \quad \text { for } \omega \in \Omega
$$

we have

$$
\psi^{-1}\left(\mathfrak{B}_{z}^{3}\left(W_{1}\right) \otimes \mathfrak{B}_{z}^{3}\left(W_{0}\right)\right) \subset \mathfrak{F}_{z}^{1} \vee \mathfrak{F}_{z}^{2}
$$

and, denoting $z=(s, t)$,

$$
\begin{aligned}
\psi^{-1}\left(\mathfrak{๒}_{1}\right. & \left.\otimes \mathfrak{B}_{z}^{6}\left(W_{0}\right)\right) \\
& =\sigma\{B(u, v)-B(s, v)-B(u, t)+B(s, t), s \leq u, t \leq v\}
\end{aligned}
$$

The two $\sigma$-fields on the right sides of the last two expressions are independent with respect to $P$ since $B$ is an $\left\{\mathfrak{B}_{z}\right\}$-Brownian motion on $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$. This then implies the independence of $\mathfrak{B}_{z}^{3}\left(W_{1}\right) \otimes \mathfrak{B}_{z}^{3}\left(W_{0}\right)$ and $\mathfrak{C}_{1} \otimes \mathfrak{B}_{z}^{6}\left(W_{0}\right)$ with respect to $Q$.

According to a well known theorem in probability theory, if $\mathfrak{A}_{1}, \mathfrak{U}_{2}$ and $\mathscr{H}_{3}$ are sub- $\sigma$-fields of $\mathfrak{N}$ in a probability space $(S, \mathfrak{X}, \mu)$ such that $\mathfrak{N}_{1} \vee \mathfrak{A}_{2}$ and $\mathfrak{A}_{3}$ are independent, then

$$
\mu\left(A_{1} \mid \mathfrak{U}_{2}\right)=\mu\left(A_{1} \mid \mathfrak{U}_{2} \vee \mathfrak{U}_{3}\right) \quad \text { for any } A_{1} \in \mathfrak{U}_{1} .
$$

With $\mathfrak{A}_{1}=\mathfrak{B}_{z}^{3}\left(W_{1}\right) \otimes \mathfrak{B}_{z}^{3}\left(W_{0}\right), \quad \mathfrak{A}_{2}=\mathfrak{C}_{1} \otimes \mathfrak{B}_{z}^{3}\left(W_{0}\right)$ and $\mathfrak{A}_{3}=\mathfrak{C}_{1} \otimes$ $\mathfrak{B}_{z}^{6}\left(W_{0}\right)$ and noting $\mathfrak{B}_{z}^{3}\left(W_{0}\right) \vee \mathfrak{B}_{z}^{6}\left(W_{0}\right)=\mathfrak{B}\left(W_{0}\right)$, we have for our $A_{1} \in$ $\mathfrak{B}_{z}^{3}\left(W_{1}\right)$

$$
\begin{aligned}
& Q\left(A_{1} \times W_{0} \mid \mathfrak{C}_{1} \otimes \mathfrak{B}_{z}^{3}\left(W_{0}\right)\right)\left(w_{1}, w_{0}\right) \\
& \quad=Q\left(A_{1} \times W_{0} \mid \mathfrak{C}_{1} \otimes \mathfrak{B}\left(W_{0}\right)\right)\left(w_{1}, w_{0}\right) \\
& \text { for a.e. }\left(w_{1}, w_{0}\right) \text { in }\left(W_{1} \times W_{0}, \mathfrak{C}_{1} \otimes \mathfrak{B}_{z}^{3}\left(W_{0}\right), Q\right) \\
& \text { i.e., for all } w_{1} \in W \text { for a.e. } w_{0} \text { in }\left(W_{0}, \mathfrak{B}_{z}^{3}\left(W_{0}\right), m_{W}\right) .
\end{aligned}
$$

From this and from (2.0), we have the $\mathfrak{B}_{2}^{3}\left(W_{0}\right)^{*}$-measurability of $Q^{(\cdot)}\left(A_{1}\right)$.
Next consider the case where $A_{1} \in \mathfrak{B}_{z}^{0}\left(W_{1}\right)$. For $\psi$ as defined above we have

$$
\psi^{-1}\left(\mathfrak{F}_{z}^{0}\left(W_{1}\right) \otimes \mathfrak{F}_{z}^{0}\left(W_{0}\right)\right) \subset \mathfrak{F}_{z}
$$

and, denoting $z=(s, t)$,

$$
\begin{aligned}
& \psi^{-1}\left(\mathfrak{C}_{1} \otimes\right.\left.\left(\mathfrak{B}_{z}^{4}\left(W_{0}\right) \vee \mathfrak{F}_{z}^{5}\left(W_{0}\right) \vee \mathfrak{B}_{z}^{6}\left(W_{0}\right)\right)\right) \\
&=\sigma\left\{B\left(u^{\prime}, v^{\prime}\right)-B\left(u, v^{\prime}\right)-B\left(u^{\prime}, v\right)+B(u, v) \text { where } s<u\right. \\
& \quad \text { or } t\left.<v \text { and } u<u^{\prime} \text { and } v<v^{\prime}\right\} .
\end{aligned}
$$

The two $\sigma$-fields on the right sides of the last two expressions are independent with respect to $P$ since $B$ is an $\left\{\mathfrak{F}_{z}\right\}$-Brownian motion on $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$. Therefore $\mathfrak{B}_{z}^{0}\left(W_{1}\right) \times \mathfrak{B}_{z}^{0}\left(W_{0}\right)$ and

$$
\mathfrak{C}_{1} \otimes\left(\mathfrak{B}_{z}^{4}\left(W_{0}\right) \vee \mathfrak{B}_{z}^{5}\left(W_{0}\right) \vee \mathfrak{B}_{z}^{6}\left(W_{0}\right)\right)
$$

are independent with respect to $Q$. With

$$
\mathfrak{A}_{1}=\mathfrak{B}_{z}^{0}\left(W_{1}\right) \otimes \mathfrak{B}_{z}^{0}\left(W_{0}\right), \mathfrak{U}_{2}=\mathfrak{C}_{1} \otimes \mathfrak{B}_{z}^{0}\left(W_{0}\right)
$$

and $\mathfrak{A}_{3}=\mathfrak{C}_{1} \otimes\left(\mathfrak{B}_{z}^{4}\left(W_{0}\right) \vee \mathfrak{B}_{z}^{5}\left(W_{0}\right) \vee \mathfrak{B}_{z}^{6}\left(W_{0}\right)\right)$ and noting

$$
\mathfrak{B}_{z}^{0}\left(W_{0}\right) \vee \mathfrak{B}_{z}^{4}\left(W_{0}\right) \vee \mathfrak{B}_{z}^{5}\left(W_{0}\right) \vee \mathfrak{B}_{z}^{6}\left(W_{0}\right)=\mathfrak{B}\left(W_{0}\right)
$$

we have for $A_{1} \in \mathfrak{B}_{z}^{0}\left(W_{1}\right)$

$$
Q\left(A_{1} \times W_{0} \mid \mathfrak{C}_{1} \otimes \mathfrak{B}_{z}^{0}\left(W_{0}\right)\right)=Q\left(A_{1} \times W_{0} \mid \mathfrak{C}_{1} \otimes \mathfrak{B}\left(W_{0}\right)\right) .
$$

From this and from (2.0) follows the $\mathfrak{B}_{z}^{0}\left(W_{0}\right)^{*}$-measurability of $Q^{(\cdot)}\left(A_{1}\right)$.
The case where $A_{1} \in \mathfrak{B}_{z}^{j}\left(W_{1}\right)$ where $j=1$ or 2 can be treated likewise.

Let $x \in \partial W$ be fixed. For $i=1$ and 2 , let $\left(X_{i}, B_{l}\right)$ be a solution of the stochastic differential system (1.1) and (1.2) on an equipped probability space $\left(\Omega_{i}, \mathfrak{F}_{i}, P_{i} ; \mathfrak{F}_{i, z}\right)$. Let $Q_{i}$ be the probability distribution of $\left(X_{i}, B_{i}\right)$ on $\left(W_{1} \times W_{0}, \mathfrak{B}\left(W_{i} \times W_{0}\right)\right)$ and let $Q_{i}^{w_{0}}\left(A_{i}\right),\left(A_{i}, w_{0}\right) \in \mathfrak{B}\left(W_{i}\right) \times$ $W_{0}$, be a regular conditional probability of $Q_{\imath}$ under the projection $\pi_{i}$ of $W_{i} \times W_{0}$ onto $W_{0}$.

Let $\Omega=W_{1} \times W_{2} \times W_{0}$. On $\mathfrak{B}(\Omega)=\mathfrak{B}\left(W_{1} \times W_{2} \times W_{0}\right)$ define a probability measure $P$ by setting

$$
\begin{align*}
& P\left(A_{1} \times A_{2} \times A_{0}\right)=\int_{A_{0}} Q_{1}^{w_{0}}\left(A_{1}\right) Q_{2}^{w_{0}}\left(A_{2}\right) m_{W}\left(d w_{0}\right)  \tag{2.1}\\
& \quad \text { for } A_{i} \in \mathfrak{B}\left(W_{i}\right), \quad i=0,1,2
\end{align*}
$$

Let $\mathfrak{F}$ be the completion of $\mathfrak{B}(\Omega)$ with respect to $P$ and let $\mathfrak{N}$ be the collection of the null sets in $(\Omega, \mathfrak{F}, P)$. Then let

$$
\mathfrak{B}_{z}=\mathfrak{B}_{z}\left(W_{1}\right) \otimes \mathfrak{B}_{z}\left(W_{2}\right) \otimes \mathfrak{B}_{z}\left(W_{0}\right)
$$

and

$$
\begin{equation*}
\mathfrak{F}_{z}=\bigcup_{\varepsilon>0} \sigma\left(\mathfrak{B}_{s+\varepsilon, t+\varepsilon} \cup \mathfrak{R}\right) \quad \text { for } z=(s, t) \in \mathbf{R}_{+}^{2} \tag{2.2}
\end{equation*}
$$

We then have an equipped probability space $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$.
Lemma 2. On the equipped probability space ( $\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}$ ) defined by (2.1) and (2.2), let a 2-parameter stochastic process $B_{0}$ be defined by setting

$$
\begin{equation*}
B_{0}(z, \omega)=w_{0}(z) \quad \text { for } \omega=\left(w_{1}, w_{2}, w_{0}\right) \in \Omega \tag{2.3}
\end{equation*}
$$

Then $B_{0}$ is an $\left\{\mathfrak{F}_{z}\right\}$-Brownian motion on $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$ with $\partial B_{0}=0$.
Proof. Clearly $B_{0}$ is an $\left\{\mathfrak{F}_{z}\right\}$-adapted stochastic process with continuous sample functions and $\partial B_{0}=0$. Thus, to show that $B_{0}$ is an $\left\{\mathfrak{F}_{z}\right\}$ Brownian motion it remains to show that for $z<z^{\prime}$

$$
E\left[\exp \left\{i u B_{0}\left(\left(z, z^{\prime}\right]\right)\right\} \mid \mathfrak{F}_{z}^{1} \vee \mathfrak{F}_{z}^{2}\right]=\exp \left\{-\frac{u^{2}}{2} m_{L}\left(\left(z, z^{\prime}\right]\right)\right\} \quad \text { for } \mathbf{u} \in R
$$

where

$$
B_{0}\left(\left(z, z^{\prime}\right]\right)=B_{0}\left(s^{\prime}, t^{\prime}\right)-B_{0}\left(s, t^{\prime}\right)-B_{0}\left(s^{\prime}, t\right)+B_{0}(s, t)
$$

for $z=(s, t)$ and $z^{\prime}=\left(s^{\prime}, t^{\prime}\right)$ and $m_{L}$ is the Lebesgue measure on $\mathbf{R}^{2}$. For this, it is sufficient to show that for every $A_{i} \in \mathfrak{P}_{z}^{3}\left(W_{i}\right), i=0,1$ and 2

$$
\begin{align*}
& \mathbf{E}\left[\exp \left\{i u B_{0}\left(\left(z, z^{\prime}\right]\right)\right\} 1_{A_{1} \times A_{2} \times A_{0}}\right]  \tag{2.4}\\
& \quad=\exp \left\{-\frac{u^{2}}{2} m_{L}\left(\left(z, z^{\prime}\right]\right)\right\} P\left(A_{1} \times A_{2} \times A_{0}\right)
\end{align*}
$$

Now by (2.1) and (2.3), the left side of (2.4) is equal to

$$
\int_{W_{0}} \exp \left\{i u w_{0}\left(\left(z, z^{\prime}\right]\right)\right\} Q_{1}^{w_{0}}\left(A_{1}\right) Q_{2}^{w_{0}}\left(A_{2}\right) 1_{A_{0}}\left(w_{0}\right) m_{W}\left(d w_{0}\right)
$$

Since $Q_{i}^{w_{0}}\left(A_{i}\right)$ is a $\mathfrak{B}_{z}^{3}\left(W_{0}\right)^{*}$-measurable function of $w_{0} \in W_{0}$ for our $A_{i} \in \mathfrak{B}_{z}^{3}\left(W_{i}\right)$ for $i=1$ and 2 by Lemma 1 , we have the independence of $w_{0}\left(\left(z, z^{\prime}\right]\right)$ and $Q_{1}^{w_{0}}\left(A_{2}\right) Q_{2}^{w_{0}}\left(A_{2}\right) 1_{A_{0}}\left(W_{0}\right)$ as random variables on $\left(W_{0}, \mathfrak{B}\left(W_{0}\right)^{*}, m_{W}\right)$ where $\mathfrak{B}\left(W_{0}\right)^{*}$ is the completion of $\mathfrak{B}\left(W_{0}\right)$ with respect to $m_{W}$. The last integral is then equal to

$$
\begin{aligned}
& \int_{W_{0}} \exp \left\{i u w_{0}\left(\left(z, z^{\prime}\right]\right)\right\} m_{W}\left(d w_{0}\right) \cdot \int_{A_{0}} Q_{1}^{w_{0}}\left(A_{1}\right) Q_{2}^{w_{0}}\left(A_{2}\right) m_{W}\left(d w_{0}\right) \\
& \quad=\exp \left\{-\frac{u^{2}}{2} m_{L}\left(\left(z, z^{\prime}\right]\right)\right\} P\left(A_{1} \times A_{2} \times A_{0}\right)
\end{aligned}
$$

which is equal to the right side of (2.4). This completes the proof.
Lemma 3. Let $\mu$ and $\nu$ be two probability measures on $(S, \mathfrak{B}(S)$ ) where $S$ is a complete separable metric space and $\mathfrak{B}(S)$ is the $\sigma$-field of Borel sets in $S$. Let $D$ be the diagbonal in $S \times S$, i.e.,

$$
D=\left\{\left(s_{1}, s_{2}\right) \in S \times S ; s_{1}=s_{2}\right\}
$$

If $(\mu \times \nu)(D)=1$, then there exists a unique $s_{0} \in S$ such that $\mu\left(\left\{s_{0}\right\}\right)=$ $\nu\left(\left\{s_{0}\right\}\right)=1$.

Proof. Let $\rho$ be the metric on $S$. Then $\rho\left(s_{1}, s_{2}\right)$ for $s_{1}, s_{2} \in S$ is a continuous function on $S \times S$ in its product topology and is thus $\mathfrak{B}(S \times S)$ measurable. Then the diagonal $D$ being the subset of $S \times S$ on which $\rho$ is equal to 0 is a member of $\mathfrak{B}(S \times S)$. Thus $(\mu \times \nu)(D)$ is defined.

Suppose $(\mu \times \nu)(D)=1$. If $\mu \neq \nu$ on $\mathfrak{B}(S)$ then there exists $A \in$ $\mathfrak{B}(S)$ such that $\mu(A) \neq \nu(A)$, say $\mu(A)>\nu(A)$. Then $\nu\left(A^{c}\right)>0$ so that $(\mu \times \nu)\left(A \times A^{c}\right)=\mu(A) \nu\left(A^{c}\right)>0$.

But $\left(A \times A^{c}\right) \cap D=\varnothing$ and this implies $(\mu \times \nu)\left(A \times A^{c}\right)=0$, contradicting the last inequality. Therefore $\mu=\nu$ on $\mathfrak{B}(S)$.

If there exists $A \in \mathfrak{B}(S)$ such that $\mu(A) \in(0,1)$ then $\mu\left(A^{c}\right) \in(0,1)$ also so that

$$
(\mu \times \nu)\left(A \times A^{c}\right)=\mu(A) \mu\left(A^{c}\right) \in(0,1)
$$

But this contradicts the equality $(\mu \times \nu)\left(A \times A^{c}\right)=0$ which is implied by $\left(A \times A^{c}\right) \cap D=\varnothing$. Therefore no $A \in \mathfrak{B}(S)$ can have $\mu(A) \in(0,1)$ and consequently $\mu(A)=0$ or 1 for every $A \in \mathfrak{B}(S)$.

Since a separable metric space is a Lindelöf space, for every positive integer $n$ there exist countably many closed spheres in $S$, each with diameter $n^{-1}$, whose union is $S$. The $\mu$-measure of each of these spheres is either 0 or 1 . No two spheres with $\mu$-measure 1 can be disjoint for otherwise we would have $\mu(S) \geq 2$. Let $K_{n}$ be the closed set which is the intersection of all those spheres with $\mu$-measure 1 . Then $\mu\left(K_{n}\right)=1$ and the diameter $\delta\left(K_{n}\right) \leq 1 / n$. Consider the sequence of closed sets $K_{n}$, $n=1,2, \cdots$. By the same reason as above $K_{n} \cap K_{m} \neq \varnothing$ for $n \neq m$. If we let $C_{n}=\bigcap_{m=1}^{n} K_{m}$ then we have a decreasing sequence of closed sets $C_{n}, n=1,2, \cdots$ with $\mu\left(C_{n}\right)=1$ and $\delta\left(C_{n}\right) \leq n^{-1}$ for every $n$. Since $S$ is a complete metric space and $\delta\left(C_{n}\right) \downarrow 0$ as $n \rightarrow \infty$ there exists $s_{0} \in S$ such that $\bigcap_{n=1}^{\infty} C_{n}=\left\{s_{0}\right\}$. Then $\mu\left(\left\{s_{0}\right\}\right)=\lim _{n \rightarrow \infty} \mu\left(C_{n}\right)=1$. Since $\mu(S)=1$ such $s_{0} \in S$ is unique.
3. Proof of the Theorem. With fixed $x \in \partial W$ assume that the stochastic differential system (1.1) and (1.2) has a solution on some equipped probability space and assume that (1.1) satisfies the pathwise uniqueness condition.

For $i=1$ and 2 let $\left(X_{i}, B_{i}\right)$ be a solution of (1.1) and (1.2) on an equipped probability space $\left(\Omega_{i}, \mathfrak{F}_{i}, P_{i} ; \mathfrak{F}_{i, z}\right)$. Let $Q_{i}, Q_{i}^{w_{o}}\left(A_{i}\right)$ and $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$ be as in the construction in $\S 2$ following the proof of Lemma 1.

Let $B_{0}$ be the $\left\{\mathfrak{B}_{z}\right\}$-Brownian motion on the equipped probability space $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$ defined by (2.3). Introduce two 2-parameter stochastic processes $Y_{i}$ for $i=1$ and 2 on $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$ by setting

$$
\begin{equation*}
Y_{i}(z, \omega)=w_{i}(z) \quad \text { for } z \in \mathbf{R}_{+}^{2} \quad \text { and } \quad \omega=\left(w_{1}, w_{2}, w_{0}\right) \in \Omega . \tag{3.1}
\end{equation*}
$$

Then $\left(Y_{i}, B_{0}\right)$ and $\left(X_{i}, B_{i}\right)$ have the same probability distribution $Q_{i}$ on ( $W_{i} \times W_{0}, \mathfrak{B}\left(W_{i} \times W_{0}\right)$ ) so that $\left(Y_{i}, B_{0}\right)$ is a solution of (1.1) and (1.2) on $\left(\Omega, \mathfrak{F}, P ; \mathfrak{F}_{z}\right)$ for $i=1$ and 2 . Thus by the pathwise uniqueness condition we have $Y_{1}=Y_{2}$, i.e.,

$$
Y_{1}(\cdot, \omega)=Y_{2}(\cdot, \omega) \quad \text { for a.e. } \omega \text { in }(\Omega, \mathfrak{F}, P)
$$

in other words,

$$
w_{1}=w_{2} \quad \text { for } P \text { a.e. } \omega=\left(w_{1}, w_{2}, w_{0}\right) \in \Omega
$$

Since $P$ is defined by (2.1), this implies that there exists a null set $N_{0}$ in ( $\left.W_{0}, \mathfrak{B}\left(W_{0}\right), m_{W}\right)$ such that

$$
\begin{equation*}
\left(Q_{1}^{w_{0}} \times Q_{2}^{w_{0}}\right)\left\{\left(w_{1}, w_{2}\right) \in W_{1} \times W_{2} ; w_{1}=w_{2}\right\}=1 \quad \text { for } w_{0} \in N_{0}^{c} \tag{3.2}
\end{equation*}
$$

Since $W_{1}$ and $W_{2}$ are copies of $W$ which is a complete separable metric space (3.2) implies according to Lemma 3 that for every $w_{0} \in N_{0}^{c}$ there exists a unique $w \in W$ such that

$$
\begin{equation*}
Q_{1}^{w_{0}}(\{w\})=Q_{2}^{w_{0}}(\{w\})=1 \tag{3.3}
\end{equation*}
$$

Let $F$ be a function defined by

$$
\begin{equation*}
F\left(w_{0}\right)=w \quad \text { for } w_{0} \in N_{0}^{c} \tag{3.4}
\end{equation*}
$$

where $w$ on the right side is the unique element in $W$ satisfying (3.3) for our $w_{0} \in N_{0}^{c}$. Thus

$$
Q_{1}^{w_{0}}=Q_{2}^{w_{0}}=\delta_{F\left(w_{0}\right)} \quad \text { on } \mathfrak{B}(W) \text { for } w_{0} \in N_{0}^{c}
$$

Let us verify that $F$ satisfies the condition $1^{\circ}$ in our Theorem. Thus, for $z \in \mathbf{R}_{+}^{2}$, let $A \in \mathfrak{B}_{z}(W)$. Then

$$
\begin{aligned}
F^{-1}(A) & =\left\{w_{0} \in W_{0} ; Q_{1}^{w_{0}}(\{w\})=1 \text { for some } w \in A\right\} \\
& =\left\{w_{0} \in W_{0} ; Q_{1}^{w_{0}}(A)=1\right\}
\end{aligned}
$$

According to Lemma $1, A \in \mathfrak{B}_{z}(W)$ implies that $\mathfrak{B}_{z}\left(W_{0}\right)^{*}$-measurability of $Q_{1}^{w_{0}}(A)$ as a function of $w_{0} \in W_{0}$. Thus $F^{-1}(A) \in B_{z}\left(W_{0}\right)^{*}$, i.e., $F$ is $\mathfrak{B}_{z}\left(W_{0}\right)^{*} / \mathfrak{B}_{z}(W)$ measurable.

To verify the condition $3^{\circ}$ in the Theorem, note that from (3.4), (3.1) and (2.3)

$$
F\left[B_{0}(\cdot, \omega)\right]=Y_{i}(\cdot, \omega) \quad \text { for } B_{0}(\cdot, \omega) \in N_{0}^{c} \text { for } i=1 \text { and } 2
$$

Then since $B_{0}$ and $Y_{i}$ are the images of $B_{i}$ and $X_{t}$ in $\Omega=W_{1} \times W_{2} \times W_{0}$ the last equality implies

$$
F\left[B_{i}\left(\cdot, \omega_{i}\right)\right]=X_{i}\left(\cdot, \omega_{i}\right) \text { for a.e. } \omega_{i} \text { in }\left(\Omega_{i}, \mathfrak{F}_{i}, P_{i}\right) \text { for } i=1 \text { and } 2
$$

proving $3^{\circ}$. Note also that since $F$ is common to $i=1$ and 2 and is defined up to a null set in $\left(W_{0}, \mathfrak{B}\left(W_{0}\right), m_{W}\right)$, we have the uniqueness of $F$ up to a null set in $\left(W, \mathfrak{B}(W), m_{W}\right)$.

Finally if $\left(\Omega_{3}, \mathfrak{F}_{3}, P_{3} ; \mathfrak{F}_{3, z}\right)$ is an equipped probability space on which there exists an $\left\{\mathfrak{F}_{3, z}\right\}$-Brownian motion $B_{3}$ with $\partial B_{3}=0$, then
( $X_{3}, B_{3}$ ) with $X_{3}$ defined by $X_{3}=F\left[B_{3}\right]$ has the same probability distribution on ( $W \times W, \mathfrak{B}(W \times W)$ ) as $\left(Y_{1}, B_{0}\right)$ so that ( $X_{3}, B_{3}$ ) is a solution of (1.1) and (1.2) on $\left(\Omega_{3}, \mathfrak{F}_{3}, P_{3} ; \mathfrak{F}_{3, z}\right)$. Thus condition $2^{\circ}$ of the Theorem is satisfied. This completes the proof.
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