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#### Abstract

Historically the most familiar fundamental domain for $P_{n} / G L_{n}(Z)$ has been that of Minkowski. This paper develops a new fundamental domain more suited to applications in number theory. It is shown that these domains can be determined explicitly for given $n$ and this is done for $n=3,4,5,6$. A reduction algorithm for an arbitrary element of $P_{n}$ is also determined.


1. Introduction. Throughout this paper, let $P_{n}$ denote the space of positive definite, symmetric, real $n \times n$ matrices. The identity matrix will always be denoted by $I$ or $I_{n}$ where necessary to avoid ambiguity. If $G=\mathrm{GL}_{n}(\mathbf{R})$, the general linear group over $\mathbf{R}$, and $K$ is the subgroup of $G$ of orthogonal matrices, $P_{n}$ can be identified with $K \backslash G$ as follows:

$$
\begin{aligned}
K \backslash G & \rightarrow P_{n} \\
K g & \rightarrow^{T} g g
\end{aligned}
$$

where ${ }^{T} g$ denotes the transpose of the matrix $g$. We can define an action of the group $G$ on $P_{n}$ by $T_{g} g g$ for $g \in G$ and $Y \in P_{n}$. We will use the notation $Y[g]={ }^{T} g Y g$. Now, as $\mathrm{GL}_{n}(\mathbf{Z})$ is a discrete subgroup of $G$, and so acts discontinuously on $P_{n}$, we can define a fundamental domain $P_{n} / \mathrm{GL}_{n}(\mathbf{Z})$. If $\Gamma$ is any discrete subgroup of $G$, then a fundamental domain for $P_{n} / \Gamma$ is a subset of $P_{n}$ satisfying two conditions:
(1) The union of the images under the action of $\Gamma$ covers $P_{n}$, i.e.,

$$
\bigcup_{\gamma \in \Gamma} \gamma\left(P_{n} / \Gamma\right)=P_{n}
$$

(2) If $Y$ and $Y[g], g \in \Gamma$, are both in the fundamental domain, then $Y$ and $Y[g]$ are on the boundary of the fundamental domain or $g=I$. From here on, unless otherwise noted, $\Gamma$ will always be $\mathrm{GL}_{n}(\mathbf{Z})$.

Historically, the standard fundamental domain for $P_{n} / \Gamma$ has been that of Minkowski, [9], here denoted $M_{n} . M_{n}$ is defined as follows:

$$
\begin{aligned}
& M_{n}=\left\{Y \in P_{n} \mid Y[a] \geq y_{i i} \text { if } a \in \mathbf{Z}^{n} \text {, g.c.d. }\left(a_{i}, \ldots, a_{n}\right)=1\right. \\
& \left.\qquad y_{i, i+1} \geq 0 \text { for } i=1, \ldots, n-1\right\} .
\end{aligned}
$$

It may not be readily apparent that this indeed satisfies conditions 1 and 2 above, but for the details the reader is referred to Minkowski's original work [9], or to Terras' discussion in [17].

Fundamental domains are by no means unique, however, and while study of $M_{n}$ has led to great progress in the geometry of numbers for example, for certain areas of number theory it may be appropriate to define an alternative fundamental domain. One motivation was to explicitly determine the Maass-Selberg relations for Eisenstein series on $\mathrm{SL}_{3}(\mathbf{Z})$. For $\mathrm{SL}_{2}(\mathbf{Z})$ these enable one to solve the integral that is the parabolic term in the Selberg trace formula. To study the corresponding term in a version of the trace formula for $\mathrm{SL}_{3}(\mathbf{Z})$ it would be necessary to integrate the product of two Eisenstein series on a portion of the fundamental domain. The Minkowski domain does not appear to be well-suited for this. In [18] the problems of Minkowski's fundamental domain for this type of work are discussed in detail. The alternative fundamental domain will be defined in such a way as to avoid these problems. The other major motivation for studying a new fundamental domain was to provide a workable reduction algorithm that could be applied to various number theoretic problems. The fundamental domain defined in this paper will address both of these issues.

The approach is a generalization of the classical "highest point method" used to determine the well-known fundamental domain for the Poincare upper half-plane. Recall that if $H$ is the upper half-plane, i.e., the subset of complex numbers $z=x+i y$ with $y>0$, a fundamental domain is given by $D=\left\{z=x+i y \in H| | x \mid \leq 1 / 2, x^{2}+y^{2} \geq 1\right\}$. This new fundamental domain bears more than a slight resemblance to the fundamental domain in the case of Siegel upper half-plane, $H_{n}$, which is yet another generalization of the highest point method. Define

$$
H_{n}=\left\{Z=X+i Y \mid X, Y \in \mathbf{R}^{n \times n}, X \text { symmetric, } Y \in P_{n}\right\} .
$$

The symplectic group $\operatorname{Sp}_{n}(\mathbf{Z})$ defined by

$$
\operatorname{Sp}_{n}(\mathbf{Z})=\left\{M \in \mathbf{Z}^{2 n \times 2 n} \mid J[M]=J \text { where } J=\left(\begin{array}{cc}
0 & I_{n} \\
-I_{n} & 0
\end{array}\right)\right\}
$$

acts on the space $H_{n}$ by $Z \rightarrow(A Z+B)(C Z+D)^{-1}$ where $M \in \operatorname{Sp}_{n}(\mathbf{Z})$ is written as $M=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$ and $A, B, C, D$ are $n \times n$ block integer matrices. Note that for $n=1, \operatorname{Sp}_{n}(\mathbf{Z})=\mathrm{SL}_{2}(\mathbf{Z})$, and this generalization reduces to the classical case. Under this action a fundamental domain for
$H_{n} / \mathrm{Sp}_{n}(\mathbf{Z})$ is given by the subset of $Z \in H_{n}$ such that
(1) $|\operatorname{det}(C Z+D)| \geq 1$ for all $C, D$ with $\left(\begin{array}{c}A B \\ C \\ D\end{array}\right) \in \operatorname{Sp}_{n}(\mathbf{Z})$
(2) $Y \in M_{n}$
(3) $X=\left(x_{i j}\right),\left|x_{i j}\right| \leq \frac{1}{2}$.
E. Gottschling has shown, [3], that for the case $n=2$ the necessary $C$ and $D$ in condition (1) are $C=I$ and $D$ is one of 15 choices, explicitly determined, all with entries $0, \pm 1$, or $C$ is a rank 1 matrix in which case if $Z=\left(\begin{array}{c}z_{1} \\ z_{12} \\ z_{2} 2\end{array}\right)$ then $\left|z_{1}\right|,\left|z_{2}\right| \geq 1$ and $\left|z_{1}-2 z_{12}+z_{2} \pm 1\right| \geq 1$. We will achieve analogous results using somewhat similar reasoning for the fundamental domain $P_{n} / \Gamma$ for $n=3,4,5,6$. For more details on the Siegel modular group, in particular the proof that the set defined above is actually a fundamental domain for $H_{n} / \mathrm{Sp}_{n}(\mathbf{Z})$ see [8].
All of the aforementioned groups and spaces are related. For example, if $S P_{n}$ denotes the subspace of $P_{n}$ of those matrices with determinant 1 , and $\mathrm{SL}_{n}(\mathbf{Z})$ is the special linear group of integral matrices with determinant 1 , the case $n=2$ is once again the classical situation, for $S P_{2}$ and $H$ can be identified by:

$$
\begin{aligned}
H & \rightarrow S P_{2} \\
x+i y=z & \rightarrow\left(\begin{array}{cc}
y^{-1} & 0 \\
0 & y
\end{array}\right)\left[\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right] .
\end{aligned}
$$

More generally, $H_{n}$ can be embedded in $S P_{n}$ by

$$
X+i Y=Z \rightarrow\left(\begin{array}{cc}
Y^{-1} & 0 \\
0 & Y
\end{array}\right)\left[\begin{array}{cc}
I & X \\
0 & I
\end{array}\right]
$$

So perhaps study of our fundmental domain for $P_{n}$ may lead to an increased understanding in all these areas, through these relations. For the moment, however, the applications seem to be in the theory of automorphic forms on $\mathrm{GL}_{n}(\mathbf{Z})$.
2. Partial Iwasawa co-ordinates. Before we can define the new fundamental domain, we must first describe the system of co-ordinates. For $Y \in P_{n}$ what is sometimes called the Iwasawa decomposition is given by

$$
Y=\left(\begin{array}{lll}
d_{1} & & 0 \\
& \ddots & \\
0 & & d_{n}
\end{array}\right)\left[\begin{array}{lll}
1 & & x_{i j} \\
& \ddots & \\
0 & & 1
\end{array}\right]
$$

with $d_{i}>0$ and $x_{i j} \in \mathbf{R}$. This is the co-ordinate system Minkowski employed to find his fundamental domain. For the new domain we will want to look at a generalization of Iwasawa co-ordinates. These
can be expressed as:

$$
Y=\left(\begin{array}{cc}
V & 0 \\
0 & W
\end{array}\right)\left[\begin{array}{cc}
I_{j} & X \\
0 & I_{k}
\end{array}\right]
$$

where $V \in P_{j}, W \in P_{k}, X \in \mathbf{R}^{j \times k}$ and of course $j+k=n$. Clearly, there are at least $n-1$ different types of partial Iwasawa co-ordinates. Partial Iwasawa co-ordinates are actually nothing more than a generalization of completing the square. For our purposes, it becomes clear that the best choice is:

$$
Y=\left(\begin{array}{cc}
v & 0  \tag{2.1}\\
0 & W
\end{array}\right)\left[\begin{array}{cc}
1 & T_{X} \\
0 & I_{n-1}
\end{array}\right]
$$

where $v>0, W \in P_{n-1}, x \in \mathbf{R}^{n-1}$, i.e., ${ }^{T} x=\left(x_{1}, \ldots, x_{n-1}\right), x_{j} \in \mathbf{R}$. As will be seen later, with this choice of co-ordinates we can avoid having to use a determinant, as $v$ is just a scalar.

We are also going to consider what the group action of $\mathrm{GL}_{n}(\mathbf{Z})$ on $P_{n}$ looks like in terms of these co-ordinates. First, for an element $g \in \Gamma$, write $g=\left(\begin{array}{c}a^{T} b \\ c \\ D\end{array}\right)$ for $a \in \mathbf{Z},{ }^{T} b, c \in \mathbf{Z}^{n-1}$ and $D \in \mathbf{Z}^{n-1 \times n-1}$. This corresponds to the specific type of partial Iwasawa co-ordinates being used. Then

$$
\begin{aligned}
& \begin{aligned}
Y[g] & =\left(\begin{array}{cc}
v & 0 \\
0 & W
\end{array}\right)\left[\begin{array}{cc}
1 & T_{x} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
a & T_{b} \\
c & D
\end{array}\right] \\
& =\left(\begin{array}{cc}
v & v^{T} x \\
v x & v\left[\begin{array}{l}
T \\
\end{array}\right]+W
\end{array}\right)\left[\begin{array}{cc}
a & T_{b} \\
c & D
\end{array}\right]
\end{aligned} \\
& =\left(\begin{array}{cc}
a & T_{c} \\
b & T_{D}
\end{array}\right)\left(\begin{array}{cc}
v & v^{T} x \\
v x & v\left[{ }^{T} x\right]+W
\end{array}\right)\left(\begin{array}{cc}
a & T_{b} \\
r c & D
\end{array}\right) \\
& =\left(\begin{array}{cc}
v^{v}\left[a+{ }^{T} x c\right]+W[c] \\
\left(b+{ }^{T} D x\right) v\left(a+{ }^{T} x c\right)+{ }^{T} D W c
\end{array} \quad\left(a+{ }^{T} x c\right) v\left({ }^{T} b+{ }^{T} x D\right)+{ }^{T} c W D\right) .
\end{aligned}
$$

The square bracket notation applies to a column vector as well as to a matrix, that is, for $c \in \mathbf{Z}^{n-1}, W[c]={ }^{T} c W c$ which of course is a scalar. Then, since $a+{ }^{T} X c$ is itself scalar, $v\left[a+{ }^{T} X c\right]=$ $v\left(a+{ }^{T} x c\right)^{2}$. Also, note that the term in the upper left corner must also be scalar. What we mean by $v\left[{ }^{T} x\right],{ }^{T} X$ now being a row of length $n-1$, is $v\left[{ }^{T} x\right]=v X$ where $X$ is the symmetric matrix $\left(x_{i} x_{j}\right)$. The scalar term $v\left[a+{ }^{T} x c\right]+W[c]$ will figure most prominently in the following generalization of the highest point method.
3. The fundamental domain. We are now nearly ready to define the fundamental domain. The motivation for this definition came from looking at $Y[g]$ as above and observing that the upper left corner of $Y[g]$ is $v\left[a+{ }^{T} x c\right]+W[c]$. If we think of the "height" of $Y$ as $v^{-1}$ then we want $Y$ in the fundamental domain to have height greater than that
of any $Y[g]$. In other words, for $Y$ in the fundamental domain we want $v \leq v\left[a+T_{X c}\right]+W[c]$ for any $a$ and $c$ forming the first column of a matrix in $\Gamma$. The complete definition of the fundamental domain is then as follows.

Definition. For $n \geq 2$, let $F_{n}$ be the set of those $Y \in P_{n}$ satisfying:
(1) $v \leq v\left[a+{ }^{T} X c\right]+W[c]$ where $a \in \mathbf{Z}, c \in \mathbf{Z}^{n-1}$ and $g=\left(\begin{array}{ll}a & { }^{T} b \\ c & D\end{array}\right) \in \Gamma$
(2) $W \in F_{n-1}$
(3) $0 \leq x_{1} \leq \frac{1}{2} ;\left|x_{i}\right| \leq \frac{1}{2}$ for $i=2, \ldots, n-1$.

It will be seen that $F_{n}$ is a fundamental domain for $P_{n} / \mathrm{GL}_{n}(\mathbf{Z})$.
Note the similarity between the definition of $F_{n}$ and the definition of the fundamental domain for the Siegel modular group. Here the height is given by $v^{-1}$; in the Siegel case for $Z \in H_{n}, Z=X+i Y$, the height of $Z$ is given by $\operatorname{det}(Y)$. The first condition arises from maximizing the height. Then the second condition is obtained by looking at $g \in \Gamma$ of the form $g=\left(\begin{array}{cc} \pm 1 & 0 \\ 0 & D\end{array}\right)$ where $g \in \mathrm{GL}_{n-1}(\mathbf{Z})$. This basically sets up an induction; it is therefore, no accident that most of the proofs of statements about the fundamental domain rely on some sort of induction argument. The third condition comes from looking at the "translation-type" matrices, that is, $g \in \Gamma$ of the form $g=\left(\begin{array}{cc}1^{\top} b \\ 0 & I\end{array}\right)$. These comments will be examined in more depth in the proof of the theorem in the following section.

We have defined $F_{n}$ above in an inductive manner, that is, it is built up using $F_{n-1}$. In beginning the induction, $F_{1}$ will just be the positive real numbers. However, it is possible to start at $n=2$ using the following proposition.

Proposition 1.

$$
\begin{aligned}
F_{2}=M_{2}=\left\{Y \in P_{n} \mid\right. & 0 \leq 2 y_{12} \leq y_{1} \leq y_{2} \\
& \text { if } \left.y_{12}=0 \text { then } 0<y_{1} \leq y_{2} ; Y=\left(\begin{array}{cc}
y_{1} & y_{12} \\
y_{12} & y_{2}
\end{array}\right)\right\}
\end{aligned}
$$

Proof. This can easily be seen by examining the first condition in the definition. Since $n=2, Y \in P_{n}$ is expressed as

$$
Y=\left(\begin{array}{cc}
v & 0 \\
0 & w
\end{array}\right)\left[\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right], \quad v, w>0, \quad x \in \mathbf{R}
$$

Then condition (1) says that $v \leq v(a+x c)^{2}+c^{2} w$ for all $a, c$ such that $g=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \mathrm{GL}_{2}(\mathbf{Z})$. Choosing $a=0, c=1$ we see that $v \leq v x^{2}+w$ or $w \geq v\left(1-x^{2}\right)$. But condition (3) tells us that $0 \leq x \leq \frac{1}{2}$ so $w \geq \frac{3}{4} v$. It is then apparent that the only $a$ and $c$ we need consider are $a=0, c=1$
(compare this with the fundamental domain for $H$, the upper halfplane). By this we mean that $v \leq v(a+x c)^{2}+c^{2} w$ for $a=0, c=1$ implies this for all other choices of $a$ and $c$. Thus we have

$$
F_{2}=\left\{Y \in P_{n} \left\lvert\, Y=\left(\begin{array}{cc}
v & 0 \\
0 & w
\end{array}\right)\left[\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right]\right., v \leq v x^{2}+w, 0 \leq x \leq \frac{1}{2}\right\} .
$$

But

$$
\left(\begin{array}{cc}
v & 0 \\
0 & w
\end{array}\right)\left[\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right]=\left(\begin{array}{cc}
v & v x \\
v x & v x^{2}+w
\end{array}\right)=\left(\begin{array}{cc}
y_{1} & y_{12} \\
y_{12} & y_{2}
\end{array}\right)
$$

and so we have $0 \leq 2 y_{12} \leq y_{1} \leq y_{2}$.
This type of argument will resurface in $\S 6$. Even without working through the proof above, we should have expected that $F_{2}=M_{2}$ is reasonable, for the partial Iwasawa decomposition we are using reduces in the case $n=2$ to the full Iwasawa decomposition which is what Minkowski used for his fundamental domain. Now we have explicit inequalities for $F_{2}$; in $\S 6$ we will determine explicit inequalities for some higher $n$. However, first we must prove that the set $F_{n}$ defined above is in fact a fundamental domain.
4. The highest point method. The following Lemma will be needed in the proof of the Theorem in this section and in later sections as well.
Lemma 1. If $Y \in F_{n}, Y=\left(\begin{array}{cc}v & 0 \\ 0 & W\end{array}\right)\left[\begin{array}{cc}1^{T} x \\ 0 & 1\end{array}\right]$ and $w_{i}$ is the ith diagonal entry in $W$, then $w_{i} \geq \frac{3}{4} \nu$.

Proof. $Y \in F_{n} \Rightarrow v \leq \nu\left[a+{ }^{T} x c\right]+W[c]$ for all $g=\binom{a^{T}{ }_{c} b}{c} \in \Gamma$. Let $a=0, c=e_{i}$, the standard unit vector in $\mathbf{R}^{n-1}$. Then a $g \in \Gamma$ with $a$ and $c$ forming the first column can be obtained by switching the first and $i$ th rows in the identity matrix. Then $v\left[a+{ }^{T} x c\right]=v x_{i}^{2}$. Since $W\left[e_{i}\right]=w_{i}$, we have $v \leq v x_{i}^{2}+w_{i}$, so $w_{i} \geq v\left(1-x_{i}^{2}\right)$. But $x_{i}^{2} \leq \frac{1}{4}$ so $w_{i} \geq \frac{3}{4} v$.

Theorem 1. (1) $F_{n}$ as defined above is a fundamental domain for $P_{n} / \Gamma$.
(2) $F_{n}$ has a finite number of boundary inequalities and therefore is bounded by a finite number of hypersurfaces. The minimal set of inequalities can be explicitly obtained for given $n$.
(3) The subset of $Y \in F_{n}$ with $\operatorname{det}(Y) \leq 1$ has finite Euclidean volume given by

$$
\frac{2}{n+1} \prod_{j=2}^{n} \Lambda\left(\frac{j}{2}\right) \quad \text { where } \Lambda(s)=\pi^{-s} \Gamma(s) \zeta(2 s)
$$

For $F_{n}$ to be useful for any applications we need (2). The proof of (3) depends only on the fact that $F_{n}$ is a fundamental domain, and so is the same proof as for $M_{n}$ given by Siegel [13], or Terras [17], for example. The statement is included here solely for the sake of completeness.

Proof. (1) To prove that $F_{n}$ is a fundamental domain we need to show two things: first, that $\bigcup_{g \in \Gamma} g F_{n}$ covers $P_{n}$, and second, that for $Y$ and $Y[g]$ both in $F_{n}, Y$ and $Y[g]$ must be on the boundary of $F_{n}$, or $g= \pm I$. We have already proved (1) and (2) for $n=2$ in Proposition 1 , so assume that $F_{n-1}$ is a fundamental domain. Then choose $Y \in P_{n}$ :

$$
Y=\left(\begin{array}{cc}
v & 0 \\
0 & W
\end{array}\right)\left[\begin{array}{cc}
1 & T_{x} \\
0 & I
\end{array}\right] .
$$

For $Y[g], g=\left(\begin{array}{c}a^{T} b \\ c \\ D\end{array}\right)$, let $v^{*}=v\left[a+{ }^{T} X c\right]+W[c]$, so $v^{*}$ is the upper left corner of $Y[g]$. We must show that there are only finitely many $a$ and $c$ forming the first column of a matrix in $\mathrm{GL}_{n}(\mathbf{Z})$ such that given any positive real number $m, v^{*} \leq m$. If $\lambda$ is the smallest eigenvalue of $W$, then $W[c] \geq \lambda I[c]$ since $W-\lambda I$ will also be positive. Then $W[c] \geq \lambda\left(c_{1}^{2}+\cdots+c_{n-1}^{2}\right)$ and there can be only finitely many $c$ such that $W[c] \leq m$. Once all $c$ have been determined, we must have $v\left(a+{ }^{T} x c\right)^{2} \leq m-W[c]$. For each $c$ there will be only finitely many $a$ satifying this inequality. Since there are only finitely many $a$ and $c$ so that $v^{*} \leq m$ we can choose $g \in \Gamma$ as to make $v^{*}$ minimal.

Once the minimal $v^{*}$ has been produced with

$$
Y[g]=\left(\begin{array}{cc}
v^{*} & 0 \\
0 & W^{*}
\end{array}\right)\left[\begin{array}{cc}
1 & T_{X^{*}} \\
0 & I
\end{array}\right]
$$

we can find $D^{*} \in \mathrm{GL}_{n-1}(\mathbf{Z})$ such that $W^{*}\left[D^{*}\right] \in F_{n-1}$ by the induction hypothesis. Then

$$
g^{*}=\left(\begin{array}{cc}
1 & 0 \\
0 & D^{*}
\end{array}\right) \in \Gamma \text {. }
$$

Let $g_{1}=g g^{*}$. Then

$$
Y\left[g_{1}\right]=\left(\begin{array}{cc}
v^{*} & 0 \\
0 & W^{*}\left[D^{*}\right]
\end{array}\right)\left[\begin{array}{cc}
1 & T_{X^{*}} D^{*} \\
0 & I
\end{array}\right] .
$$

Write $T_{X^{*}} D^{*}=\left(\alpha_{1}, \ldots, \alpha_{n-1}\right)$ and choose $b^{*}$ where ${ }^{T} b^{*}=\left(\beta_{1}, \ldots\right.$, $\beta_{n-1}$ ) so that $\left|\alpha_{j}-\beta_{j}\right| \leq \frac{1}{2}$ for $j=1, \ldots, n-1$. Finally, if $-\frac{1}{2} \leq$ $\alpha_{1}-\beta_{1}<0$, let

$$
g_{2}=g_{1}\left(\begin{array}{cc}
1 & T_{b^{*}} \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
-1 & 0 \\
0 & I
\end{array}\right)
$$

and if $0 \leq \alpha_{1}-\beta_{1} \leq \frac{1}{2}$, let

$$
g_{2}=g_{1}\left(\begin{array}{cc}
1 & T^{*} \\
0 & I
\end{array}\right)
$$

Then, in either case,

$$
Y\left[g_{2}\right]=\left(\begin{array}{cc}
v_{2} & 0 \\
0 & W_{2}
\end{array}\right)\left[\begin{array}{cc}
1 & T_{u} \\
0 & I
\end{array}\right]
$$

where $v_{2}=v^{*}, W_{2}=W^{*}\left[D^{*}\right]$, and $u= \pm\left(x^{*} D^{*}-b^{*}\right)$, the sign determined as to make $\alpha_{1}-\beta_{1}$ nonnegative. Clearly, conditions (2) and (3) in the definition of $F_{n}$ hold for $Y\left[g_{2}\right]$, so it remains only to show that $v_{2} \leq v_{2}\left[r+T_{u t]}+W_{2}[t] \forall r, t\right.$ with $\binom{r^{T_{s}}}{t U} \in \Gamma$. If we write $g_{2}\left(\begin{array}{cc}r^{T_{s}} \\ t & U\end{array}\right)=\left(\begin{array}{cc}r_{1} r_{1} s_{S_{1}} \\ t_{1} & U_{1}\end{array}\right)$, then

$$
v_{2}\left[r+{ }^{r_{u}} t\right]+W_{2}[t]=v\left[r_{1}+{ }^{T} x t_{1}\right]+W\left[t_{1}\right]
$$

and

$$
v_{2}=v^{*} \leq v\left[r_{1}+{ }^{T} x t_{1}\right]+W\left[t_{1}\right]=v_{2}\left[r+{ }^{T} u t\right]+W_{2}[t]
$$

because of how $v^{*}$ was chosen. Thus we have shown that any element of $P_{n}$ can be written as $Y[g], Y \in F_{n}, g \in \Gamma$.

To prove the second condition of being a fundamental domain, again use induction. It has been shown that this condition holds for $n=2$ in Proposition 1, so assume this condition holds for $F_{n-1}$. Now suppose $Y$ and $Y[g]$ are both in $F_{n}$.

$$
Y \in F_{n} \Rightarrow v \leq v\left[a+{ }^{T} x c\right]+W[c] \quad \forall a, c \text { with }\left(\begin{array}{cc}
a & { }^{T} b \\
c & D
\end{array}\right) \in \Gamma .
$$

By taking the inverse:

$$
Y[g] \in F_{n} \Rightarrow v\left[a+{ }^{T} x c\right]+W[c] \leq v \quad \text { if } g=\left(\begin{array}{cc}
a & T_{b} \\
c & D
\end{array}\right) .
$$

That is, if $Y[g]$ is in the fundamental domain then the upper left corner of $Y[g]$ is less than or equal to the upper left corner of $Y[g][h]$ for any $h \in \Gamma$, including $g^{-1}$, and $Y[g]\left[g^{-1}\right]=Y$. Anyway, the two inequalities above imply that $v=v\left[a+{ }^{T} x c\right]+W[c]$. If $c \neq 0$, then this shows that $Y$ and $Y[g]$ are on the boundary of $F_{n}$, since the inequalities $v \leq v\left[a+T_{X c}\right]+W[c]$ define part of the boundary. If $c=0$, this reduces to $v=v[a]=a^{2} v$ and so $a= \pm 1$.

Then $g=\left(\begin{array}{cc} \pm 1 \tau^{r} b \\ 0 & D\end{array}\right)$ and $\operatorname{det}(g)= \pm 1 \Rightarrow \operatorname{det}(D)= \pm 1 \Rightarrow D \in$ $\mathrm{GL}_{n-1}(\mathbf{Z})$

$$
Y[g]=\left(\begin{array}{cc}
v & 0 \\
0 & W[D]
\end{array}\right)\left[\begin{array}{cc}
1 & \pm{ }^{T} x D+{ }^{T} b \\
0 & I
\end{array}\right]
$$

and so $Y, Y[g] \in F_{n} \Rightarrow W, W[D] \in F_{n-1}$ and by the induction hypothesis, either $W$ and $W[D]$ are on the boundary of $F_{n-1}$ or $D= \pm I$. If $W$ and $W[D]$ are on the boundary of $F_{n-1}$, then so are $Y$ and $Y[g]$ on the boundary $F_{n}$, by definition of $F_{n}$. The other case is $D= \pm I$. Then $g=\left(\begin{array}{c} \pm 1^{\tau} b \\ 0 \\ \pm I\end{array}\right)$ and

$$
\begin{aligned}
& Y[g]=\left(\begin{array}{cc}
v & 0 \\
0 & W
\end{array}\right)\left[\begin{array}{cc}
1 & \pm{ }^{T} x \pm{ }^{T} b \\
0 & I
\end{array}\right] \\
& Y, Y[g] \in F_{n} \Rightarrow x, \pm x \pm b \in\left[\frac{-1}{2}, \frac{1}{2}\right]^{n-1} \\
& \text { with } x_{1}, \pm x_{1} \pm b_{1} \in\left[0, \frac{1}{2}\right]
\end{aligned}
$$

But $b \in \mathbf{Z}^{n-1} \Rightarrow$ either $x_{i}= \pm \frac{1}{2}, b_{i}= \pm 1, i=2, \ldots, n-1 ; x_{1}=\frac{1}{2}, b_{1}=$ 1 or $x_{i} \neq \pm \frac{1}{2}, b_{i}=0$.

So, either $Y$ and $Y[g]$ are on the boundary of $F_{n}$ determined by the $x$ co-ordinates, or all the $b_{i}=0$, in which case $g=\left(\begin{array}{cc} \pm 1 & 0 \\ 0 & \pm 1\end{array}\right)$. If $g=\left(\begin{array}{cc}-1 & 0 \\ 0 & I\end{array}\right)$, then $Y[g]=\left(\begin{array}{cc}v & 0 \\ 0 & W\end{array}\right)\left[\begin{array}{cc}1 & c^{T} x \\ 0 & 1\end{array}\right]$ and both $\pm x_{1} \in\left[0, \frac{1}{2}\right]$, so $x_{1}=0$, and $Y$ and $Y[g]$ are on the boundary. Replacing $g$ with $-g$ yields the same results. Finally, the only possibilities left are $g= \pm I$. Thus, we have seen that either $Y$ and $Y[g]$ are on the boundary of $F_{n}$, or $g= \pm I$.
(2) Again the proof is by induction. Proposition 1 gives the proof for ${ }^{`} n=2$. Now assume that there are finitely many boundary inequalities for $F_{n-1}$. The boundary inequalities in condition (3) in the definition of $F_{n}$ are clearly finite in number, and by the induction hypothesis so are those for condition (2). It remains to examine condition (1), v$\leq v\left[a+{ }^{T} x c\right]+W[c]$ for all $a, c$ forming the first column of a matrix $g \in \Gamma$. Now $W \in F_{n-1}$, so write

$$
W=\left(\begin{array}{cc}
v^{\prime} & 0 \\
0 & W^{\prime}
\end{array}\right)\left[\begin{array}{cc}
1 & T_{x^{\prime}} \\
0 & I_{n-2}
\end{array}\right], \quad v^{\prime}>0, W^{\prime} \in F_{n-2}, \quad x^{\prime} \in\left[-\frac{1}{2}, \frac{1}{2}\right]^{n-2} .
$$

By the induction hypothesis the inequalities $v^{\prime} \leq v^{\prime}\left[a^{\prime}+{ }^{T} x^{\prime} c^{\prime}\right]+W^{\prime}\left[c^{\prime}\right]$ are finite in number. But $W[c]=v^{\prime}\left[c_{1}+{ }^{T} x c^{\prime}\right]+W^{\prime}\left[c^{\prime}\right]$ where ${ }^{T} c^{\prime}=$ $\left(c_{2}, \ldots, c_{n-1}\right)$. We now have a finite number of vectors $c$, and together with the bounds on the $x_{i}$, a finite number of $a$ will be forced as well.

To explicitly determine the necessary and sufficient type (1) inequalities, expand $v\left[a+{ }^{T} X c\right]+W[c]$ as follows:

$$
\begin{aligned}
v\left[a+{ }^{T} X c\right]+W[c]= & v\left(a+{ }^{T} X c\right)^{2}+v^{\prime}\left(c_{1}+{ }^{T} x^{\prime} c^{\prime}\right)^{2} \\
& +\cdots+v^{(n-2)}\left(c_{n-2}+x^{(n-2)} c_{n-1}\right)^{2}+v^{(n-1)} c_{n-1}^{2}
\end{aligned}
$$

where $x^{(n-2)}$ is a scalar, and where

$$
\begin{aligned}
Y & =\left(\begin{array}{cc}
v & 0 \\
0 & W
\end{array}\right)\left[\begin{array}{cc}
1 & T_{X} \\
0 & I_{n-1}
\end{array}\right], \\
W & =\left(\begin{array}{cc}
v^{\prime} & 0 \\
0 & W^{\prime}
\end{array}\right)\left[\begin{array}{cc}
q & T_{x^{\prime}} \\
0 & I_{n-2}
\end{array}\right]
\end{aligned}
$$

and so on. Then we arrive at $Y=D[T]$ where $D$ is a diagonal matrix with $v, v^{\prime}, \ldots, v^{(n-1)}$ the diagonal elements and $T$ is an upper triangular matrix with 1 at each diagonal element and with rows consisting of the $T_{X}{ }^{(j)}$ beginning with $T_{X}$ at the top and working our way down in sequence. Now, by repeated application of Lemma 1:

$$
v^{(k)} \geq\left(\frac{3}{4}\right)^{k} v
$$

and thus we arrive at:

$$
\begin{aligned}
& v\left[a+T_{x c}\right]+W[c] \\
& \leq v\left[\left(a+T_{x c}\right)^{2}+\frac{3}{4}\left(c_{1}+T_{x^{\prime}} c^{\prime}\right)^{2}\right. \\
& \left.\quad+\cdots+\left(\frac{3}{4}\right)^{n-2}\left(c_{n-2}+x^{(n-2)} c_{n-1}\right)^{2}+\left(\frac{3}{4}\right)^{n-1} c_{n-1}^{2}\right]
\end{aligned}
$$

If for given $a$ and $c, v\left[a+{ }^{T} X c\right]+W[c] \geq v$ for all $Y \in F_{n}$, the condition $v \leq v\left[a+T_{X c}\right]+W[c]$ for this $a$ and $c$ is superfluous. Thus, we can throw out all $a, c$ that make $\left(a+T_{X c}\right)^{2}+\cdots+\left(\frac{3}{4}\right)^{n-1} c_{n-1}^{2} \geq 1$ for all possible $x, x^{\prime}, \ldots, x^{(n-2)}$. The remaining $a$ and $c$ are necessary and sufficient in condition (1) of the definition of $F_{n}$.
(3) Again, for the proof of part 3 see [17].

Finally, the proof of the Theorem has been completed, so we now know that $F_{n}$ actually is a fundamental domain for $P_{n} / \mathrm{GL}_{n}(\mathbf{Z})$.
5. Geometry on the fundamental domain. Recall that one of the motivations for developing a new fundamental domain as an alternative to Minkowski's fundamental domain, was that Minkowski's fundamental domain proved to not have quite the right "shape" for work on generalizing the Selberg trace formula. In this section we will want to discuss the "shape" of $F_{n}$, in particular to develop a notion of the "cusps" in $F_{n}$, and to show that as a point approaches a cusp, the fundamental domain will have a shape more adaptable to generalizing the trace formula. We will also consider some of the structure of the fundamental domain, especially how it can be built up inductively. Included will be various inequalities relating the entries of $Y \in F_{n}$.

Of great benefit in this section, as well as quite often in later sections, will be the following Lemma, which can be proved using only elementary linear algebra.

Lemma 2. There exists

$$
g=\left(\begin{array}{cc}
a & { }^{T} b \\
c & D
\end{array}\right), \quad g \in \Gamma
$$

if and only if g.c.d. $\left(a, c_{1}, c_{2}, \ldots, c_{n-1}\right)=1$.
Proof. One direction is trivial: if g.c.d. $\left(a, c_{1}, c_{2}, \ldots, c_{n-1}\right)=m>$ 1 , then $m \mid \operatorname{det}(g)$. Now suppose g.c.d. $\left(a, c_{1}, \ldots, c_{n-1}\right)=1$. If we consider the set of matrices obtained from elementary row operations on the identity, and multiply the column vector on the left by these matrices, we can manipulate the vector until we obtain $m e_{1}$ where $m>0$ and $e_{1}$ is the first standard unit vector. Then, if $M$ is the product of the elementary matrices used, $M \in \Gamma$. We now have

$$
M\binom{a}{c}=m e_{1}, \quad\binom{a}{c}=m M^{-1} e_{1}
$$

Then g.c.d. $\left(a, c_{1}, \ldots, c_{n-1}\right)=1 \Rightarrow m=1$ and $\binom{a}{c}=M^{-1} e_{1}$ which is the first column of $M^{-1} \in \Gamma$.

The following will also be useful in future calculations.
Lemma 3. Let $Y=\left(y_{i j}\right)$ and for convenience $y_{i}=y_{i l}$. If $Y \in F_{n}$, then
(1) $y_{1} \leq y_{i}$ for $i=1, \ldots, n$
(2) $\left|2 y_{i j}\right| \leq y_{i}, y_{j}$.

Proof. With $Y$ as in (4.1): $Y \in F_{n} \Rightarrow v \leq v\left[a+{ }^{T} X c\right]+W[c]$ for all $a, c$ with g.c.d. $\left(a, c_{1}, \ldots, c_{n-1}\right)=1$ Let $a=0, c=e_{i}, i=1, \ldots, n-1$. Then $v \leq v x_{i}^{2}+w_{i}=y_{i+1}$. Note that $v=y_{1}$. This proves (1).

To prove (2), let $a=0, c=e_{i}-e_{j}$. Then

$$
\begin{aligned}
v[a & \left.+T_{x c}\right]+W[c]=v\left(x_{i}-x_{j}\right)^{2}+w_{i}-2 w_{i j}+w_{j} \\
& =v x_{i}^{2}+w_{i}-2\left(v x_{i} x_{j}+w_{i j}\right)+v x_{j}^{2}+w_{j} \\
& =y_{i+1}-2 y_{i+1}+1
\end{aligned}
$$

and so we have

$$
y_{1}=v \leq y_{i+1}-2 y_{i+1 j+1}+y_{j+1}, \quad 2 y_{i+1 j+1} \leq y_{i+1}+y_{j+1}-y_{1}
$$

Then from (1): $2 y_{i+1}{ }_{j+1} \leq y_{i+1}, y_{j+1}$. Now let $a=0$ and $c=e_{i}+e_{j}$. Similarly we get

$$
\begin{aligned}
& y_{1} \leq y_{i+1}+2 y_{i+1}{ }_{j+1}+y_{j+1} \\
& 2 y_{i+1}+1 \\
& 2 y_{1+1}-y_{i+1}-y_{j+1} \geq-y_{i+1},-y_{j+1}
\end{aligned}
$$

and finally $\left|2 y_{i j}\right| \leq y_{i}, y_{j}$.
Now we proceed to obtain some information about determinants of $Y \in F_{n}$. We will use the notation $|Y|$ for the determinant of $Y$. For $Y \in M_{n}$, it is known that $|Y| \leq y_{1} \cdots y_{n} \leq c_{n}|Y|$ for some constant $c_{n}$ depending only on $n$. The first inequality actually holds for $Y \in$ $P_{n}$. For more details on the constant $c_{n}$ see Terras [17]. For the fundamental domain $F_{n}$ the analogous statement is much simpler to state and prove as evidenced by the following Theorem.

Theorem 2. For $Y \in F_{n}$,

$$
|Y| \leq y_{1} \cdots y_{n} \leq\left(\frac{4}{3}\right)^{n(n-1) / 2}|Y| .
$$

Then we have

$$
|Y| \geq\left(\frac{4}{3}\right)^{n(n-1) / 2} y_{1}^{n} .
$$

Proof. As already mentioned, the inequality $|Y| \leq y_{1} \cdots y_{n}$ is true for all $Y \in P_{n}$. To see this, write $Y \in P_{n}$ in the partial Iwasawa decomposition

$$
Y=\left(\begin{array}{ll}
V & 0 \\
0 & w
\end{array}\right)\left[\begin{array}{ll}
I & x \\
0 & 1
\end{array}\right]
$$

for $V \in P_{n-1}, w>0, x \in \mathbf{R}^{n-1}$. Then proceed by induction:
It is trivial for $n=1$, so assume it is true for $n-1$. Then

$$
\begin{gathered}
|V| \leq y_{1} \cdots y_{n-1}, \quad y_{n}=V[x]+w \\
V \in P_{n-1} \Rightarrow V[x] \geq 0 \Rightarrow w \leq y_{n}, \quad|Y|=|V| w \leq y_{1} \cdots y_{n} .
\end{gathered}
$$

To show $y_{1} \cdots y_{n} \leq\left(\frac{4}{3}\right)^{n(n-1) / 2}|Y|$, again use induction. For $n=$ 2, $|Y|=y_{1} y_{2}-y_{12}^{2}$.

From Lemma 3, $2 y_{12} \leq y_{1}, y_{2}$. Therefore

$$
y_{12}^{2} \leq \frac{1}{4} y_{1} y_{2}
$$

and

$$
|Y| \geq \frac{3}{4} y_{1} y_{2} \quad \text { or } \quad y_{1} y_{2} \leq \frac{4}{3}|Y|
$$

Assume the inequality for $n-1$.

If

$$
\begin{gathered}
Y=\left(\begin{array}{cc}
v & 0 \\
0 & W
\end{array}\right)\left[\begin{array}{cc}
1 & T_{X} \\
0 & I
\end{array}\right], \quad W \in F_{n-1} \\
w_{1} \cdots w_{n-1} \leq\left(\frac{4}{3}\right)^{(n-1)(n-2) / 2}|W| \\
y_{1}=v, \quad y_{i}=v x_{i-1}^{2}+w_{i-1} \quad \text { for } i=2, \ldots, n \\
Y \in F_{n} \Rightarrow v \leq v x_{j}^{2}+w_{j} \quad \text { for } j=2, \ldots, n-1 \\
\Rightarrow w_{j} \geq v\left(1-x_{j}\right)^{2} \Rightarrow v \leq \frac{w_{j}}{1-x_{j}^{2}} .
\end{gathered}
$$

Therefore:

$$
y_{i+1} \leq \frac{w_{i}}{1-x_{i}^{2}} x_{i}^{2}+w_{i} \leq w_{i}\left(\frac{x_{i}^{2}}{1-x_{i}^{2}}+1\right) \leq \frac{w_{i}}{1-x_{i}^{2}} \leq \frac{4}{3} w_{i} .
$$

The last inequality is because $\left|x_{i}\right| \leq \frac{1}{2} \Rightarrow x_{i}^{2} \leq \frac{1}{4}$

$$
\begin{aligned}
& \frac{y_{1} \cdots y_{n}}{|Y|}=\frac{y_{1} \cdots y_{n}}{v|W|}=\frac{y_{2} \cdots y_{n}}{|W|} \leq\left(\frac{3}{4}\right)^{n-1} \frac{w_{1} \cdots w_{n-1}}{|W|} \\
& \frac{y_{1} \cdots y_{n}}{|Y|} \leq\left(\frac{3}{4}\right)^{n-1}\left(\frac{3}{4}\right)^{(n-1)(n-2) / 2}=\left(\frac{4}{3}\right)^{n(n-1) / 2} .
\end{aligned}
$$

To prove the last statement of the Theorem, again we appeal to Lemma 3. We have $y_{1} \leq y_{i}$. Since we have just shown

$$
|Y| \geq\left(\frac{3}{4}\right)^{n(n-1) / 2} y_{1} \cdots y_{n}
$$

the proof follows directly.
Corollary. Let $Y \in S F_{n}$ where $S F_{n}$ is the fundamental domain for $S P_{n} / \Gamma$. Recall that $S P_{n}=\left\{Y \in P_{n}| | Y \mid=1\right\}$. Then $|W| \geq\left(\frac{3}{4}\right)^{(n-1) / 2}$ where the notation is as in (4.1).

Note that this is consistent with the classical Poincare upper halfplane theory. Recall the correspondence

$$
\begin{gathered}
H \leftrightarrow S P_{n} \\
x+i y=z \rightarrow Y=\left(\begin{array}{cc}
y^{-1} & 0 \\
0 & y
\end{array}\right)\left[\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right] .
\end{gathered}
$$

For $z \in D, y \geq \sqrt{3} / 2=\left(\frac{3}{4}\right)^{(n-1) / 2}$ when $n=2$. Also, since $v|W|=1$, the statment in the corollary is equivalent to $v \leq\left(\frac{4}{3}\right)^{(n-1) / 2}$.

We now want to consider the notion of cusps of the fundamental domain. In the standard version of the fundamental domain $D$ for the Poincaré upper half-plane, there is one cusp in $D$. This is the point at
infinity, i.e., the point $i y$ where $y \rightarrow \infty$. Due to the inductive nature of the method used to construct $F_{n}$ we might expect that $F_{n}$ should have $n-1$ cusps, which in fact turned out to be the case. However, we have to stretch the generalization of what we mean by a cusp. To illustrate, let us consider the case of $n=3$. We will actually be looking at $S F_{n}$, the fundamental domain for the matrices of determinant 1 in $P_{n}$. If $Y \in S F_{3}, v|W|=|Y|=1$ so $|W|=v^{-1}$. Therefore it makes sense to write

$$
Y=\left(\begin{array}{cc}
v & 0  \tag{5.1}\\
0 & v^{-1 / 2} W
\end{array}\right)\left[\begin{array}{cc}
1 & T_{x} \\
0 & I
\end{array}\right]
$$

with $|W|=1$. This will mean $W \in S F_{2}$. If

$$
W=\left(\begin{array}{cc}
w & 0 \\
0 & w^{-1}
\end{array}\right)\left[\begin{array}{ll}
1 & u \\
0 & 1
\end{array}\right]
$$

we run into the cusp of $S F_{2}$ as $w \rightarrow 0$. By Lemma 1 ,

$$
\frac{3}{4} v \leq v^{-1 / 2} w, \quad \text { or } \quad \frac{3}{4} v^{3 / 2} \leq w .
$$

Therefore $w \rightarrow 0 \Rightarrow v \rightarrow 0$. But $v \rightarrow 0$ does not necessarily imply that $w \rightarrow 0$, and yet as $v \rightarrow 0, Y$ approaches the open boundary of $S F_{3}$. This shows that we don't really have a cusp as in a point, but rather $v=0$, a portion of a hyperplane, serves the same purpose. On the other hand, as the cusp of $S F_{2}$ is approached, that is $w \rightarrow 0$, then $v \rightarrow 0$. Thus, $v=0, w=0$ might be called a "second order cusp," since it is a cusp of $S F_{3}$, but also of $S F_{2}$. To generalize, if $Y \in S F_{n+1}$ (we use $n+1$ instead of $n$ to simplify the notation later) we can write

$$
Y=\left(\begin{array}{cc}
v & 0  \tag{5.2}\\
0 & v^{-1 / n} W
\end{array}\right)\left[\begin{array}{cc}
1 & T_{x} \\
0 & I
\end{array}\right], \quad W \in S F_{n} .
$$

$S F_{n+1}$ will then have $n$ cusps, the primary one as $v \rightarrow 0$, and other, higher order cusps, which can be obtained by reducing $Y$ to its full Iwasawa decompostion by repeating the process above. As mentioned previously, the fundamental domain $F_{n}$ is of interest in obtaining an explicit generalization of the Maass-Selberg relations to $\mathrm{SL}_{3}(\mathbf{Z})$. For it to be useful, however, it must be shown that the fundamental domain has the right "shape" as it goes toward the primary cusp, $v=0$. In other words, it is necessary to prove the following:

Theorem 3. There exists an $r>0$ such that for $v \leq r$ the set $S$ defined by

$$
\begin{array}{r}
S=\left\{Y \in S P_{n+1} \mid 0<v \leq r, W \in S F_{n} 0 \leq x_{1} \leq \frac{1}{2}\right. \\
\left.\left|x_{j}\right| \leq \frac{1}{2} \text { for } j=2, \ldots, n\right\}
\end{array}
$$

is contained within $S F_{n+1}$ where the notation is as in (5.2).

Proof. To see this, first let $W^{\prime}=v^{-1 / n} W$, so $W^{\prime} \in F_{n}$. Then recall that if $\lambda$ is the smallest eigenvalue of $W^{\prime}$, then $W^{\prime}[c] \geq \lambda I[c]$ for all $c \in \mathbf{Z}^{n}$. If $r=\lambda$, then for $Y \in S$,

$$
v \leq r \leq \lambda I[c] \leq W^{\prime}[c] \leq v\left[a+{ }^{T} x c\right]+W^{\prime}[c] \text { for } c \neq 0 \text { and all } x
$$

Thus, for $Y \in S$, condition (1) in the definition of $F_{n+1}$ is satisfied. Conditions (2) and (3) are clearly satisfied by definition of $S$. Therefore $S \subseteq S F_{n+1}$.

So far, we have discussed some of the boundaries of $F_{n}$. The conditions on the $x$ co-ordinates (condition (3) in the definition) determine $2(n-1)$ boundaries, 2 for each co-ordinate in the vector $x$, all of which are portions of hyperplanes. Condition (2) of the definition of $F_{n}$ tells us that there is a copy of $F_{n-1}$ somewhere in $F_{n}$. As $v \rightarrow 0$, the condition $v \leq v\left[a+{ }^{T} x c\right]+W[c]$ becomes $W[c] \geq 0$. Since this holds for all $W \in F_{n-1}$ (indeed for all $W \in P_{n-1}$ ) we have the copy of the next lower dimension fundamental domain at the cusp $v=0$. If we repeat this process for the fundamental domain $F_{n-1}$ and so on, until we reach $F_{2}$, we obtain a clearer picture of the cusps of $F_{n}$. We see that the fundamental domain $F_{n}$ has cusps that are dependent on all the lower dimensional fundamental domains. These fundamental domains are not compact, but it is always possible to compactify by adding the cusps. Satake obtained a compactification for the fundamental domain for the Siegel modular group in [19], which in many ways appears to be analogous to what would be done for $F_{n}$. If we denote the Siegel fundamental domain of degree $n$ by $S_{n}$, the Satake compactification of $S_{n}$ is obtained by adding the fundamental domains of lower degree. Satake denotes this as $S_{n}^{*}$ and shows that $S_{n}^{*}=S_{n} \cup S_{n-1} \cup S_{n-2} \cup \cdots \cup S_{1} \cup S_{0}$ is a compact closure of $S_{n}$. Here, $S_{1}$ is really the same as $D=H / \mathrm{SL}_{2}(\mathbf{Z})$ and so $S_{0}$ is the usual cusp for $D$, the point at infinity. It should be possible to do the same for $F_{n}$, but this is straying a bit far from the original scope of this paper, and so the details will have to appear later.
6. A more detailed view of the fundamental domain. In this section we will examine more closely condition (1) in the definition of $F_{n}$. Specifically, we will determine explicitly the necessary and sufficient $g \in \Gamma$ that are needed in condition (1) for some small values of $n$. More accurately, since condition (1) depends only on the first column
of $g$, and it is possible that more than one $g \in \Gamma$ have the same first column, we will determine the necessary and sufficient $a$ and $c$.

As before, for simplicity of notation, let $Y \in F_{n+1}$. Then

$$
Y=\left(\begin{array}{cc}
v & 0 \\
0 & W
\end{array}\right)\left[\begin{array}{cc}
1 & T_{x} \\
0 & I_{n}
\end{array}\right]
$$

where $v>0, W \in F_{n}$, etc. Since $W \in F_{n}$, we can write it as:

$$
W=\left(\begin{array}{cc}
v^{\prime} & 0 \\
0 & W^{\prime}
\end{array}\right)\left[\begin{array}{cc}
1 & T_{x^{\prime}} \\
0 & I_{n-1}
\end{array}\right], \quad W^{\prime} \in F_{n-1} .
$$

Then $v\left[a+{ }^{T} x c\right]+W[c]=v\left[a+{ }^{T} x c\right]+v^{\prime}\left[c_{1}+{ }^{T} x^{\prime} c^{\prime}\right]+W^{\prime}\left[c^{\prime}\right]$ where ${ }^{T} \mathcal{C}=\left(c_{1}, \ldots, c_{n}\right)$ and ${ }^{T} c^{\prime}=\left(c_{2}, \ldots, c_{n}\right)$. If this process is repeated, we will eventually get to $W^{(n-2)}$ which is an element of $F_{2}$. Let $M=$ $W^{(n-2)}$. Then

$$
\nu\left[a+{ }^{T} x c\right]+W[c]=v\left[a+{ }^{T} x c\right]+\cdots+M\left[\begin{array}{c}
c_{n-1} \\
c_{n}
\end{array}\right], \quad M \in F_{2} .
$$

Applying Lemma 1 we know that $m_{1} \geq\left(\frac{3}{4}\right)^{n-1} v$ where $M=\left(\begin{array}{cc}m_{1} & m_{12} \\ m_{12} & m_{2}\end{array}\right)$. What can be gathered from this, is that if $M\left[\begin{array}{c}c_{n-1} \\ c_{n}\end{array}\right] \geq\left(\frac{4}{3}\right)^{n-1} m_{1}$, then $v\left[a+{ }^{T} x c\right]+W[c] \geq v$ for all $x$ and $W$, and there is no boundary here. So, we begin by finding the $c_{n-1}$ and $c_{n}$ such that $M\left[\begin{array}{c}c_{n-1} \\ c_{n}\end{array}\right]<\left(\frac{4}{3}\right)^{n-1} m_{1}$ and build up $c$ from there.

As the first example, the boundary conditions for $Y \in F_{3}$ can be obtained using this procedure. $Y=\left(\begin{array}{cc}v & 0 \\ 0 & W\end{array}\right)\left[\begin{array}{ll}1^{T} x \\ 0 & I_{2}\end{array}\right]$ where $W \in F_{2}$ and $T_{x}=\left(x_{1}, x_{2}\right)$. Condition (1) says that $v \leq v\left[a+{ }^{T} x c\right]+W[c]$. From the above reasoning it can be seen that the necessary $c$ are those with $W\left[\begin{array}{c}c_{1} \\ c_{2}\end{array}\right]<\frac{4}{3} w_{1}$. Now $W\left[\begin{array}{c}c_{1} \\ c_{2}\end{array}\right]=c_{1}^{2} w_{1}+2 c_{1} c_{2} w_{12}+c_{2}^{2} w_{2}$. We know from Proposition 1 that $F_{2}=M_{2}$ and for $W \in M_{2}, 0 \leq 2 w_{12} \leq w_{1} \leq w_{2}$. Therefore

$$
W\left[\begin{array}{l}
c_{1} \\
c_{2}
\end{array}\right] \geq w_{1}\left(c_{1}^{2}-\left|c_{1} c_{2}\right|+c_{2}^{2}\right)=w_{1}\left(\left(\left|c_{1}\right|-\left|c_{2}\right|\right)^{2}+\left|c_{1} c_{2}\right|\right) .
$$

It can clearly be seen that for $c_{j} \geq 2$, for either $j=1$ or $2, W\left[\begin{array}{l}c_{1} \\ c_{2}\end{array}\right]>$ $2 w_{1}$, so we need only consider $\left|c_{j}\right| \leq 1$. In other words, each $c_{j}$ could be 0 or $\pm 1$. This gives nine possible combinations for the vector $c$. As always we discount the possibility $c=0$. This leaves eight nontrivial choices. Recall from the discussion in the previous section that since if $a$ and $c$ form the first column of a $g \in \Gamma$, then so do $-a$ and $-c$, only half of the $c$ need to be looked at further here. Then there were four. These are as follows: $c=\binom{1}{0},\binom{0}{1},\binom{-1}{1},\binom{1}{1}$. Finally $W\left[\begin{array}{l}1 \\ 1\end{array}\right]=w_{1}+2 w_{12}+w_{2} \geq 2 w_{1}>\frac{4}{3} w_{1}$. Thus, the vector $c=\binom{1}{1}$ can
be thrown out as well. This leaves $c=\binom{1}{0},\binom{0}{1},\binom{-1}{1}$. To determine $a$, consider the inequality $v \leq v\left(a+c_{1} x_{1}+c_{2} x_{2}\right)^{2}+W[c]$ once more. First,

$$
W\left[\begin{array}{l}
1 \\
0
\end{array}\right]=w_{1}, \quad W\left[\begin{array}{l}
0 \\
1
\end{array}\right]=w_{2}, \quad W\left[\begin{array}{c}
-1 \\
1
\end{array}\right]=w_{1}-2 w_{12}+w_{2} .
$$

Since $2 w_{12} \leq w_{2}, W\left[\begin{array}{c}-1 \\ 1\end{array}\right] \geq w_{1}$. Also, $w_{2} \geq w_{1}$. Thus, for the choices of $c$ above, $W[c] \geq w_{1}$. Now, Lemma 1 said that $w_{1} \geq \frac{3}{4} v$. Therefore, for $a$ such that $\left(a+c_{1} x_{1}+c_{2} x_{2}\right)^{2} \geq \frac{1}{4}$, the right hand side of the condition (1) inequality will automatically be greater than $v$. This tells us that we can restrict $a$ so that

$$
\left(a+c_{1} x_{1}+c_{2} x_{2}\right)^{2}<\frac{1}{4} \quad \text { or } \quad\left|a+c_{1} x_{1}+c_{2} x_{2}\right| \leq \frac{1}{2} .
$$

For $c=\binom{1}{0}$ or $\binom{0}{1} a-\frac{1}{2} \leq a+c_{1} x_{1}+c_{2} x_{2} \leq a+\frac{1}{2}$.
If $a \neq 0,\left|a+c_{1} x_{1}+c_{2} x_{2}\right| \geq \frac{1}{2}$ so $a$ must be 0 .
For $c=\binom{-1}{1} a-1 \leq a+c_{1} x_{1}+c_{2} x_{2} \leq a+\frac{1}{2}$ so $a$ could be 0 or 1 .
With the above, condition (1) of the definition of $F_{n}$ can be written explicitly for $n=3$ as follows:

$$
\begin{gathered}
v \leq v\left[a+{ }^{T} x c\right]+W[c] \quad \text { for } a=0 ; \quad c=\binom{1}{0},\binom{0}{1} \\
a=0,1 ; \quad c=\binom{-1}{1}
\end{gathered}
$$

for a total of four inequalities. Conditions (2) and (3) are as before. If

$$
W=\left(\begin{array}{cc}
w_{1} & 0 \\
0 & w_{2}
\end{array}\right)\left[\begin{array}{cc}
1 & x_{3} \\
0 & 1
\end{array}\right]
$$

this can also be written as $F_{n}$ in the intersection of the following:
(i) $v \leq v x_{1}^{2}+w_{1}$
(ii) $v \leq v x_{2}^{2}+w_{1} w_{3}^{2}+w_{2}$
(iii) $v \leq v\left(x_{1}-x_{2}\right)^{2}+w_{1}\left(1-x_{3}\right)^{2}+w_{2}$
(iv) $v \leq v\left(1-x_{1}+x_{2}\right)^{2}+w_{1}\left(1-x_{3}\right)^{2}+w_{2}$
along with the domains defined by conditions (2) and (3).
An equivalent formulation is if $v^{*}$ is the upper left corner of $Y[g]$, that is $v^{*}$ is the inverse of the height of $Y[g]$, then we must have $v \leq v^{*}$ for
$g=\left(\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1\end{array}\right), \quad\left(\begin{array}{lll}0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0\end{array}\right), \quad\left(\begin{array}{rrr}0 & 1 & 0 \\ 1 & 0 & 0 \\ -1 & 0 & 1\end{array}\right), \quad\left(\begin{array}{rrr}1 & 0 & 0 \\ -1 & 1 & 0 \\ 1 & 0 & 1\end{array}\right)$.

Of course, this is just one example of a set of $g$ that completely determine the upper boundary of $F_{3}$. The first columns are the only things that cannot be changed.

Before proceeding on to $n=4,5$ and beyond let us consider a generalization of a statement made above. If $Y \in F_{n+1}$, is it true that $Y[c] \geq y_{1}$ for all $c \in \mathbf{Z}^{n}, c \neq 0$ ? The answer was yes when $n$ was 2 , above. For any $n$, if $Y$ has the usual partial Iwasawa decomposition, then

$$
\begin{aligned}
& Y[c]=v\left[c_{1}+{ }^{T} x c^{\prime}\right]+W\left[c^{\prime}\right] \quad \text { where }{ }^{T} c=\left(c_{1}, c_{2}, \ldots, c_{n}\right) \\
& \text { and }{ }^{T} c^{\prime}=\left(c_{2}, \ldots, c_{n}\right) .
\end{aligned}
$$

By the definition of $F_{n}, v \leq v\left[a+{ }^{T} X c^{\prime}\right]+W\left[c^{\prime}\right]$ for all $a, c^{\prime}$ forming the first column of a matrix in $\Gamma$. From Lemma 2 we see that if g.c.d. $\left({ }^{T} \mathcal{C}\right)=1$ then $c$ can be the first column of some $g \in \Gamma$. In any case let $d=$ g.c.d. $\left({ }^{T} c\right)$, and let $c^{*}=d c$. Then $Y[c]=d^{2} Y\left[c^{*}\right]$ and g.c.d. $\left({ }^{T} c^{*}\right)=1$. Therefore $Y[c] \geq Y\left[c^{*}\right] \geq v=y_{1}$. It follows directly from this argument and Lemma 1 that $W[c] \geq \frac{3}{4} v$. We have thus proved the following.

Theorem 4. If $Y \in F_{n}, Y=\left(\begin{array}{cc}v & 0 \\ 0 & W\end{array}\right)\left[\begin{array}{cc}1^{r} x \\ 0 & I\end{array}\right]$ then $W[c] \geq \frac{3}{4} v$ for all $c \in \mathbf{Z}^{n-1}, c \neq 0$.

To find the appropriate conditions for $F_{4}$, begin by finding all

$$
c=\left(\begin{array}{l}
c_{1} \\
c_{2} \\
c_{3}
\end{array}\right)
$$

with $c_{2}$ and $c_{3}$ such that $M\left[\begin{array}{l}c_{2} \\ c_{3}\end{array}\right]$ is not automatically greater than $16 / 9 m_{1}$. Since $16 / 9<2$ and $c_{2}, c_{3} \in \mathbf{Z}$ the $c_{2}$ and $c_{3}$ will have the same restrictions as in the case of $F_{3}$, namely $\left|c_{2}\right| \leq 1$ and $\left|c_{3}\right| \leq 1$, but $c_{2}$ and $c_{3}$ are not both 1 or -1 . It can also easily be seen that $\left|c_{1}\right| \leq 1$, since $c_{1}$ here acts like the $a$ from the previous example. This means that there are seven pairs of $c_{2}$ and $c_{3}$ and three possible $c_{1}$ for a total of 21 possible $c$. We discard $c=0$ as usual and consider half the remaining $c$ as before. Of the ten left, it is easily seen that

$$
\left(\begin{array}{l}
1 \\
1 \\
0
\end{array}\right) \text { and }\left(\begin{array}{l}
1 \\
0 \\
1
\end{array}\right)
$$

are unnecessary, as the component of 0 reduces the problem to that of the previous case. This leaves eight choices of $c$ :
$c=e_{1}, e_{2}, e_{3}, \quad\left(\begin{array}{r}1 \\ -1 \\ 0\end{array}\right), \quad\left(\begin{array}{r}1 \\ 0 \\ -1\end{array}\right), \quad\left(\begin{array}{r}0 \\ 1 \\ -1\end{array}\right), \quad\left(\begin{array}{r}1 \\ 1 \\ -1\end{array}\right), \quad\left(\begin{array}{r}1 \\ -1 \\ 1\end{array}\right)$.
Using the Lemma above, it is seen that $|a| \leq 1$ and more explicitly the fundamental domain $F_{4}$ is defined by:

$$
v \leq v\left[a+{ }^{T} x c\right]+W[c]
$$

for

$$
\begin{aligned}
& a=0 ; \quad c=e_{1}, e_{2}, e_{3} \\
& a=0,1 ; \quad c=\left(\begin{array}{r}
-1 \\
1 \\
0
\end{array}\right), \quad\left(\begin{array}{r}
-1 \\
0 \\
1
\end{array}\right) \\
& a=0, \pm ; \quad c=\left(\begin{array}{r}
1 \\
1 \\
-1
\end{array}\right), \quad\left(\begin{array}{r}
1 \\
-1 \\
1
\end{array}\right), \quad\left(\begin{array}{r}
0 \\
-1 \\
1
\end{array}\right)
\end{aligned}
$$

a total of 16 inequalities, along with the inequalities from conditions (2) and (3).

By extending this method $Y \in F_{5}$ the necessary and sufficient $a$ and $c$ are found to be:

$$
\begin{aligned}
a=0 ; & c=e_{1}, e_{2}, e_{3}, e_{4} \\
a=0,1 ; & c=\left(\begin{array}{r}
-1 \\
1 \\
0 \\
0
\end{array}\right),\left(\begin{array}{r}
-1 \\
0 \\
1 \\
0
\end{array}\right),\left(\begin{array}{r}
-1 \\
0 \\
0 \\
1
\end{array}\right) \\
a=0, \pm 1 ; & c=\left(\begin{array}{r}
0 \\
-1 \\
0
\end{array}\right),\left(\begin{array}{l}
0 \\
1 \\
0 \\
1
\end{array}\right),\left(\begin{array}{r}
0 \\
0 \\
1 \\
1 \\
-1
\end{array}\right),\left(\begin{array}{r}
0 \\
1 \\
1 \\
1
\end{array}\right),\left(\begin{array}{r}
0 \\
1 \\
-1 \\
-1 \\
0
\end{array}\right), \\
& \left(\begin{array}{r}
1 \\
1 \\
-1 \\
0 \\
1
\end{array}\right),\left(\begin{array}{r}
1 \\
0 \\
-1 \\
1 \\
0 \\
1 \\
-1 \\
1
\end{array}\right),\left(\begin{array}{r}
1 \\
-1 \\
1 \\
1
\end{array}\right),
\end{aligned}
$$

$$
\begin{aligned}
a=0, \pm 1, \pm 2 ; \quad c= & \left(\begin{array}{r}
1 \\
1 \\
1 \\
-1
\end{array}\right), \quad\left(\begin{array}{r}
1 \\
1 \\
-1 \\
1
\end{array}\right), \quad\left(\begin{array}{r}
1 \\
1 \\
-1 \\
-1
\end{array}\right), \quad\left(\begin{array}{r}
1 \\
-1 \\
-1 \\
1
\end{array}\right) \\
& \left(\begin{array}{r}
1 \\
-1 \\
1 \\
-1
\end{array}\right), \quad\left(\begin{array}{r}
1 \\
-1 \\
1 \\
1
\end{array}\right) .
\end{aligned}
$$

This method quickly begins to outlive its usefulness when $Y \in F_{6}$. There are also too many vectors to list, so we will write them in a shorthand form, although this will cost a little accuracy. We first want to find the $c$ where ${ }^{T} c=\left(c_{1}, \ldots, c_{5}\right)$. Unlike the previous case, it is possible for $\left|c_{j}\right|>1$. However, this only happens in a few cases for $c_{4}$ or $c_{5}$. More specifically, $\left|c_{4}\right|,\left|c_{5}\right|=1$ except for the possibilities where one has absolute value 2 while the other has absolute value 1 , and in addition $c_{4} c_{5}<0$. It is also possible for $\left|c_{3}\right|=2$ but that happens only when $\left|c_{4}\right|=1$ and $\left|c_{5}\right|=1$. Finally $\left|c_{2}\right| \leq 2$ and $\left|c_{1}\right| \leq 3$. After determining $c, a$ is found by the same method as before, employing the Lemma of this section. In short, $\left|c_{j}\right| \leq 2$ for $j=2,3,4,5$ and $\left|c_{1}\right| \leq 3$. Then $|a| \leq 4$.
7. The reduction algorithm. In the preceding sections the fundamental domain $F_{n}$ was defined and described. By the way that $F_{n}$ was defined, there is an especially nice algorithm for moving a $Y \in P_{n}$ into $F_{n}$. A point (or matrix) in $F_{n}$ is said to be reduced, and the algorithm is called a reduction algorithm. The reduction algorithm for $F_{n}$ can easily be written as a computer program that will actually perform the operations, as will be seen in the following sections, using $F_{3}$ as an example. For the Minkowski domain, or the similar version of Korkine and Zolotareff, it can be shown that a positive matrix, or equivalently a positive definite quadratic form, can theoretically be reduced, (see [11] for example) but nobody seems to provide an actual method for so doing. This is one more advantage of $F_{n}$.

As might be expected, the algorithm is built up inductively. For $n=2$, the algorithm is just the standard highest point method for the fundamental domain for the upper half-plane. In short, take the starting point, translate until $|x| \leq \frac{1}{2}$, that is act on $Y$ by a matrix of the form $\left(\begin{array}{cc}1 & 1 \\ 0 & 1\end{array}\right)^{k}, k \in \mathbf{Z}$, then flip if necessary, by using the action of the matrix $\left(\begin{array}{c}0 \\ -1 \\ -1\end{array}\right)$. Repeat the process until the point is in the fundamental domain. It will be seen shortly why this process must terminate, that is, why repeating this process will eventually yield a
point in the fundamental domain. For more details on the $n=2$ case, see [17] among many others.

For the general case, assume the algorithm exists for all $F_{j}$ with $j<n$. Write $Y=\left(\begin{array}{cc}v & 0 \\ 0 & W\end{array}\right)\left[\begin{array}{cc}1^{T} & \\ 0 & I\end{array}\right]$ as usual. Then the reduction algorithm consists of the following steps:

Step 1. Put $W \in F_{n-1}$. The induction hypothesis says that this is possible, i.e., there is a matrix $D \in \mathrm{GL}_{n-1}(\mathbf{Z})$ such that $W[D] \in F_{n-1}$, and there is an algorithm for determining $D$. Then act on $Y$ by $g=$ $\left(\begin{array}{ll}1 & 0 \\ 0 & D\end{array}\right)$. Then

$$
Y[g]=\left(\begin{array}{cc}
v & 0 \\
0 & W[D]
\end{array}\right)\left[\begin{array}{cc}
1 & T_{x} D \\
0 & I
\end{array}\right] .
$$

Let $Y^{\prime}=Y[g]$ and ${ }^{T} X^{\prime}={ }^{T} x D$.
Step 2. Use translation-type matrices to make the $x$ co-ordinates satisfy condition (1) of the Definition, that is $0 \leq x_{1} \leq \frac{1}{2} ;\left|x_{j}\right| \leq \frac{1}{2}$ for $j=2, \ldots, n-1$. These translation-type matrices are of the form $T_{j}$ where $T_{j}$ has diagonal entries 1 and a 1 in the first row, $j+1$ st column, all other entries being 0 . Write ${ }^{T} X^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{n-1}^{\prime}\right)$ and let $r_{j}=\left[\frac{1}{2}-x_{j}\right]$ where $[\alpha]$ denotes the greatest integer in $\alpha$. Then let

$$
g^{\prime}=\prod_{j=1}^{n-1} T_{j}^{r_{j}} \quad \text { if } 0 \leq x_{1}+r_{1} \leq \frac{1}{2}
$$

and let

$$
g^{\prime}=\left(\prod_{j=1}^{n-1} T_{j}^{r_{j}}\right) U, \quad U=\left(\begin{array}{rr}
-1 & 0 \\
0 & I
\end{array}\right) \quad \text { if }-\frac{1}{2} \leq x_{1}+r_{1}<0
$$

In either case the matrix $Y^{\prime}\left[g^{\prime}\right]$ satisfies conditions (2) and (3) of the Definition. This can be seen by observing that

$$
Y^{\prime}\left[g^{\prime}\right]=\left(\begin{array}{cc}
v & 0 \\
0 & W[D]
\end{array}\right)\left[\begin{array}{cc}
1 & T_{X^{*}} \\
0 & I
\end{array}\right]
$$

where $x^{*}= \pm\left(x^{\prime}+r\right)$ with $r$ being the vector with components $r_{j}$ and the sign being chosen as to make $x_{1}+r_{1}$ non-negative. Note that the order in which the product is taken is unimportant, as all the $T_{j}$ commute, but the matrix $U$ must be multiplied on the right if it occurs.

Step 3. If $Y$ is the matrix obtained after Step 2,

$$
Y=\left(\begin{array}{cc}
v & 0 \\
0 & W
\end{array}\right)\left[\begin{array}{cc}
1 & T_{x} \\
0 & I
\end{array}\right]
$$

then $W \in F_{n-1}$ and $0 \leq x_{1} \leq \frac{1}{2}$ and $\left|x_{j}\right| \leq \frac{1}{2}$ for $j=2, \ldots, n-1$. Consider the set of the $v\left[a+{ }^{T} x c\right]+W[c]$ for all the $a$ and $c$ defining the
necessary and sufficient inequalities in condition (1) of the Definition. Choose $v^{*}$ to be the minimal element of that set, and let $g^{*}$ be an element of $\mathrm{GL}_{n}(\mathbf{Z})$ with the first column determined by the $a$ and $c$ from $v^{*}=v\left[a+T_{x c}\right]+W[c]$. Replace $Y$ by $Y\left[g^{*}\right]$.

Repeat Steps 1, 2, and 3 until $Y \in F_{n}$ is obtained. To see that this process must eventually terminate, recall from the proof of Theorem 1, that if $\lambda$ is the smallest eigenvalue of $Y$, then $Y[c] \geq \lambda I[c]$ $=\lambda\left(c_{1}^{2}+\cdots+c_{n-1}^{2}\right)$, and this shows that there can be only finitely many $a$ and $c$ such that $v\left[a+{ }^{T} x c\right]+W[c] \leq m$ for some positive real number $m$. If $m$ is chosen to be the $v$ from the original $Y$, then Step 3 chooses a $v^{*}$ from this finite set with $v^{*} \leq v$. If $v^{*}=v$, then $v \leq v\left[a+{ }^{T} X c\right]+W[c]$ for all the $a$ and $c$ considered, and so, by the Definition, the matrix obtained from Step 3 is in $F_{n}$. Otherwise, $v^{*}<v$, and so the same argument holds with $m=v^{*}$ and a smaller set. Thus it is seen that the algorithm terminates.

Those readers with an affinity for computers will see that this algorithm easily lends itself to being programmed. In performing the algorithm for $n$, one just appeals recursively to the algorithms for the lower dimensional fundamental domains. This is seen more explicitly for $n=3$ in the following section.
8. A reduction algorithm for $P_{3}$. It has been shown (§6) that there are four necessary and sufficient $g$ for condition (1) of the Definition in the case $n=3$. Let these be written

$$
\begin{aligned}
& S_{1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right), S_{2}=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{array}\right), \\
& S_{3}=\left(\begin{array}{rrr}
0 & 1 & 0 \\
-1 & 0 & 1 \\
1 & 0 & 0
\end{array}\right), \quad S_{4}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
-1 & 1 & 0 \\
1 & 0 & 1
\end{array}\right)
\end{aligned}
$$

and let

$$
T_{1}=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad T_{2}=\left(\begin{array}{lll}
1 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad \text { and } \quad U=\left(\begin{array}{rrr}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

as defined in Step 2 of the algorithm in the preceding section. Let

$$
M_{1}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right), \quad M_{2}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right), \quad M_{3}=\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right) .
$$

These last three are of the form $\left(\begin{array}{ll}1 & 0 \\ 0 & D\end{array}\right), D \in \mathrm{GL}_{2}(\mathbf{Z})$, and are used in Step 1 of the algorithm.

The algorithm for placing $Y \in P_{3}$ then can be given explicitly. Let $Y$ be written in the usual partial Iwasawa form:

$$
Y=\left(\begin{array}{cc}
v & 0 \\
0 & W
\end{array}\right)\left[\begin{array}{cc}
1 & T_{x} \\
0 & I
\end{array}\right] \quad \text { with } W \in P_{2} \quad \text { and } \quad T_{X}=\left(x_{1}, x_{2}\right) .
$$

Step 1. Since $W \in P_{2}$ it can be written as

$$
W=\left(\begin{array}{cc}
w_{1} & 0 \\
0 & w_{2}
\end{array}\right)\left[\begin{array}{cc}
1 & x_{3} \\
0 & 1
\end{array}\right] .
$$

Let $r_{3}=\left[\frac{1}{2}-x_{3}\right]$ and $M=M_{1}^{r_{3}}$. Replace $W$ by $W[M]$ if $x_{3}+r_{3} \geq 0$ and by $W\left[M M_{3}\right]$ if $x_{3}+r_{3}<0$. Then if $w_{1}>w_{1} x_{3}^{2}+w_{2}$ replace $W$ by $W\left[M_{2}\right]$. Repeat until $0 \leq x_{3} \leq \frac{1}{2}$ and $w_{1} \leq w_{1} x_{3}^{2}+w_{2}$. Then $Y$ satisfies condition (2) of the Definition.
Step 2. Let $r_{j}=\left[\frac{1}{2}-x_{j}\right], j=1,2$. Let $T=T_{1}^{r_{1}} T_{2}^{r_{2}}$. Replace $Y$ by $Y[T]$ if $x_{1}+r_{1} \geq 0$, by $Y[T U]$ if $x_{1}+r_{1}<0$. Then the new $Y$ satisfies conditions (2) and (3).

Step 3. Let $S_{0}=I$, and let $v_{j}$ be the upper left corner of the positive matrix $Y\left[S_{j}\right]$ for $j=0,1,2,3,4$. Note that $v_{0}=v$. Suppose that $v_{k} \leq v_{j}$ for all $j$. Then replace $Y$ by $Y\left[S_{k}\right]$.
Now return to Step 1 and repeat until $Y \in F_{3}$.
9. Applications. The reduction algorithm of the preceding sections is the first example of an application of the new fundamental domain. This in itself shows some of the value of these fundamental domains since, as was mentioned earlier, there do not seem to be any satisfactory means for reducing an element of $P_{n}$ to any of the other types of fundamental domains. There are also applications that make use of this reduction algorithm. In [2], the reduction algorithm for $n=3$ was used to obtain information on Hecke operators for $\mathrm{GL}_{3}(\mathbf{Z})$ and on the density of the images in the fundamental domain of Hecke points, that is, the points used to define the Hecke operators. It may also be possible to use this reduction algorithm to investigate Fourier coefficients for automorphic forms for $\mathrm{GL}_{3}(\mathbf{Z})$ as Stark does for $\mathrm{SL}_{2}(\mathbf{Z})$ in [16]. Another possible application of the reduction algorithm is mentioned in [17, Vol. II]. There it says that a problem of interest is the search for a generalization of the theorem that a number is quadratic if and only if its continued fraction is periodic. The reduction algorithm comes in because the continued fraction of $\alpha$ can be determined by finding the element of $\mathrm{SL}_{2}(\mathbf{Z})$ that maps the semi-circle joining $\alpha$ and its (algebraic) conjugate. A relation between units in real quadratic fields and hyperbolic elements of $\mathrm{SL}_{2}(\mathbf{Z})$ also drops out of this. Minkowski, [9],
obtained some partial results along the lines of generalizing these ideas to $n>2$, so perhaps with a new fundamental domain further work of this type can be accomplished. Finally, the reduction algorithm for positive quadratic forms has applications to various problems in lattice theory.

Another possibility is to slightly alter the definition of the fundamental domain for the Siegel upper half-plane. Recall that one condition in that definition was $Y \in M_{n}$, where $M_{n}$ was Minkowski's fundamental domain for $P_{n}$. However, the definition only depended on $Y$ being in a fundamental domain for $P_{n}$, and so it is possible to replace the condtion $Y \in M_{n}$ with $Y \in F_{n}$ without changing any of the proof that the domain as defined in $\S 1$ is a fundamental domain for the Siegel upper half-plane. The advantages of tampering with the definition in this way would be that both the fundamental domain for the Siegel upper half-plane and the fundamental domain $F_{n}$ for $P_{n}$ were obtained by generalizing the highest point method and so might be more compatible. For example, it might be possible to further the results of Gottschling in [3] by taking advantage of the inductive nature of $F_{n}$. There are numerous other possibilities in this area since the $F_{n}$ and the fundamental domain for the Siegel upper half-plane are so intimately connected.

Some of the most interesting applications of $F_{n}$ are in the study of automorphic forms on $\mathrm{GL}_{n}(\mathbf{Z})$. Since one of the original factors for developing the fundamental domain $F_{n}$ was to make the task of generalizing the Maass-Selberg relations easier, it is not surprising that this is perhaps the most obvious application aside from the reduction algorithm. Some partial results along these lines, especially for $n=3$, but even for any $n$, have been obtained in [4]. There it is seen that the definition of $F_{n}$ indeed allows one to make use of the Fourier expansion in the $x$ co-ordinates of automorphic forms on $\mathrm{GL}_{n}(\mathbf{Z})$.
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