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#### Abstract

A Banach space $X$ is said to have the isomorphic Banach-Stone property if for locally compact Hausdorff spaces $K$ and $L$ one always can conclude that $K$ and $L$ are homeomorphic provided that the Banach spaces $C_{0}(K, X)$ and $C_{0}(L, X)$ (=the continuous $X$-valued functions on $K$ resp. $L$ which vanish at infinity) are isomorphic with sufficiently small Banach-Mazur distance.

Our main results are a characterization of the finite-dimensional spaces with this property, and we also get an abundance of new finiteand infinite-dimensional examples.

These results appear as corollaries to general theorems about isomorphisms between certain spaces of continuous vector-valued functions. They enable us also to conclude that, for certain spaces $X$, and all compact $K$ all isomorphisms $T$ on $C_{0}(K, X)$ with $(1 /(1+\tau))\|f\| \leq$ $\|T f\| \leq(1+\tau)\|f\|$ for small $\tau$ can be approximated by isometries.


1. Introduction. The classical Banach-Stone theorem asserts that two locally compact Hausdorff spaces $K$ and $L$ are homeomorphic if and only if the Banach spaces $C_{0} K$ and $C_{0} L$ are isometrically isomorphic ( $C_{0} K=$ the space of continuous scalar-valued functions which vanish at infinity, provided with the supremum norm). Several generalizations of this theorem have been studied in the literature. For example, there have been investigated Banach spaces $X$ such that "scalar-valued" can be replaced by " $X$-valued" in the assertion of the Banach-Stone theorem. $X$ is then said to have the Banach-Stone property. This generalization is well understood; the interested reader is referred to [4] and [5] where it is shown that in a sense which can be made precise one knows all possibilities to determine spaces with the Banach-Stone property.

Another generalization is due to Amir [2] and Cambern [9] who proved independently that in the assertion of the theorem one may replace " $C_{0} K$ and $C_{0} L$ are isometrically isomorphic" by "the Banach spaces $C_{0} K$ and $C_{0} L$ are isomorphic, and the Banach-Mazur distance is smaller than two". Later it was shown that also in this version
one may replace the scalars by certain Banach spaces if the BanachMazur distance of the function spaces under consideration is sufficiently small. The most far-reaching results into this direction are those of Cambern [11] and Jarosz [15].
1.1. Definition. Let $X$ be a Banach space. We will say that $X$ has the isomorphic Banach-Stone property if there is a $\delta>0$ such that the following holds: whenever $K$ and $L$ are locally compact Hausdorff spaces such that there exists an isomorphism $T: C_{0}(K, X) \rightarrow C_{0}(L, X)$ (these are the continuous $X$-valued functions on $K$ resp. $L$ which vanish at infinity, and this function space is provided with the supremum norm), then $K$ and $L$ are homeomorphic provided that $\|T\|\left\|T^{-1}\right\| \leq$ $1+\delta$.

Cambern proved that uniformly convex spaces have this property, and by Jarosz's result a certain rather technical condition concerning the dual of $X$ is sufficient.

Given $K$ and $L$ and a homeomorphism $\varphi: K \rightarrow L$ one can try to define $T: C_{0}(K, X) \rightarrow C_{0}(L, X)$ by $(T f)(\varphi(k))=T_{k}[f(k)]$, where $T_{k}$ is an isomorphism from $X$ to $X$ for every $k$. A moment's reflection shows that $T$ will be an isomorphism with $\|T\|\left\|T^{-1}\right\|$ close to one if the $T_{k}$ have uniformly this property, and it even suffices that the $(T f)(\varphi(k))$ are close to the $T_{k}[f(k)]$. One might ask whether every isomorphism $T$ can be approximated in this way. To be more precise:
1.2. Definition. $X$ is said to have the strong isomorphic BanachStone property if for every $\varepsilon>0$ there is a $\delta>0$ such that the following holds: whenever $K, L$, and $T$ are given as in 1.1, then there exist a homeomorphism $\varphi: K \rightarrow L$ and a family $\left(T_{k}\right)_{k \in K}$ of isomorphisms on $X$ such that

$$
\begin{aligned}
& \left\|T_{k}\right\|\left\|T_{k}^{-1}\right\| \leq 1+\varepsilon \text { and } \\
& \left\|(T f)(\varphi(k))-T_{k}[f(k)]\right\| \leq \varepsilon
\end{aligned}
$$

for all $k \in K$ and all $f \in C_{0}(K, X)$ with $\|f\| \leq 1$.
There exist two fairly general approaches to decide whether a given $X$ satisfies 1.1 or 1.2 . They are completely independent, but both rely on an isomorphic adaption of certain concepts of $M$-structure theory (which gave the most far-reaching results in the isometrical case). The first approach depends on the behaviour of certain $M$-ideals under isomorphisms. Using this it can be shown that every $X$ such that $l_{2}^{1}$ (the two-dimensional $L^{1}$-space) is bounded away uniformly from every two-dimensional subspace of $X^{\prime}(=$ the dual of $X)$ has the
isomorphic Banach-Stone property, a result which will be published in a joint paper of M. Cambern and the author [7].

Here we will study another approach which depends only in part on $M$-structure (namely on the behaviour of certain operators which are just the isomorphic variants of multipliers). In cases where both [7] and the present results apply the admissible $\delta$ 's which are determined by [7] are usually larger. In the present paper, however, we are provided also with spaces satisfying 1.2, and in the finite-dimensional case we even obtain necessary and sufficient conditions.

In contrast to the isometric vector-valued theory several interesting questions are open for isomorphic vector-valued Banach-Stone theorems. In particular there is nothing known about the range of the possible constants $\delta$ for a Banach space $X$ with the isomorphic BanachStone property. The only exception is the case of one-dimensional $X$ : here precisely the $\delta<1$ are admissible ([10], [12]).

Our results will be derived as special cases of a much more general theory concerning isomorphisms between certain spaces of continuous vector-valued functions. To be more precise, we start with
1.4. Definition. Let $K_{1}, \ldots, K_{r}, L_{1}, \ldots, L_{s}$ be locally compact Hausdorff spaces and $X_{1}, \ldots, X_{r}, Y_{1}, \ldots, Y_{s}$ Banach spaces.
(i) $C_{0}\left(K_{1}, \ldots, K_{r} ; X_{1}, \ldots, X_{r}\right)$ denotes the space $\prod_{\rho=1}^{r \infty} C_{0}\left(K_{\rho}, X_{\rho}\right)$, the $L^{\infty}$-direct product of the $C_{0}\left(K_{\rho}, X_{\rho}\right)$ (this is just the product of these spaces, provided with the supremum norm). The elements will be regarded as "functions" $f$ defined on $K:=K_{1} \dot{\cup} \cdots \dot{\cup} K_{r}$, where for $k \in K_{\rho}$ the element $f(k)$ lies in $X_{\rho}$.
(ii) Let $\tau \geq 0$ and

$$
T: C_{0}\left(K_{1}, \ldots, K_{r} ; X_{1}, \ldots, X_{r}\right) \rightarrow C_{0}\left(L_{1}, \ldots, L_{s} ; Y_{1}, \ldots, Y_{s}\right)
$$

be an isomorphism. $T$ will be called a $\tau$-isomorphism if

$$
\frac{1}{1+\tau}\|f\| \leq\|T f\| \leq(1+\tau)\|f\|
$$

for every $f$ (clearly every isomorphism $T$ is-up to a constant-a $\tau$ isomorphism for a suitable $\tau$, and we may assume that $\|T\|\left\|T^{-1}\right\|=$ $(1+\tau)^{2}$; the advantage of considering $\tau$-isomorphisms lies in the fact $T$ and $T^{-1}$ satisfy the same norm conditions so that in the sequel one only will have to prove the assertions concerning $T$; those concerning $T^{-1}$ will then be true by symmetry).

We now are going to explain the results in some detail. In $\S 2$ we assign to each finite family $X_{1}, \ldots, X_{r}$ of Banach spaces a number
$\alpha\left(X_{1}, \ldots, X_{r}\right)$. The definition is rather technical, and there is certainly no hope to calculate precise values in the general situation. However, we are able to prove the following:

Theorem (Th. 2.4). Suppose that $\alpha\left(X_{1}, \ldots, X_{r}\right)+\alpha\left(Y_{1}, \ldots, Y_{s}\right)<1$. Then there exists a $\tau>0$ such that the existence of a $\tau$-isomorphism

$$
T: C_{0}\left(K_{1}, \ldots, K_{r} ; X_{1}, \ldots, X_{r}\right) \rightarrow C_{0}\left(L_{1}, \ldots, L_{s} ; Y_{1}, \ldots, Y_{s}\right)
$$

implies that there is a homeomorphism

$$
\varphi: K_{1} \dot{\cup} \cdots \dot{\cup} K_{r} \rightarrow L_{1} \dot{\cup} \cdots \dot{\cup} L_{s} .
$$

We even can show more. If we denote, for Banach spaces $X$ and $Y$, the Banach-Mazur distance

$$
\inf \left\{\|T\|\left\|T^{-1}\right\| \mid T: X \rightarrow Y \text { an isomorphism }\right\}
$$

by $d(X, Y)$, then we have the
Theorem (Th. 2.5). Suppose that $d\left(X_{\rho}, X_{\rho^{\prime}}\right), d\left(Y_{\sigma}, Y_{\sigma^{\prime}}\right)>1$ for all $\rho \neq \rho^{\prime}, \sigma \neq \sigma^{\prime}$. We further assume that $\alpha\left(X_{1}, \ldots, X_{r}\right)$ and $\alpha\left(Y_{1}, \ldots, Y_{s}\right)$ are sufficiently small. Then there exists a $\tau>0$ such that the existence of a $\tau$-isomorphism implies that $r=s$, that-up to rearrangement- $K_{\rho}$ and $L_{\rho}$ are homeomorphic, and $d\left(X_{\rho}, Y_{\rho}\right)$ is close to one for every $\rho$.

Of course these theorems are of no interest as long as we have no possibilities to give estimates for the constants $\alpha\left(X_{1}, \ldots, X_{r}\right)$, $\alpha\left(Y_{1}, \ldots, Y_{s}\right)$. We develop two possibilities to get such estimates. For the first one we introduce a new constant which measures, in a sense, how large the segments in the unit sphere are:
1.5. Definition. Let $X$ be a Banach space. By $\alpha_{1}(X)$ we denote the infimum of those numbers $\alpha>0$ for which there exists an $\varepsilon>0$ such that the following holds: if $x_{0}, x$ are vectors in $X$ with

$$
\begin{gathered}
1-\varepsilon \leq\left\|x_{0}\right\| \leq 1+\varepsilon \\
\left\|x_{0}+\Theta x\right\| \leq 1+\varepsilon \text { for all scalars } \Theta \text { with }|\Theta|=1,
\end{gathered}
$$

then $\|x\| \leq \alpha$.
In the case of finite-dimensional spaces $\alpha_{1}(X)$ is just the maximal radius of one-dimensional balls contained in the unit sphere.
$\alpha_{1}(X)=0$ just means that $X$ is uniformly convex (which has to be understood in the sense of [14] for complex spaces).

The second possibility uses isomorphic variants of multipliers:
1.6. Definition. Let $X$ be a Banach space and $R: X \rightarrow X$ an operator
(i) Suppose first that $\|R\| \leq 1$. Then $R$ is called a multiplier (or $M$-bounded) if

$$
\left\|R x-x_{0}\right\| \leq 1
$$

whenever $x_{0}, x$ are vectors such that $\left\|\Theta x-x_{0}\right\| \leq 1$ for all scalars $\Theta$ with $|\Theta|=1$. Operators with $\|R\|>1$ will be called multipliers if $R /\|R\|$ has the above property.

The collection of all multipliers is denoted by $\operatorname{Mult}(X)$ (the multiplier of $X$ ), and this set is said to be trivial if it contains only the operators $\mathbf{K} \cdot \mathbf{I d}$; as usual $\mathbf{K}$ stands for the scalar field, $\mathbf{K}=\mathbf{R}$ or $\mathbf{K}=\mathbf{C}$.
(ii) For $\varepsilon \geq 0$ we say that $R$ belongs to $\operatorname{Mult}_{\varepsilon}(X)$ if $R$ satisfies the following condition:

$$
\left\|R x-x_{0}\right\| \leq 1+\varepsilon
$$

for all vectors with $\left\|\Theta x-x_{0}\right\| \leq 1$ (all $\Theta$ with $|\Theta|=1$ ).
Note. For a survey of properties of $\operatorname{Mult}(X)$ the reader is referred to [1], [4], and [6]. For our purposes it is important to note that there are many classes of spaces known where $\operatorname{Mult}(X)$ is trivial, e.g.
$X$ strictly convex [16], [19]
$X$ smooth [6]
$X=L^{1}(\mu)$, and $\operatorname{dim} X>2$ [6].
$X$ is finite-dimensional and contains no nontrivial $M$-summand (i.e. no subspace $J$ different from $\{0\}$ and $X$ with an $L^{\infty}$-complement; [6]).

Trivially $\operatorname{Mult}_{0}(X)$ consists of the $R$ in $\operatorname{Mult}(X)$ with $\|R\| \leq 1$. We need to know how close the $R \in \operatorname{Mult}_{\varepsilon}(X)$, which behave nearly as multipliers, are to the trivial elements of $\operatorname{Mult}(X)$, the operators KId. This gives rise to the next definition; there we will use the symbol $(M)_{\alpha}$ to denote, for a subset $M$ of a normed space, the set $\{x \mid$ there exists an $m \in M$ with $\|x-m\| \leq \alpha\}$.
1.7. Definition. $\alpha_{2}(X)$ denotes the infimum of those numbers $\alpha$ for which there is an $\varepsilon>0$ such that

$$
\operatorname{Mult}_{\varepsilon}(X) \subset(\mathbf{K} \operatorname{Id})_{\alpha} .
$$

A systematic study of $\operatorname{Mult}_{\varepsilon}(X)$ and $\alpha_{2}(X)$ is not intended in this paper. We only collect together in $\S 3$ those properties which are of
importance for our purposes. In particular we prove (Th. 3.2 and Th. 3.3):

## Theorem.

(i) If $X$ is finite-dimensional and $\operatorname{Mult}(X)$ is trivial then $\alpha_{2}(X)=0$.
(ii) $\alpha_{2}(X)=0$ for every uniformly smooth space.

Our main result, by which we are in a position to apply the investigations of $\S 2$, is then the following theorem. Its proof and the first consequences are discussed in $\S 4$ :

Theorem. Let $X_{1}, \ldots, X_{r}$ be Banach spaces. Then

$$
\alpha\left(X_{1}, \ldots, X_{r}\right) \leq \max _{\rho} \min \left\{\alpha_{1}\left(X_{\rho}\right), 2 \alpha_{2}\left(X_{\rho}\right)\right\} .
$$

It is then fairly easy to derive various isomorphic Banach-Stone theorems. In $\S 5$ we prove:

- uniformly convex and uniformly smooth spaces have the strong isomorphic Banach-Stone property;
- let $X$ be finite-dimensional; we write $X$ as $\prod_{\rho=1}^{r \infty} X_{\rho}^{n_{\rho}}$, where the $X_{\rho}$ are subspaces which are pairwise not isometrically isomorphic and have trivial $\operatorname{Mult}\left(X_{\rho}\right)$; such a representation is always possible and is-up to rearrangement-unique (cf. [6]); then $X$ has the isomorphic Banach-Stone property

$$
\text { iff } \min n_{\rho}=1, \quad \text { and }
$$

$X$ has the strong isomorphic Banach-Stone property

$$
\text { iff } r=1 \quad \text { and } \quad n_{1}=1
$$

(which, by [3], is the same characterization as in the isometrical theory).
Another application of the results of $\S 4$ is discussed in $\S 6$ : how close can $\tau$-isomorphisms on a space be approximated by isometries?
1.8. Definition. We say that a Banach-space $X$ has the AI-property (which stands for "approximation by isometries") if for every $\varepsilon>0$ there is a $\tau>0$ such that every $\tau$-isomorphism lies in $\left(\operatorname{Iso}_{0}(X)\right)_{\varepsilon}($ where $\mathrm{Iso}_{0}(X)$ is the group of all isometries).

We prove that, for certain $X$, all $C(K, X)$ for arbitrary compact Hausdorff spaces $K$ have the AI-property. These results seem to be new even in the case $X=\mathbf{K}$ (where, however, there is some overlap with the work of Benyamini [8]; cf. also theorem 6.1 in Jarosz [17]).

Some of our investigations, particularly in $\S 2$ and $\S 4$, are rather technical. It is suggested to the reader to consider first the special case $r=s=1$ and the case of compact instead of locally compact spaces.

Notation. Banach spaces are always real or complex and not reduced to zero, operators are linear and continuous. Topological spaces are assumed to be Hausdorff spaces. The symbol " $\cong$ " means "isometrically isomorphic" when applied to Banach spaces and "homeomorphic" in the case of topological spaces. Isomorphisms are always onto isomorphisms. The spaces $C_{0}(K, \mathbf{K})$ are abbreviated by $C_{0} K$ for locally compact $K$ and $C K$ for compact spaces. Finally, $B(x, r)$ stands for the closed ball with center $x$ and radius $r$ in a Banach space.
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2. The constant $\alpha\left(X_{1}, \ldots, X_{n}\right)$. Let $T: C_{0}\left(K_{1}, \ldots, K_{r} ; X_{1}, \ldots, X_{r}\right) \rightarrow$ $C_{0}\left(L_{1}, \ldots, L_{s} ; Y_{1}, \ldots, Y_{s}\right)$ be a $\tau$-isomorphism. We will abbreviate

$$
\begin{aligned}
V & :=C_{0}\left(K_{1}, \ldots, K_{r} ; X_{1}, \ldots, X_{r}\right), \\
W & :=C_{0}\left(L_{1}, \ldots, L_{s} ; Y_{1}, \ldots, Y_{s}\right), \\
K & :=K_{1} \dot{\cup} \cdots \dot{U} K_{r}, \\
L & :=L_{1} \dot{\cup} \cdots \dot{U} L_{s},
\end{aligned}
$$

and we will associate certain points of $K$ with points of $L$.

### 2.1. Definition. Let $\alpha \geq 0$.

(i) For $k \in K$ and $l \in L$ we write $k \underset{T}{\alpha} l$ if $\|(T f)(l)\| \leq \alpha\|f\|$ for every $f \in V$ such that $f(k)=0$.
(ii) $K \underset{T}{\alpha} L$ means that for every $k$ there is an $l$ with $k \underset{T}{\alpha} l$.
2.2. Proposition.
(i) Suppose that $k \underset{T}{\alpha} l$. Then

$$
\|(T f)(l)\| \leq \alpha\|f\|+(1+\tau)\|f(k)\|
$$

for every $f \in V$.
(ii) Suppose that $k \underset{T}{\alpha} l$ and $l \underset{T-1}{\beta} \tilde{k}$. Then $k=\tilde{k}$ provided that $(\alpha+\beta)(1+\tau)<1$. Similarly $l \underset{T-1}{\beta} k, k \underset{T}{\alpha} \tilde{l}$ yield $l=\tilde{l}$ under the same condition.
(iii) Suppose that $K \underset{T}{\underset{T}{\alpha}} L$ and $L \underset{T-1}{\beta} K$ and that $(\alpha+\beta)(1+\tau)<1$. Then for every $k$ (resp. $l$ ) there is precisely one $l$ (resp. $k$ ) such that $k \underset{T}{\alpha} l($ resp. $l \underset{T-1}{\beta} k)$. This induces mappings $\varphi: K \rightarrow L$ and $\psi: L \rightarrow$ $K$.
(iv) Under the conditions of (iii) we have $\varphi=\psi^{-1}$, and $\varphi$ and $\psi$ are continuous (i.e. $K \cong L$ ).

## Proof.

(i) Let $f \in V$ be given and $\eta>0$. We choose $\tilde{f} \in V$ with $\|f\|=$ $\|\tilde{f}\|,\|f-\tilde{f}\| \leq\|f(k)\|+\eta, \tilde{f}(k)=0$. It follows that $\|(T \tilde{f})(l)\| \leq \alpha\|f\|$ and $\|T f-T \tilde{f}\| \leq(1+\tau)(\|f(k)\|+\eta)$ so that

$$
\|(T f)(l)\| \leq \alpha\|f\|+(1+\tau)(\|f(k)\|+\eta) .
$$

This proves the assertion since $\eta$ was arbitrary.
(ii) Suppose that $k \neq \tilde{k}$. We choose $f \in V$ with $\|f\|=1, f(k)=0$, $\|f(\tilde{k})\|=1$. By $k \underset{T}{\alpha} l$ it follows that $\|(T f)(l)\| \leq \alpha$, and (i) yields

$$
\begin{aligned}
1 & =\|f(\tilde{k})\|=\left\|T^{-1}(T f)(\tilde{k})\right\| \\
& \leq \beta\|T f\|+(1+\tau)\|T f(l)\| \\
& \leq \beta(1+\tau)+(1+\tau) \alpha,
\end{aligned}
$$

a contradiction.
(iii) Let $k, l_{1}, l_{2}$ be given with $k \underset{T}{\underset{T}{\alpha}} l_{1}, k \underset{T}{\underset{T}{T}} l_{2}$, and $l_{1} \neq l_{2}$. Choose $g \in W$ with $\|g\|=1, g\left(l_{1}\right)=0,\left\|g\left(l_{2}\right)\right\|=1$. (ii) yields $\left\|\left(T^{-1} g\right)(k)\right\| \leq$ $\beta$ so that, also by (ii),

$$
\begin{aligned}
1 & =\left\|g\left(l_{2}\right)\right\|=\left\|T\left(T^{-1} g\right)\left(l_{2}\right)\right\| \\
& \leq \alpha\left\|T^{-1} g\right\|+(1+\tau)\left\|T^{-1} g(k)\right\| \\
& \leq(\alpha+\beta)(1+\tau)
\end{aligned}
$$

which contradicts our assumption.
(iv) The assertion $\varphi=\psi^{-1}$ is a reformulation of (ii). Now let $k_{0} \in K$ be given and $U$ a neighbourhood of $\varphi\left(k_{0}\right)$. Choose a $g \in W$ with $\|g\|=\left\|g\left(\varphi\left(k_{0}\right)\right)\right\|=1, g(l)=0$ for $l \notin U$, and consider

$$
\tilde{U}:=\left\{k \mid\left\|\left(T^{-1} g\right)(k)\right\|>\beta\right\} .
$$

$l \notin U$ yields $\left\|\left(T^{-1} g\right)\left(\varphi^{-1}(k)\right)\right\| \leq \beta$ by definition so that $\varphi(\tilde{U}) \subset U$.

We also have $k_{0} \in \tilde{U}$ since otherwise

$$
\begin{aligned}
1 & =\left\|g\left(l_{0}\right)\right\|=\left\|T\left(T^{-1} g\right)\left(l_{0}\right)\right\| \leq \alpha\left\|T^{-1} g\right\|+(1+\tau) \beta \\
& \leq(\alpha+\beta)(1+\tau) .
\end{aligned}
$$

This proposition motivates the following
2.3. Definition. Let $Y_{1}, \ldots, Y_{s}$ be Banach spaces. By $\alpha\left(Y_{1}, \ldots, Y_{s}\right)$ we mean the infimum of the numbers $\alpha>0$ with the following property: There exists a $\tau>0$ such that $K \underset{T}{\alpha} L$ for all Banach spaces $X_{1}, \ldots, X_{r}$, all locally compact spaces $K_{1}, \ldots, K_{r}, L_{1}, \ldots, L_{s}$ and all $\tau$ isomorphism $T: V \rightarrow W$ (notation as above).

As an immediate reformulation of 2.2 we then have
2.4. Theorem. Suppose that $\alpha\left(X_{1}, \ldots, X_{r}\right)+\alpha\left(Y_{1}, \ldots, Y_{s}\right)<1$. Then there exists a $\tau>0$ such that, whenever there is a $\tau$-isomorphism

$$
T: C_{0}\left(K_{1}, \ldots, K_{r} ; X_{1}, \ldots, X_{r}\right) \rightarrow C_{0}\left(L_{1}, \ldots, L_{s} ; Y_{1}, \ldots, Y_{s}\right),
$$

then necessarily $K_{1} \dot{\cup} \cdots \dot{\cup} K_{r} \cong L_{1} \dot{\cup} \cdots \dot{\cup} L_{s}$.
Proof. Choose $\alpha>\alpha\left(X_{1}, \ldots, X_{r}\right), \beta>\alpha\left(Y_{1}, \ldots, Y_{s}\right)$ such that $\alpha+\beta<$ 1. By definition there is a $\tau>0$ such that the existence of $T: V \rightarrow W$ yields $K \underset{T}{\underset{T}{\alpha}} L$ and $L \underset{T-1}{\underset{\sim}{\beta}} K$. Without loss of generality we may assume that $(\alpha+\beta)(1+\tau)<1$ so that Proposition 2.2 applies.

We now are going to investigate further properties of the mapping $\varphi$ of 2.2.

Let $T$ be given as in 2.2 , suppose that $(\alpha+\beta)(1+\tau)<1$, and apply 2.2 (iii) to obtain $\varphi$.

Let $k \in K$ be arbitrarily given, say $k \in K_{\rho}$ and $\varphi(k)=: l \in L_{\sigma}$. We choose a fixed $h \in C_{0} K$ with support in $K_{\rho}$ and $\|h\|=h(k)=1$ and define

$$
S_{k}: X_{\rho} \rightarrow Y_{\sigma}
$$

by $S_{k}(x):=\left(T x^{\sim}\right)(l)$, where $x^{\sim}$ denotes the function

$$
x^{\sim}(k):=\left\{\begin{aligned}
h(k) x & \text { for } k \in K_{\rho}, \\
0 & \text { otherwise } .
\end{aligned}\right.
$$

Clearly $S_{k}$ is an operator with $\left\|S_{k}\right\| \leq 1+\tau$.
Similarly we define $R_{l}: Y_{\sigma} \rightarrow X_{\rho}$, this time using a fixed $\hat{h} \in C_{0} L$ and $T^{-1}$ instead of $T$. Fix an $x \in X_{\rho}$. We have

$$
\left[T\left(x^{\sim}\right)-S_{k}(x)^{\sim}\right](l)=0
$$

so that

$$
\left\|T^{-1}\left[T\left(x^{\sim}\right)-S_{k}(x)^{\sim}\right](k)\right\| \leq \beta\left\|T x^{\sim}-S_{k}(x)^{\sim}\right\| \leq 2(1+\tau) \beta\|x\|
$$

But this means just

$$
\left\|x-R_{l} S_{k} x\right\| \leq 2(1+\tau) \beta\|x\|
$$

and similarly $\left\|y-S_{k} R_{l} y\right\| \leq 2(1+\tau) \alpha\|y\|$ is valid. It is then a simple exercise to show that this implies that $S_{k}$ is an isomorphism with

$$
\left\|S_{k}\right\|\left\|S_{k}^{-1}\right\| \leq \hat{\alpha}:=(1+\tau)^{2} \min \left\{(1-2(1+\tau) \alpha)^{-1},(1-2(1+\tau) \beta)^{-1}\right\}
$$

provided that $\alpha$ and $\beta$ are smaller than $1 /[2(1+\tau)]$. Thus $d\left(X_{\rho}, Y_{\sigma}\right) \leq$ $\hat{\alpha}$, and consequently $d\left(Y_{\sigma}, Y_{\sigma^{\prime}}\right) \leq \hat{\alpha}^{2}$ if $k, k^{\prime} \in K_{\rho}$ are given such that $\varphi(k) \in L_{\sigma}, \varphi\left(k^{\prime}\right) \in L_{\sigma^{\prime}}$. In particular, if the $d\left(Y_{\sigma}, Y_{\sigma^{\prime}}\right)$ are all greater than $\hat{\alpha}^{2}$, then all $k \in K_{\rho}$ are mapped to the same $L_{\sigma}$, i.e. $\varphi\left(K_{\rho}\right) \subset L_{\sigma}$. Considering $\varphi^{-1}$ we get $\varphi^{-1}\left(L_{\sigma}\right) \subset K_{\rho}$, so that $\varphi$ induces a homeomorphism between $K_{\rho}$ and $L_{\sigma}$. Summing up, we have proved the

### 2.5. Theorem. Suppose that

$$
\alpha_{X}:=\alpha\left(X_{1}, \ldots, X_{r}\right), \quad \alpha_{Y}:=\alpha\left(Y_{1}, \ldots, Y_{l}\right)<\frac{1}{2}
$$

and that

$$
d\left(X_{\rho}, X_{\rho^{\prime}}\right), d\left(Y_{\sigma}, Y_{\sigma^{\prime}}\right)>\min \left\{\left(1-2 \alpha_{X}\right)^{-2},\left(1-2 \alpha_{Y}\right)^{-2}\right\}=: \hat{\alpha}_{0}^{2}
$$

Then for every $\varepsilon>0$ there is a $\tau>0$ such that the existence of $a$ $\tau$-isomorphism $T: V \rightarrow W$ implies that $r=s$ and that there exists a bijection $\omega:\{1, \ldots, r\} \rightarrow\{1, \ldots, s\}$ such that $K_{\rho} \cong L_{\omega(\rho)}$ and $d\left(X_{\rho}, Y_{\omega(\rho)}\right) \leq \hat{\alpha}_{0}+\varepsilon$ for every $\rho$.

Proof. Choose $\alpha>\alpha_{X}, \beta>\beta_{Y}, \tau>0$ such that the above considerations apply (with $\hat{\alpha}=\hat{\alpha}_{0}+\varepsilon$ ).
3. Operators which are nearly multipliers and the constant $\alpha_{2}(X)$. In this section we discuss the class $\operatorname{Mult}_{\varepsilon}(X)$ (see Def. 1.6(ii)). We determine $\alpha_{2}(X)$ for some classes of spaces and prepare the proof of our main results in $\S 4$. The following assertions are immediate:

### 3.1. Lemma.

(i) $\operatorname{Mult}_{\varepsilon}(X)$ is a closed subset of the ball with radius $1+\varepsilon$.
(ii) $\bigcap_{\varepsilon>\varepsilon_{0}} \operatorname{Mult}_{\varepsilon}(X)=\operatorname{Mult}_{\varepsilon_{0}}(X)$ for every $\varepsilon_{0} \geq 0$, so that in particular $\bigcap_{\varepsilon>0} \operatorname{Mult}_{\varepsilon}(X) \subset \operatorname{Mult}(X)$.

We start by investigating two classes of examples.

### 3.2. Theorem. Let $X$ be finite-dimensional.

(i) For every $\alpha>0$ there is an $\varepsilon>0$ such that

$$
\operatorname{Mult}_{\varepsilon}(X) \subset(\operatorname{Mult}(X))_{\alpha} .
$$

(ii) Suppose that in addition $\operatorname{Mult}(X)$ is trivial. Then $\alpha_{2}(X)=0$.

Proof. (i) follows from a simple compactness argument by using the compactness of $\{R \mid R \in \operatorname{Mult}(X),\|R\| \leq 1\}$ and 3.1(ii). (ii) is a consequence of (i).
3.3. Theorem. Let $X$ be uniformly smooth; this means that for every $\eta>0$ there is an $\tilde{\varepsilon}>0$ such that $\|x-y\| \leq \tilde{\varepsilon}$ implies that $\|x+y\| \geq\|x\|+\|y\|-\eta\|x-y\|$ (see [13], $p .147$ ). Then $\alpha_{2}(X)=0$.

Proof. The proof is sketched in several steps. Details are left to the reader

1. For every two-dimensional Banach space $X_{0}$ there exist $x_{0}, y_{0} \in$ $X_{0}$ with norm one such that

$$
\{\tilde{x} \mid\|\tilde{x}\| \leq 1\} \subset\left\{\alpha x_{0}+\beta y_{0}| | \alpha|,|\beta| \leq 1\}\right.
$$

(choose $x_{0}, y_{0}$ to be an Auerbach-system; see 1.c. 3 in [16]).
2. Let $R: X \rightarrow X$ be an operator on any Banach space $X$ such that, for a fixed $\varepsilon \geq 0$, we have $\left\|R x-\lambda_{x} x\right\| \leq \varepsilon$ for each $x$ in the unit ball, where $\lambda_{x} \in \mathbf{K}$ may depend on $x$ (i.e. every $x$ is nearly an eigenvector). Then there is a $\lambda \in \mathbf{K}$ such that $\left\|R-\lambda \operatorname{Id}_{X}\right\| \leq 18 \varepsilon$. (First let $x, y$ be vectors as in "1.". With $\lambda_{x}, \lambda_{y}, \lambda \in \mathbf{K}$ such that

$$
\left\|R x-\lambda_{x} x\right\|, \quad\left\|R y-\lambda_{y} y\right\|, \quad\left\|R\left(\frac{x+y}{\|x+y\|}\right)-\lambda\left(\frac{x+y}{\|x+y\|}\right)\right\| \leq \varepsilon
$$

it follows that $\left\|\left(\lambda_{x}-\lambda\right) x+\left(\lambda_{y}-\lambda\right) y\right\| \leq 4 \varepsilon$ so that $\left|\lambda_{x}-\lambda_{y}\right| \leq 8 \varepsilon$.)
Now let $x, y$ be arbitrary with $\|x\|=\|y\|=1$. We choose $\lambda_{x}, \lambda_{y}$ with $\left\|R x-\lambda_{x} x\right\|,\left\|R y-\lambda_{y} y\right\| \leq \varepsilon$, and we claim that $\left|\lambda_{x}-\lambda_{y}\right| \leq 18 \varepsilon$.

To this end, let $x_{0}, y_{0} \in \operatorname{lin}\{x, y\}$ be as in "1." (we note that without loss of generality $x$ and $y$ are linearly independent). By the first part of the proof we know that $\left|\lambda_{x_{0}}-\lambda_{y_{0}}\right| \leq 8 \varepsilon$ is true for the associated $\lambda$ 's. Therefore the numbers $\left\|\left(R-\lambda_{x_{0}} \operatorname{Id}_{X}\right)(z)\right\|$ are bounded by $8 \varepsilon$ for $z$ in $\left\{\alpha x_{0}+\beta y_{0}| | \alpha|,|\beta| \leq 1\}\right.$, and in particular we have

$$
\left\|R x-\lambda_{x_{0}} x\right\|, \quad\left\|R y-\lambda_{x_{0}} y\right\| \leq 8 \varepsilon
$$

so that $\left|\lambda_{x}-\lambda_{y}\right| \leq 18 \varepsilon$.

Now choose any $x_{0}$ with $\left\|x_{0}\right\|=1$ and define $\lambda:=\lambda_{x_{0}}$. Then obviously $\left\|R-\lambda \operatorname{Id}_{X}\right\| \leq 18 \varepsilon$.)
3. Let $\varepsilon \geq 0$. For any $x$ we define

$$
I(x, \varepsilon ; X):=\bigcap B\left(x_{0}, r(1+\varepsilon)\right)
$$

where the intersection runs over all $x_{0} \in X, r \geq 0$ such that $\Theta x \in$ $B\left(x_{0}, r\right)$ for every $\Theta$ with $|\Theta|=1$. Then clearly $R \in \operatorname{Mult}_{\varepsilon}(X)$ iff $R x \in I(x, \varepsilon ; X)$ for every $x$ with $\|x\| \leq 1$.
4. Let $X$ be a Banach space. Suppose that for every $\alpha>0$ there is an $\varepsilon>0$ such that

$$
I(x, \varepsilon ; X) \subset(\mathbf{K} x)_{\alpha}
$$

for any $x$ with $\|x\| \leq 1$. Then $\alpha_{2}(X)=0$ (as an immediate consequence of " 2. " and " 3 .").
5. Let $Y$ be a two-dimensional smooth Banach space. Then for every $\alpha>0$ there is an $\varepsilon>0$ with

$$
I(x, \varepsilon ; Y) \subset(\mathbf{K} x)_{\alpha} \quad(\text { all } x \text { with }\|x\| \leq 1) .
$$

This follows from a compactness argument and the fact that $I(x, 0 ; Y)$ $\subset \mathbf{K} x$ for smooth spaces.
6. Let $\tilde{\varepsilon}:] 0,1] \rightarrow] 0,1]$ be a fixed function. In $\mathscr{B}$, the set of all two-dimensional Banach spaces provided with the distance $\log d(\cdot, \cdot)$, we consider the subset $\mathscr{B}_{\bar{\varepsilon}}: Y \in \mathscr{B}_{\dot{\varepsilon}}$ iff

$$
\begin{aligned}
& \|x-y\| \leq \tilde{\varepsilon}(\eta) \Rightarrow\|x+y\| \geq\|x\|+\|y\|-\eta\|x-y\| \\
& \quad \text { (all } \eta \in \mathrm{j} 0,1], x, y \in Y) .
\end{aligned}
$$

Then $\mathscr{B}_{\mathscr{E}}$ is closed in $\mathscr{B}$ and thus compact.
7. Let $\tilde{\varepsilon}$ be as in "6.". Then for every $\alpha>0$ there is an $\varepsilon>0$ such that

$$
I(x, \varepsilon ; Y) \subset(\mathbf{K} x)_{\alpha}
$$

uniformly for all $Y$ in $\mathscr{B}_{\dot{\varepsilon}}$ and $x \in Y$ with $\|x\| \leq 1$ (this follows from " 5 ." and " 6 ." and a continuity argument).
8. Now let $X$ be a uniformly smooth Banach space. Then there is, by definition, a function $\tilde{\varepsilon}:] 0,1] \rightarrow] 0,1]$ such that all two-dimensional subspaces of $X$ belong to $\mathscr{B}_{\varepsilon}$. Let $\alpha>0$ be given and $\varepsilon$ as in " 7 .". Then, for $x \in X$ with $\|x\| \leq 1$, we have

$$
I(x, \varepsilon ; Y) \subset(\mathbf{K} x)_{\alpha}
$$

for every two-dimensional subspace which contains $x$. But this implies $I(x, \varepsilon ; X) \subset(\mathbf{K} x)_{\alpha}$.

Now a combination of "8." and "4." proves the theorem.

We return to the spaces

$$
C\left(K_{1}, \ldots, K_{r} ; X_{1}, \ldots, X_{r}\right), \quad C\left(L_{1}, \ldots, L_{s} ; Y_{1}, \ldots, Y_{s}\right),
$$

and we adopt the notation of $\S 2$. Since for every bounded and continuous $h: K \rightarrow \mathbf{K}$ with $\|h\| \leq 1$ the operator $M_{h}: V \rightarrow V$, defined by $f \mapsto h f$, lies in $\operatorname{Mult}_{0}(V)$, the operator $T M_{h} T^{-1}$ lies in $\operatorname{Mult}_{2 \tau+\tau^{2}}(W)$ for every $\tau$-isomorphism $T$. The proof of these facts is straightforward.

This observation which will be of crucial importance later necessitates the study of the $\operatorname{Mult}_{\varepsilon}(V), \operatorname{Mult}_{\varepsilon}(W)$.
3.4. Proposition. Let $\varepsilon \geq 0$ and $R \in \operatorname{Mult}_{\varepsilon}(V)$.
(i) Fix $\rho \in\{1, \ldots, r\}$ and $k \in K_{\rho}$. With $x^{\sim}$ as in $\S 2$ (cf. the discussion leading to Th. 2.5) we define $R_{k}: X_{\rho} \rightarrow X_{\rho}$ by $x \mapsto\left(R x^{\sim}\right)(k)$. Then $R_{k} \in \operatorname{Mult}_{\varepsilon}\left(X_{\rho}\right)$.
(ii) For $f \in V$ with $f(k)=0$ we have $\|(R f)(k)\| \leq \varepsilon\|f\|$.
(iii) For every $f$ and every $k$ we have

$$
\left\|R_{k} f(k)\right\|-2 \varepsilon\|f\| \leq\|(R f)(k)\| \leq\left\|R_{k} f(k)\right\|+2 \varepsilon\|f\| .
$$

## Proof.

(i) $\left\|\Theta x-x_{0}\right\| \leq 1$ (all $|\Theta|=1$ ) yields $\left\|\Theta x^{\sim}-x_{0}^{\sim}\right\| \leq 1$ and thus $\left\|R x^{\sim}-x_{0}^{\sim}\right\| \leq 1+\varepsilon$. Evaluating this at $k$ gives $\left\|R_{k} x-x_{0}\right\| \leq 1+\varepsilon$.
(ii) Let $x \in X_{\rho}$ with $\|x\|=1$ be given. For $\eta>0$ we choose an $h \in C_{0} K$ with support in $K_{\rho} \cap\{\|f\|<\eta\}$ such that $h(k)=\|h\|=1-\eta$ (where $f \in V, f(k)=0,\|f\| \leq 1$ ). Define $h x$ by

$$
(h x)\left(k^{\prime}\right)=\left\{\begin{array}{cl}
h\left(k^{\prime}\right) x & \text { if } k^{\prime} \in K_{\rho} \\
0 & \text { otherwise }
\end{array}\right.
$$

Then $\|\Theta f-h x\| \leq 1$ for every $\Theta$ with $|\Theta|=1$ so that $\|R f-h x\| \leq$ $1+\varepsilon$. The special choice $x:=(R f)(k) /\|R f(k)\|$ gives, by considering $(R f-h x)(k)$,

$$
1-\eta+\|R f(k)\| \leq 1+\varepsilon
$$

This proves that $\|R f(k)\| \leq \varepsilon$ since $\eta>0$ was arbitrary.
(iii) Let $f \in V$ and $k \in K$ be given. $f-f(k)^{\sim}$ vanishes at $k$ so that by (ii) $\left\|(R f)(k)-R_{k} f(k)\right\| \leq 2 \varepsilon\|f\|$.

Using this preparation we can prove that property of the $R \in$ $\operatorname{Mult}_{\varepsilon}(X)$ which will be very important in $\S 4$.
3.5. Corollary. Let $\alpha, \eta, \varepsilon>0$ be given and $k \in K$. We assume that
(i) $R \in \operatorname{Mult}_{\varepsilon}(V)$,
(ii) there is a $g_{0} \in V$ such that $\left\|g_{0}\right\|=1,\left\|R g_{0}(k)\right\| \geq 1-\eta$,
(iii) $\operatorname{Mult}_{\varepsilon}\left(X_{\rho}\right) \subset\left(\mathrm{K} \mathrm{Id}_{X_{\rho}}\right)_{\alpha}$.

Then $\|(R f)(k)\| \geq\|f(k)\|-(2 \alpha+4 \varepsilon+\eta)\|f\|$ for every $f \in V($ roughly: with $f$ also $R f$ is large at $k$, and this can be asserted at every $k$ where $R g_{0}$ is large for at least one $g_{0}$ ).

Proof. 3.4(iii), applied for $g_{0}$, gives $\left\|R_{k}\right\| \geq 1-\eta-2 \varepsilon$. Since $R_{k} \in \operatorname{Mult}_{\varepsilon}\left(X_{\rho}\right) \subset\left(\mathbf{K} \operatorname{Id}_{X_{\rho}}\right)_{\alpha}$ we find a $\lambda \in \mathbf{K}$ with $\left\|R_{k}-\lambda \operatorname{Id}_{X_{\rho}}\right\| \leq \alpha$. Here necessarily $|\lambda| \geq 1-\eta-2 \varepsilon-\alpha$. Now let $f \in V$ be given. Again by 3.4 (iii) we have

$$
\begin{aligned}
\|(R f)(k)\| & \geq\left\|R_{k} f(k)\right\|-2 \varepsilon\|f\| \\
& \geq\|\lambda f(k)\|-2 \varepsilon\|f\|-\alpha\|f(k)\| \\
& \geq\|f(k)\|-(2 \alpha+4 \varepsilon+\eta)\|f\| .
\end{aligned}
$$

4. An estimate of the constant $\alpha\left(X_{1}, \ldots, X_{r}\right)$ and some important consequences. The following theorem is doubtlessly the most important one in this paper. Only by using this we are able to apply the results of $\S 2$ (by having in mind, of course, our knowledge about the $\alpha_{1}(X)$, $\alpha_{2}(X)$ ).
4.1. Theorem. $\alpha\left(X_{1}, \ldots, X_{r}\right) \leq \max _{\rho} \min \left\{\alpha_{1}\left(X_{\rho}\right), 2 \alpha_{2}\left(X_{\rho}\right)\right\}$.

Proof. For the sake of convenience we prove the theorem for a family $Y_{1}, \ldots, Y_{s}$ (which avoids the change of notation).

Let $\alpha>\max _{\sigma} \min \left\{\alpha_{1}\left(Y_{\sigma}\right), 2 \alpha_{2}\left(Y_{\sigma}\right)\right\}$ arbitrary. We assume that the $Y_{\sigma}$ are given such that

$$
\begin{aligned}
& \alpha>\alpha_{1}\left(Y_{\sigma}\right) \quad \text { for } \sigma=1, \ldots, \hat{s}, \quad \text { and } \\
& \alpha>2 \alpha_{2}\left(Y_{\sigma}\right) \text { for } \sigma=\hat{s}+1, \ldots, s .
\end{aligned}
$$

It has to be shown that there is a $\tau>0$ such that $K \underset{T}{\stackrel{\alpha}{\rightarrow}} L$ whenever $X_{1}, \ldots, X_{r}, K_{1}, \ldots, K_{r}, L_{1}, \ldots, L_{s}$ are given and there exists a $\tau$ isomorphism $T: V \rightarrow W$ (notation as in §2).

At first we choose any $\alpha^{\prime}, \alpha^{\prime \prime}$ with $\alpha_{2}\left(Y_{\sigma}\right)<\alpha^{\prime}<\alpha^{\prime \prime}<\alpha / 2$ for $\sigma=\hat{s}+1, \ldots, s$ and $\alpha_{1}\left(Y_{\sigma}\right)<2 \alpha^{\prime \prime}$ for $\sigma=1, \ldots, \hat{s}$, and then an $\varepsilon>0$ with

$$
-2 \alpha^{\prime}+4 \varepsilon<2 \alpha^{\prime \prime}
$$

$-1-\varepsilon \leq\left\|x_{0}\right\| \leq 1+\varepsilon,\left\|x_{0}+\Theta x\right\| \leq 1+\varepsilon$ for all $|\Theta|=1$ implies $\|x\| \leq 2 \alpha^{\prime \prime}$; all $x_{0}, x \in Y_{\sigma}$, where $\sigma=1, \ldots, \hat{s}$,
$-\operatorname{Mult}_{\varepsilon}\left(Y_{\sigma}\right) \subset\left(\operatorname{KId}_{Y_{\sigma}}\right)_{\alpha^{\prime}}$ for $\sigma=\hat{s}+1, \ldots, s$.
Finally we suppose that $\tau>0$ is so small that

$$
\begin{aligned}
& -(1+\tau)^{2} \leq 1+\varepsilon, \\
& -1-2 \tau-\tau^{2} /(1+\tau) \geq 1-\varepsilon, \\
& -\left(2 \alpha^{\prime}+4 \varepsilon+\eta_{\tau}+\tau\right)(1+\tau) \leq 2 \alpha^{\prime \prime}, \\
& \quad \text { where } \eta_{\tau}:=\left(1-2 \tau-\tau^{2}\right) /(1+\tau)^{2}-1 .
\end{aligned}
$$

Now let $X_{1}, \ldots, X_{r}, K_{1}, \ldots, K_{r}, L_{1}, \ldots, L_{s}$ and a $\tau$-isomorphism $T$ : $V \rightarrow W$ be given. We claim that $K \underset{T}{\underset{T}{\alpha}} L$, i.e.

$$
\alpha_{k}:=\inf _{l} \sup \{\|(T f)(l)\| \mid f \in V, f(k)=0,\|f\| \leq 1\}<\alpha
$$

for every $k \in K$. We will show that $t<\alpha_{k}$ implies $t \leq 2 \alpha^{\prime \prime}$ so that $\alpha_{k} \leq 2 \alpha^{\prime \prime}<\alpha$. Let $k$ and such a $t$ be given and fix any function $f_{0} \in V$ with $\left\|f_{0}\right\|=\left\|f_{0}(k)\right\|=1$. The set $\tilde{L}_{\tau}:=\left\{l \mid\left\|T f_{0}(l)\right\| \geq \tau\right\}$ is compact so that we find $f_{1}, \ldots, f_{n} \in V$ with $\left\|f_{i}\right\| \leq 1, f_{i}(k)=0$, $\max _{i}\left\|T f_{i}(l)\right\|>t$ for every $l \in \tilde{L}_{\tau}$.

Since all these $f_{i}$ vanish at $k_{0}$ it is possible to choose an $h \in C_{0} K$ with $\left\|h f_{i}\right\| \leq \tau,\|h\|=-h(k)=1,\left\|\Theta f_{i}-h f_{0}\right\| \leq 1+\tau$ for $i=1, \ldots, n$ and $|\Theta|=1$.

We have $\left\|f_{0}-h f_{0}\right\|=2$ so that there is an $l_{0} \in L$ with $\|\left[T f_{0}-\right.$ $\left.T\left(h f_{0}\right)\right]\left(l_{0}\right) \| \geq 2 /(1+\tau)$ which yields

$$
\left\|\left[T\left(h f_{0}\right)\right]\left(l_{0}\right)\right\|, \quad\left\|\left(T f_{0}\right)\left(l_{0}\right)\right\| \geq\left(1-2 \tau-\tau^{2}\right) /(1+\tau)
$$

(note that $\left.\left\|T\left(h f_{0}\right)\right\|,\left\|T f_{0}\right\| \leq 1+\tau\right)$. Therefore in particular $l_{0} \in \tilde{L}_{\tau}$, and we find an $i_{0} \in\{1, \ldots, n\}$ with $\left\|\left(T f_{i_{0}}\right)\left(l_{0}\right)\right\|>t$. $l_{0}$ lies in one of the $L_{\sigma}$, and we consider two cases.

Case 1. $\sigma \in\{1, \ldots, \hat{s}\}$.
We know that $\left\|\Theta f_{i_{0}}-h f_{0}\right\| \leq 1+\tau$ for all $|\Theta|=1$, i.e. with $x_{0}:=$ $\left[T\left(h f_{0}\right)\right]\left(l_{0}\right), x:=\left(T f_{i_{0}}\right)\left(l_{0}\right)$ we have

$$
\begin{aligned}
\left(1-2 \tau-\tau^{2}\right) /(1+\tau) & \leq\left\|x_{0}\right\| \leq(1+\tau)^{2} \\
t & <\|x\| \\
\left\|\Theta x-x_{0}\right\| & \leq(1+\tau)^{2} \quad(\text { all }|\Theta|=1) .
\end{aligned}
$$

By the choice of $\tau$ this implies $\|x\| \leq 2 \alpha^{\prime \prime}$, and thus $t \leq 2 \alpha^{\prime \prime}$ as claimed.
Case 2. $\sigma \in\{\hat{s}+1, \ldots, s\}$.
The operator $M_{h}: V \rightarrow V, f \mapsto h f$, belongs to $\operatorname{Mult}_{0}(V)$ so that $R:=T M_{h} T^{-1}$ lies in $\operatorname{Mult}_{2 \tau+\tau^{2}}(W) \subset \operatorname{Mult}_{\varepsilon}(W)$.

With $g_{0}:=T f_{0} /\left\|T f_{0}\right\|$ we have $R g_{0}=T\left(h f_{0}\right) /\left\|T f_{0}\right\|$ and consequently $\left\|\left(R g_{0}\right)\left(l_{0}\right)\right\| \geq\left(1-2 \tau-\tau^{2}\right) /(1+\tau)^{2}=1-\eta_{\tau}$. On the other hand we know that $\left\|h f_{i_{0}}\right\| \leq \tau$ so that $\left\|R\left(T f_{i_{0}}\right)\right\|=\left\|T\left(h f_{i_{0}}\right)\right\| \leq \tau(1+\tau)$.

Now Corollary 3.5 comes into play. Since $R \in \operatorname{Mult}_{\varepsilon}(W)$ and $\operatorname{Mult}_{\varepsilon}\left(Y_{\sigma}\right) \subset\left(\operatorname{KId}_{Y_{\sigma}}\right)_{\alpha^{\prime}}$ it follows that

$$
\begin{aligned}
t<\left\|T f_{i_{0}}\left(l_{0}\right)\right\| & \leq\left(2 \alpha^{\prime}+4 \varepsilon+\eta_{\tau}\right)\left\|T f_{i_{0}}\right\|+\left\|R\left(T f_{i_{0}}\right)\right\| \\
& \leq\left(2 \alpha^{\prime}+4 \varepsilon+\eta_{\tau}+\tau\right)(1+\tau) \leq 2 \alpha^{\prime \prime},
\end{aligned}
$$

and this completes the proof.
We now turn to some interesting consequences which can be derived very simply by combining Theorem 2.4 or Theorem 2.5 with Theorem 3.2, Theorem 3.3, the remarks following Definition 1.5 and, of course, Theorem 4.1.
4.2. Theorem. Suppose that $\min \left\{\alpha_{1}(X), 2 \alpha_{2}(X)\right\}<\frac{1}{2}$ for $X=$ $X_{\rho}(\rho=1, \ldots, r)$ and $X=Y_{\sigma}(\sigma=1, \ldots, s)$.

Then there is a $\tau>0$ such that the existence of a $\tau$-isomorphism

$$
T: C_{0}\left(K_{1}, \ldots, K_{r} ; X_{1}, \ldots, X_{r}\right) \rightarrow C_{0}\left(L_{1}, \ldots, L_{s} ; Y_{1}, \ldots, Y_{s}\right)
$$

implies that $K_{1} \dot{\cup} \cdots \dot{\cup} K_{r} \cong L_{1} \dot{\cup} \cdots \dot{U} L_{s}$.
4.3. Theorem. Suppose that $\min \left\{\alpha_{1}(X), 2 \alpha_{2}(X)\right\}<\frac{1}{2}$. Then there is $a \delta>0$ such that

$$
d\left(C_{0}(K, X), C_{0}(L, X)\right) \geq 1+\delta
$$

for arbitrary $K, L$ with $K \neq L$.
4.4. Theorem. Suppose that $\alpha_{1}(X)=\alpha_{2}(X)=0$ for $X=X_{\rho}(\rho=$ $1, \ldots, r)$ and $X=Y_{\sigma}(\sigma=1, \ldots, s)$. Suppose further that $d\left(X_{\rho}, X_{\rho^{\prime}}\right)$, $d\left(Y_{\sigma}, Y_{\sigma^{\prime}}\right)>1$ for $\rho \neq \rho^{\prime}, \sigma \neq \sigma^{\prime}$. Then for every $\delta>0$ there exists a $\tau>0$ such that the following holds: whenever

$$
T: C_{0}\left(K_{1}, \ldots, K_{r} ; X_{1}, \ldots, X_{r}\right) \rightarrow C_{0}\left(L_{1}, \ldots, L_{s} ; Y_{1}, \ldots, Y_{s}\right)
$$

is a $\tau$-isomorphism, then $r=s$, and there is a bijection $\omega:\{1, \ldots, r\} \rightarrow$ $\{1, \ldots, s\}$ with $K_{\rho} \cong L_{\omega(\rho)}$ and $d\left(X_{\rho}, Y_{\omega(\rho)}\right) \leq 1+\delta$ for every $\rho$.

Note. In particular this can be applied to such situations where for every $\tau>0 \tau$-isomorphisms exist. Then $d\left(X_{\rho}, Y_{\omega(\rho)}\right)=1$ for all $\rho$.
5. Isomorphic Banach-Stone theorems. We now state our main results on isomorphic Banach-Stone theorems. They appear as special cases of our more general approach.
5.1. Theorem. Each of the following conditions implies that $X$ has the isomorphic Banach-Stone property:
(i) $\min \left\{\alpha_{1}(X), 2 \alpha_{2}(X)\right\}<\frac{1}{2}$;
(ii) $X$ is of the form $\prod_{\rho=1}^{r \infty} X_{\rho}^{n_{p}}$, where $d\left(X_{\rho}, X_{\rho^{\prime}}\right) \geq 1+\delta_{0}$ for a suitable $\delta_{0}>0$ and all $\rho \neq \rho^{\prime}$. Further $\min n_{\rho}=1$ and

$$
\max _{\rho} \min \left\{\alpha_{1}\left(X_{\rho}\right), 2 \alpha_{2}\left(X_{\rho}\right)\right\}<1-\left(1+\delta_{0}\right)^{-1 / 2} \approx \delta_{0} / 2
$$

Proof. One only has to note that $C_{0}\left(K, \Pi X_{\rho}^{n_{\rho}}\right)$ can be identified with $C_{0}\left(n_{1} K, \ldots, n_{r} K ; X_{1}, \ldots, X_{r}\right)$; here $n K$ stands for the disjoint union of $n$ copies of $K$.
5.2. Theorem. Each of the following conditions implies that $X$ has the strong isomorphic Banach-Stone property:
(i) $X$ is uniformly smooth;
(ii) $X$ is uniformly convex;
(iii) $X$ is finite-dimensional with $\operatorname{Mult}(X)=\mathbf{K I d}_{X}$;
(iv) $\min \left\{\alpha_{1}(X), 2 \alpha_{2}(X)\right\}=0$;
(v) $\alpha(X)=0$.

Proof. In view of Theorem 3.3, the remark following Definition 1.5, Theorem 3.2(ii), and Theorem 4.1 it suffices to prove (v). Let $\varepsilon>0$ be given and $\alpha>0$ so small that $(1+\alpha)^{2} /(1-2 \alpha(1+\alpha)) \leq 1+\varepsilon$. Choose $\tau>0$ for this $\alpha$ according to 2.3, where $\tau \leq \alpha$. Now let any $\tau$ isomorphism $T: C_{0}(K, X) \rightarrow C_{0}(L, X)$ be given. With $\varphi$ and $\left(S_{k}\right)_{k \in K}$ as in the discussion leading to Theorem 2.5 we define $T_{k}:=S_{k}$.

The $T_{k}$ are isomorphisms, and

$$
\left\|T_{k}\right\|\left\|T_{k}^{-1}\right\| \leq(1+\tau)^{2} /(1-2(1+\tau) \alpha) \leq 1+\varepsilon .
$$

It remains to prove that $\left\|T f(\varphi(k))-T_{k} f(k)\right\| \leq \varepsilon$ for all $k$ and $f$ with $\|f\| \leq 1$. Let such $f$ and $k$ be given. With $\varphi(k)=: l$ we have $k \xrightarrow[T]{\alpha} l$ and $\left[f(k)^{\sim}-f\right](k)=0$. Thus

$$
\left\|T_{k}(f(k))-T f(\varphi(k))\right\|=\left\|T\left[f(k)^{\sim}-f\right](l)\right\| \leq 2 \alpha \leq \varepsilon
$$

which completes the proof.
5.3. Theorem. Let $X$ be a Banach space which can be written as $X=\prod_{\rho=1}^{r} X_{\rho}^{n_{\rho}}$, where $d\left(X_{\rho}, X_{\rho^{\prime}}\right)>1$ for $\rho \neq \rho^{\prime}$ and $\alpha\left(X_{\rho}\right)=0$ for $\rho=$ $1, \ldots, r$. We emphasize that this is possible for every finite-dimensional space (combine Theorem 3.2 (ii) with Proposition 5.1 in [6]) but also surely for many other spaces.
(i) $X$ has the isomorphic Banach-Stone property iff $\min n_{\rho}=1$.
(ii) $X$ has the strong isomorphic Banach-Stone property iff $r=n_{1}=$ 1.

Proof. (i) If $\min n_{\rho}=1$ then $X$ has the Banach-Stone property by Theorem 5.1. If $\min n_{\rho}>1$ then $X$ does not even have the usual Banach-Stone property since there are non-homeomorphic $K, L$ with $n K \cong n L$ for every $n \geq 2$ (so that for these $K, L$ we have $K \neq L$ but $\left.C_{0}(K, X) \cong C_{0}(L, X)\right)$; see [4], Corollary 11.15.
(ii) One implication is proved in Theorem 5.2.

Conversely, if $r>1$ or $r=1$ and $n_{1}>1$ then $X$ can be written as $J \oplus_{\infty} J^{\perp}$ for suitable nontrivial subspaces $J, J^{\perp}\left(\oplus_{\infty}\right.$ denotes the $L^{\infty}{ }_{-}$ direct sum). With $K=L=\{1,2\}$ we identify $C_{0}(K, X)$ and $C_{0}(L, X)$ with $J \oplus_{\infty} J \oplus_{\infty} J^{\perp} \oplus_{\infty} J^{\perp}$. An isometry $T$ on this space is defined by $\left(j_{1}, j_{2}, j_{1}^{\perp}, j_{2}^{\perp}\right) \mapsto\left(j_{1}, j_{2}, j_{2}^{\perp}, j_{1}^{\perp}\right)$. It is plain that for no choice of $\varphi:\{1,2\} \rightarrow\{1,2\}$ and isomorphism $T_{k}$ can the map $T$ be approximated such that $T f(\varphi(k))-T_{k}(f(k))$ is small for all $k \in\{1,2\}$ and $f$ with $\|f\|=1$ (since $T f(\varphi(k))$ can be large with $f(k)$ small). Therefore $X$ (and more generally every $X$ with a nontrivial $M$-summand) fails to have the strong isomorphic Banach-Stone property.
6. Isomorphisms which are close to isometries. Let $X$ be a Banach space with $\alpha(X)=0$ and $K$ a compact space.

We choose an $\alpha>0$ and an admissible $\tau>0$ for this $\alpha$ (as in 2.3) and suppose that $T: C(K, X) \rightarrow C(K, X)$ is a $\tau$-isomorphism. We are going to investigate whether $T$ is close to an isometry. Let $\varphi$ be defined as in Theorem 2.4, and for simplicity we will assume for the moment that $\varphi=\operatorname{Id}_{K}$. Thus $T$ is a $\tau$-isomorphism with

$$
f(k)=0 \Rightarrow\|(T f)(k)\| \leq \alpha\|f\| .
$$

We consider maps $T_{k}: X \rightarrow X, x \mapsto(T \mathbf{x})(k)$, where $\mathbf{x}$ denotes the constant function $x$ (the $T_{k}$ are just the $S_{k}$ of $\S 2$, where $h=\mathbf{1}$ ). Then, as it is shown in $\S 2$, the $T_{k}$ are isomorphisms on $X$ with

$$
\left\|T_{k}\right\| \leq 1+\tau, \quad\left\|T_{k}^{-1}\right\| \leq \frac{1+\tau}{1-2(1+\tau) \alpha} .
$$

Now consider the operator $\prod T_{k}$.
Since $k \mapsto T_{k}$ is continuous with respect to the strong operator topology (this can not be guaranteed in the general situation of §2) this operator is well-defined on $C(K, X)$.

Suppose it would be possible to find isometries $I_{k}$ on $X$ with $T_{k} \approx I_{k}$ and $k \mapsto I_{k}$ strongly continuous (so that $\Pi I_{k}$ would be a well-defined isometry on $C(K, X)$ ). Then $T \approx \Pi T_{k}$ and $\Pi T_{k} \approx \Pi I_{k}$, so that $T$ would be close to an isometry.

Thus the main difficulty in this approximation problem is to approximate a continuous family of near-isometries continuously by isometries.

To treat this more precisely it is useful to introduce the following
6.1. Definition. Let $X$ be a Banach space and $\eta>0$. ${\operatorname{By~} \operatorname{Iso}_{\eta}(X)}^{(X)}$ we mean the collection of all isomorphisms $T: X \rightarrow X$ which are $\eta$-isomorphisms, i.e. $(1 /(1+\eta))\|x\| \leq\|T x\| \leq(1+\eta)\|x\|$.

We suppose that for every $\varepsilon>0$ there is an $\eta>0$ with

$$
\operatorname{Iso}_{\eta}(X) \subset\left(\operatorname{Iso}_{0}(X)\right)_{\varepsilon},
$$

which is certainly true for finite-dimensional spaces (note that $\bigcap_{\eta>0} \operatorname{Iso}_{\eta}(X)=\operatorname{Iso}_{0}(X)$ and apply a compactness argument).

Then returning to the preceding discussion, we could choose $I_{k} \in$ $\operatorname{Iso}_{0}(X)$ for every $k$ such that $\left\|T_{k}-I_{k}\right\| \leq \varepsilon$ (provided that $\tau$ was so small that $T_{k} \in \operatorname{Iso}_{\eta}(X)$ ). There seems, however, to be no general strategy to guarantee that the choice of these $I_{k}$ leads to a continuous family $k \mapsto I_{k}$.

We restrict ourselves by giving a sufficient condition:
6.2. Theorem. Let $X$ be a Banach space with $\alpha(X)=0$. Further suppose that for every $\tilde{\varepsilon}>0$ there is an $\eta>0$ such that
(i) $\operatorname{Iso}_{\eta}(X) \subset\left(\operatorname{Iso}_{0}(X)\right)_{\tilde{E}}$,
(ii) there is a mapping $\mu: \operatorname{Iso}_{\eta}(X) \rightarrow \operatorname{Iso}_{0}(X)$ which is continuous with respect to the strong operator topology and for which $\|\mu(R)-R\| \leq$ $2 \tilde{\varepsilon}$ for every $R$.

Then $C(K, X)$ has the AI-property for every compact space $K$.
Proof. Let $\varepsilon>0$ be given. We choose $\mu>0$ and $\eta$ for $\tilde{\varepsilon}:=\varepsilon / 3$.
Now we select $\alpha>0$ with

$$
1+\alpha \leq 1+\eta, \quad \frac{1+\alpha}{1-2 \alpha(1+\alpha)} \geq \frac{1}{1+\eta}, \quad 2 \alpha \leq \frac{\varepsilon}{3}
$$

and finally $\tau>0$ with $\tau \leq \alpha$ for this $\alpha$ as in Definition 2.3. Let $T_{0}$ be a $\tau$-isomorphism on $C(K, X)$. We define $T:=T_{0} \circ I_{\varphi}$, where $\varphi$ is the homeomorphism defined by $T_{0}$ and $I_{\varphi}$ denotes the isometry $f \mapsto f \circ \varphi^{-1}$ on $C(K, X)$. Then $T$ is a $\tau$-isomorphism and we have $k \underset{T}{\underset{\sim}{\alpha}} k$ for every $k$.

Consider the $T_{k}$ as above. Then $T_{k} \in \operatorname{Iso}_{\eta}(X)$ by construction, and $k \mapsto I_{k}:=\mu\left(T_{k}\right)$ is a continuous family (continuous w.r.t. the strong operator topology) of isometries such that $\left\|\Pi T_{k}-\Pi I_{k}\right\| \leq \frac{2}{3} \varepsilon$. But $\left\|T f(k)-T_{k}(f(k))\right\| \leq 2 \alpha\|f\|$ (since $\left.(f-\mathbf{f}(\mathbf{k}))(k)=0\right)$ so that $\| T-$ $\Pi T_{k} \| \leq 2 \alpha \leq \varepsilon / 3$. This proves that $\left\|T-\Pi I_{k}\right\|=\left\|T_{0}-\left(\Pi I_{k}\right) I_{\varphi}^{-1}\right\| \leq$ $\varepsilon$, and $\left(\Pi I_{k}\right)\left(I_{\varphi}\right)^{-1}$ is an isometry on $C(K, X)$.

Therefore $C(K, X)$ has the AI-property.
It seems to be difficult to find examples. We only mention the following
6.3. Theorem. Let $X$ be a finite-dimensional Banach space such that there are isometries $I_{1}, \ldots, I_{n}$ with $\operatorname{Iso}_{0}(X)=\cup_{i}\left\{\Theta I_{i}| | \Theta \mid=1\right\}$. (This is for example the case if the unit ball of $X$ has only finitely many extreme points.) Further assume that $\operatorname{Mult}(X)$ is trivial so that $\alpha(X)=0$.

Then $C(K, X)$ has the AI-property for every compact space $K$.

Proof. We first note: For every $I$ with $\|I\|=1$ and $\eta>0$ there is a continuous map

$$
\mu_{I}:(\{\Theta I| | \Theta \mid=1\})_{\eta} \rightarrow\{\Theta I| | \Theta \mid=1\}
$$

with $\left\|\mu_{I}(R)-R\right\| \leq 2 \eta$ for every $R$ (this is trivial if $\mathbf{K}=\mathbf{R}$ and easy if $\mathbf{K}=\mathbf{C}$ ).

It is now immediate how Theorem 6.2 can be applied: choose a minimal number of $I_{1}, \ldots, I_{n}$ and consider only such $\tilde{\varepsilon}$ where the $\left(\left\{\Theta I_{i}| | \Theta \mid=1\right\}\right)_{\tilde{\varepsilon}}$ are pairwise disjoint so that $\mu$ can be defined by gluing together the $\mu_{I_{i}}$.

As an important special case we mention the case $X=\mathbf{K}$. Here, however, it is easy to be more explicit, and one obtains
6.4. Corollary. For every $\tau$-isomorphism $T$ on a $C K$-space there is an isometry $I$ with $\|T-I\| \leq 3\left(\tau+\tau^{2}\right)$.

Finally it should be noted that there seems to be no possibility to treat similarly the case of $C_{0}(K, X)$ with locally compact $K$. The difficulties arise from the fact that in the definition of the $T_{k}$ we have to choose an element $h$ of $C_{0}(K)$ which is one at $k$ and this is not the same $h$ for all $k$ in the non-compact case. Of course something can be said if one has partitions of unity, but nothing up to now for
arbitrary $K$. It is even not obvious how to treat the case $X=\mathbf{K}$ in general. If $\mathbf{K}=\mathbf{R}$ one has an analogue of Corollary 6.4 for arbitrary $C_{0} K$-spaces; the case $\mathbf{K}=\mathbf{C}$ however leads to the following problem: Let $K$ be locally compact and $T: C_{0} K \rightarrow C_{0} K$ a $\tau$-isomorphism. Suppose that for every compact $D \subset K$ there is a continuous function $h_{D}: D \rightarrow\{\Theta| | \Theta \mid=1\}$ with $\left\|\left.T f\right|_{D}-\left.h_{D} f\right|_{D}\right\| \leq \varepsilon\|f\|$ for every $f$. Is it possible to find a continuous $h: K \rightarrow\{\Theta| | \Theta \mid=1\}$ with $\|T f-h f\| \leq 2 \varepsilon\|f\|$ for all $f$ ?

Acknowledgments. I am grateful to the referee for drawing my attention to Jarosz' paper [17]. Globevnik's paper [14] was made available to me by D. Werner. The results proved there-together with our theorems-have the surprising consequence that all complex $L^{1}$-spaces have the strong isomorphic Banach-Stone property.
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