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SOME RESULTS ON SPECKER'S PROBLEM

ARTHUR W. APTER AND MOTI GITIK

Say that the Specker Property holds for a well ordered cardinal
N, and write this as SP(N), if the power set of N can be written as
a countable union of sets of cardinality N. Specker's Problem asks
whether it is possible to have a model in which SP(tt) holds for every N.
In this paper, we construct two models in which the Specker Property
holds for a large class of cardinals. In the first model, SP(tt) holds for
every successor K. In the second model, SP(tt) holds for every limit N
and for certain successor N's.

In 1957, Specker [13] stated the following question (which will
henceforth be referred to as Specker's Problem): Is it consistent with
the axioms of ZF to have, for each ordinal α, a countable sequence
(An: n < ω) of subsets of 2K so that \An\ = Nα for all n and 2*« =
\Jneω AnΊ Since the existence of one ordinal a so that 2*a is a count-
able union of sets of cardinality Nα implies that Nα+i is singular, a
model in which the above holds would be one in which the Axiom of
Choice is false. Indeed, it can easily be seen that in such a model,
ACω is false.

Levy [9], shortly after the invention by Cohen of forcing, con-
structed a model in which 2**° is a countable union of countable sets. A
later result on Specker's Problem was obtained in [6], in which it was
shown that, relative to the existence of a proper class of strongly com-
pact cardinals, it is consistent for every infinite set to be a countable
union of sets of smaller cardinality.

Unfortunately, we still do not know whether Specker's Problem is
consistent. In this paper, we will prove the following two theorems,
each of which provides a partial answer to Specker's Problem for a
large class of cardinals.

THEOREM 1. Con(ZFC + There exists a regular limit of supercom-
pact cardinals) => Con(ZF + For every successor ordinal a, 2HQ is a
countable union of sets of cardinality Nα).

THEOREM 2. Con(ZFC + GCH + There is a cardinal K which is
22lκ ω]<ω supercompact) => Con(ZF + For every limit ordinal λ, 2*λ is a
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countable union of sets of cardinality Hλ + For every successor ordinal
a so that α = 3n, 3n + 1 , λ+3n, or λ + 3n + 2, where λ is a limit ordinal
and n e ω, 2*n is a countable union of sets of cardinality Nα).

The techniques used in the proofs of the above two theorems can
be used to establish additional results on Specker's Problem. For ex-
ample, it is possible to establish the relative consistency of the theory
"ZF + For every successor ordinal α, 2**° is a countable union of sets
of cardinality #a + For every limit ordinal λ so that λ = λf + ω where
λf is a limit ordinal, 2*λ is a countable union of sets of cardinality #λ

n.
However, as the proofs of such results involve amalgamations of the
aforementioned techniques which are well illustrated by the proofs of
Theorems 1 and 2, only the proofs of these theorems will be given
here.

Note that some sort of strong hypotheses will be needed in order
to prove the above theorems, since as previously mentioned, if 2**α

is a countable union of sets of cardinality Nα, Nα+i is singular with
cofinality ω. Thus, if Nα and Nα+i are both so that 2*a is a countable
union of sets of cardinality Nα and 2*a+ι is a countable union of sets of
cardinality Nα+i, Nα+i and Nα+2 both have cofinality ω. This implies
the existence of inner models with measurable cardinals of high order.

The proofs of Theorems 1 and 2 will use the Easton iteration of
partial orderings which satisfy the Prikry property developed in [7].
Before beginning the proofs of these theorems, however, we will briefly
give some background information and preliminaries.

Our set theoretic notation is relatively standard. When a < β are
ordinals, [a,β], [a,β), {a, β], and {a,β) are as in standard interval
notation. When x is a set, x is the order type of x. For our forcing
notation, however, we adopt the notation of [12], and say that for p
and q forcing conditions, q¥ p means that q contains more informa-
tion than p. For φ a statement in the appropriate forcing language,
p\\φ means that p decides φ.

Two partial orderings will be of particular importance in the proof
of Theorems 1 and 2, namely the Levy collapse and supercompact
Prikry forcing. For K < λ regular cardinals, Co\(κ,λ) is the Levy
collapse of λ to κ + , i.e., Col(/c,λ) = {/: K X λ —> λ: f is a function so
that I dmn(/)| < K and /((α, β)) < β}9 ordered by q Ih p iff q D p.
The trivial condition is the empty set 0 . If β0 e [K, λ] is a regular
cardinal and p e Col(κ,λ), p \ β0 = {((a,β),v) € p: β < βo). p \
β0 is then a condition in Col(κr, βo), and for G generic on Col(ιc,Λ),
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G \ β0 = {p ί β0: p e G} is generic on CO1(JC, βo) which we may also
sometimes write as Col(κ,λ) \ βo.

Supercompact Prikry forcing is a generalization of the usual notion
of Prikry forcing which was first used by Magidor in the mid 1970's.
Let K < λ be such that K is A supercompact, and let ^ be a normal
ultrafilter on Pκ{λ) which satisfies the Jech-Menas partition property.
(See [11] for a definition of this property.) For p,q e Pκ{λ), say p ς q
iff p C q and p < qί)κ. Supercompact Prikry forcing SC(κ,λ) is then
the set of all π = (/?!,..., pn, A) where:

1. neω and A e%ί.
2. For / = 1,..., ft, Pi € A.
3. For 1 < / < j < n, Pi ς pj.
4. For each q e A, pn ς q, and \pn\ < \q\.

The sequence (p\,...,pn) is called the /?-part of π and is written p-
part(π).

I f π i = (pι,...,Pn,A) a n d π 2 = {q\,.. ,qm>B) are e l e m e n t s o f
SC(κ,λ) thenπ 2IHπi iff:

1. ft < m.
2. For / = l,...,ft, p/ = #;.
3. For / = ft + 1,..., m, qx G A.
4. BCA.

As with ordinary Prikry forcing, supercompact Prikry forcing satisfies
the Prikry property, namely for φ a statement in the forcing language
of SC(κ, λ) and π a condition, it is possible to shrink the measure 1
set to form a condition n' so that π' || φ.

If G is generic on SC(κ, λ), then the generic sequence r = (pn: n e
ω) (where pn e r iff there is some π e G so that pw is the ftth element
of p-part(π)) codes a cofinal ω sequence through λ if A is regular. In
addition, if a € [K, A] is regular, then r \ a = {pn Π α: ft € ω) codes a
cofinal ω sequence through α; when α = /c, r ί K is a Prikry sequence
through K. Also, in analogy to the Levy collapse, for a e [K, λ] regular,
we can for π = {p\, ...,pn,A) define π \ a = (p\Πα,...,pnΓ\a, A \ a)9

where A \ a = {pΠa: p G A}, π \ a is then a condition in SC(κr, a)
(which is defined using the restriction ultrafilter % \ a = {A \ a: A e
%/}), and G \ a = {π \ a: π G G} is generic on SC(κ, a) which we may
also sometimes write as SC(κ, λ) \ a.

Finally, we will say that Nα satisfies the Specker property, written
SP(Nα), if 2*a can be written as a countable union of sets of cardinality

We turn now to the proof of Theorem 1.



230 ARTHUR W. APTER AND MOTI GIΊΊK

Proof of Theorem 1. Let V N "ZFC + There exists a regular limit
of supercompact cardinals", and let αo t>e the least such limit, with
{κa: a < <*o) the sequence of supercompact cardinals whose limit is
αo As each κa is supercompact, a result in [1] shows that there is a
supercompact ultrafilter % on PKa (κa+\) with the following property
(*): % satisfies the Menas partition property, and there is a set Aa e
% so that for q e Aa9 qΓ\κa is an inaccessible cardinal, and if p, q e Aa

are so that p Πκa = q Π/cα, then \p\ = \q\. Let (%: a < α0) and
(Aa: a < ao) be such a sequence of ultrafilters % and sets Aa.

Define now a sequence (Pa: α < αo) of partial orderings as follows:

Po = Col(ω, ico).

PQ+ι =SC(κa,κa+ί)f

where each condition in Pa+\ is stronger than the trivial condition

(Φ,Aa).

pλ = Col ί ί ( J κa I , K:̂  1 for λ a limit ordinal.

V J J
ί ί ( J κa I , K:̂  1
V \a<λ J J

Note that since αo is the least regular limit of supercompact cardinals,
the definition of Pχ makes sense.

We are now in a position to define the partial ordering P which
will be used in the proof of Theorem 1. P consists of all elements
p = (pa; a < a0) of ΓL<α0

poc so that the support of p is some ordinal
< α 0 , i e > s o that 3β < a0 Vy > β [pγ is the trivial condition]. The
ordering is the componentwise one.

Let G be F-generic on P. The model for Theorem 1 will be a certain
submodel N of V[G]. The intuition behind the construction of N will
be as follows. We wish to define TV in a manner so that the κa's and
the (Uα<A κa)+*s a r e the successor cardinals and so that each of these
cardinals satisfies the Specker property. Thus, we will place in N just
enough information to be able to collapse each of the above cardinals,
preserve the fact that they indeed remain cardinals in N, and define
the sequence which witnesses the fact that they satisfy the Specker
property. For any cardinal δ which becomes a successor cardinal in
N, we will place in N for each n e ω, roughly speaking, the partial
collapse map to <5+ restricted to the nth element of the Prikry sequence
through the least κa > δ, together with the partial collapse map to γ+

restricted to the nth element of the Prikry sequence through the least
κa > y for every γ in a certain set of cardinals below δ.
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Getting specific, let for each a < α 0, Ga be the projection of G onto
PQ. Let r0 be the collapse map of KQ to ω\ generated by GQ. For λ a
limit ordinal, let rλ be the collapse map of Kχ to {\Ja<λ κa)

++ generated
by Gχ, and for β = a + 1 a successor ordinal, let Tβ = (r%: n e ω)
be the ω sequence generated by G which codes a cofinal ω sequence
through each regular cardinal in the interval [κa, κa+\]. We can now
define, for each n < ω and each β < αo>

 sn — ira \ (*£ n κa): a < β).
N will then be defined as R{ao) of the least model M of ZF extending
F which contains, for every n < ω and every β < αo, the set s/f. More
precisely, let L\ be a ramified sublanguage of the forcing language L
associated with P which contains symbols v for each v e V, a predicate
symbol _F (to be interpreted as _F(v) ^ v G F), and all symbols of the
form s^ for n < ω and β < αo As usual, we can assume that each v is
invariant under any automorphism of P. We can also assume that each
τ G L\ which mentions only s%_ is invariant under any automoφhism
π = (πa: a < ao) of P such that πa is generated by a function which
is the identity on the ordinal determined by r% n κa for a < β if there
is enough information to determine all such ordinals.

Working in V[G], we define an inner model M as follows.

Mχ = ( J Ma if A is a limit ordinal.

a+\ = {x C Afα: Λ: is definable over Afα by a term

T G I I of rank < a}.

The standard arguments will show that for N = R(αo)M, since αo
is a limit ordinal and M 1= ZF, N satisfies all axioms of ZF with the
possible exception of Replacement.

We now prove a sequence of lemmas which shows that N is the
desired model for Theorem 1.

LEMMA 1.1. Assume that x eM is a set of ordinals. Then:
(a) x e V[s%] for some n<ω and δ < α 0 .
(b) If x c ω, x e V[s%\ for some n < ω.
(c) If a < αo and x C κa, x e V[s%] for some n < ω and δ = a + 1.
(d) Ifλ < a0 is a limit ordinal and x c {\JQ<λκa)+, x e V[s%] for

some n < ω and δ = λ.
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Proof of Lemma 1.1. We will first prove (a) and then show how
(b), (c), and (d) all follow from (a). Let T G L J and p e P be such
that τ denotes x and p lh"τ c y0" for some ordinal y$. As τ G Li,
τ contains only finitely many symbols of the form s^ for n < ω and
δ < αo; using standard coding tricks, we can assume that τ mentions
only one symbol of the form sδ

n. We show that p Ih "x e K[^]."

Let p = (pa: a < α 0), where γ < α 0 is such that pa is trivial for α >
y. First, since δ < αo, we can assume without loss of generality that
γ > δ and for every a < δ, r£ is determined. (Simply extend pa for
α < δ + 1 so that the finite portion of the Prikry sequence determined
by pa has length at least n.) Next, define a function / : α 0 —> α 0 by
f(β) = rn

βnκβ for /? < δ, f(λ) = (U α < Λ **)+ for A > 5 a limit ordinal,
and for β=a+l>δa successor ordinal, f{β) = κa. Our first claim
is that if q — (qa: a < αo), s = (sa: a < of0), q \\- p, s h p are such
that Vα < a0 [qa \ f{ά) = 5α f /(α)], then for any β0 < γ0, if q Ih
6^o € τ", 5 lh"^o e τ."

The proof of this claim is very similar to the proofs of Lemmas 1.1
and 1.6 of [1]. Specifically, if the claim is false, then let r° = (u%: a <
a0) be such that r° Ih s and r° Ih "β0 φ τ." For each successor a = β+l,
a < αo, let uι

a G Pa be such that ua Ih qa and so that for (if,..., φ
the /7-part of u\ and (ff,..., if) the ,p-part of w°, tjnf(a) = ijnf(a)
for 7 = 1,..., /:. Form a condition r 2 = (H£: α < αo) by w2 = ŵ  if
α is a successor ordinal and w2 = qa if α is a limit ordinal or α = 0.
Clearly, r 2 Ih q and r 2 Ih "/?0 € τ."

We define now an automorphism π = (π α : α < α0) of P so that
π(r 2) is compatible with r° and π(r 2) lh"/?0 e τ". If A = 0 or λ is a
limit ordinal, then by the homogeneity of the Levy collapse, we can
let πx be any automorphism of Pχ so that πχ{uj) is compatible with
u°λ and πλ is generated by a function which is the identity on f(λ). If
a = β + I is a successor ordinal, then as in [3] or [1], Lemma 1.6, let
πa be an automorphism so that πa(ul) is compatible with u% and πa

is generated by a function which is the identity on /(α). π = (πa: a <
αo) is thus an automorphism of P so that π(r 2) is compatible with r°,
and by the invariance properties of τ, n(r2) Ih "/?0 € τ". Since π(r2) is
compatible with r° and r° Ih "/?0 ̂  τ", this is a contradiction. Thus, if
q = (qa: a < α 0), s — (sa: α < α 0), ̂  Ih ̂ , s Ih /? are such that Vα < α 0

[qa \ /(α) = sa \ /(α)], then if q Ih "β0 e τ", .y Ih "β0 e τ". Now, if we
define y = {p < γ0: 3q Ih p[ήr = (qa: a < α 0), ^ t /(α) e Ga \ /(α),
and q Ih "/? G τ"]}, then using the preceding fact, we can argue as
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in Lemma 1.1 of [1] and show that x = y. Since y is definable in

ΠΓL<αo G« t /(<*)], this shows that x e ΠΓL<*0 Ga \ f(a)].
We next show that x e ΠΓL<<* G<* t /(<*)!• Since each (?α f /(α)

is recoverable from ra \ (r£ Π κ;α), this will show that x G F [ ^ ] . To
show that x e V[Y\a<s Ga \ /(α)] we again argue as in Lemma 1.6
of [1]. Specifically, we know that for any successor a = β + 1 > δ,
Pa \ f{cή is supercompact Prikry forcing on PKβ(Kβ) defined using the
measure Wβ \ Kβ = {A \ Kβ: A e %ίβ}. It is well known that this partial
ordering is canonically isomorphic to ordinary Prikry forcing Pa on
Kβ defined using the canonical normal ultrafilter on Kβ generated by
Wβ \ κβ. Call this normal ultrafilter &J. If we let Pa

f = {{s,S): s e
[Kβ]<ω& S e %ίβ} ordered as in ordinary Prikry forcing, i.e., if we
define P" as in ordinary Prikry forcing except that it is not necessarily
the case that \Js < f)S, then as in [5] and Lemma 1.6 of [1] we can
without loss of generality replace P^ with P"

Now let σ be a canonical term for x in the forcing language associ-
ated with

Q = \[P«\fi«)χ Π p"
a<S {αE[(5+l,αro): a is a successor ordinal}

x Π pλ r /w
{λe[δ-\-l,Qo): λ is a limit ordinal}

Define a term η in the forcing language associated with Y[oc<δ Pa \ f{&)
by p = (pa: a < δ) h "p e η" iff {pa: ot < a0) Ih "p e σ'\ where for
OL > δ + 1, pa is the trivial condition. Clearly, η will denote a set in
J'ΊΠCKJ <̂* Γ f(a)] which is a subset of x. The proof will be complete
if we can show that \\-Quσ c η".

To this end, let q = (qa: a < a0) Ih "/? G σ". It suffices to show that
r = (qa: a < δ) x (ra: a > δ) Ih "/> G σ", where for a > δ, fa is the
trivial condition. If this is not the case, then let s = (sa: oc < α0) Ih r
be such that s Ih "/> £ σ", and let β e {δ, a0) be such that for all γ > β,
sγ and qγ are the trivial condition. Without loss of generality, assume
that for all successors δ < γ < /?, the /7-parts of sγ and qγ have the
same length.

We construct now an automorphism ψ = (ψa: a < a0) of Q as
follows. For ordinals a > β, ordinals a < δ, and limit ordinals a e
(δ, β) let ψa be the identity. (Note that for a e (δ,β) a, limit ordinal,
Pα \ f{θί) is the trivial partial ordering.) For α E (δ, β) a successor
ordinal, as in Lemma 1.6 of [1] let ψα be an automorphism of P" so
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that ψQ{sa) is compatible with qa and ψa is generated by a function
which is a permutation of κy for a = γ+1. ^ = (^α: a < a0) is then an
automorphism of Q so that ψ(s) is compatible with q, and since we can
assume that σ is invariant under any automorphism generated by ψa*s
as just defined, ψ(s) Ih "/? έ̂ σ" and # Ih"/? E σ". This contradiction
shows that x e V[s%].

To show (b), (c), and (d), let σ be either ω, κα, or (\Ja<χKa)
+

9

 a n ( *
let y be such that x C σ and x € K[s«]. If y < δ for δ as defined in (b),
(c), and (d), then the proof is complete, since V[sζ] C V[s%]. Thus,
assume that γ > δ. As in part (a), we know that x e ΠΓL<y Ga \ /(<*)]
for / as defined previously. We show that x e V[s%] by showing that

ΠΠα< 7 Ga \ /(»)] and ΠΠα<<$ G<* t / ( α ) l c o n t a i n t h e s a m e subsets
of σ and then using the identification of K[Πα<j Ga \ f{a)] with

V[sδ

nl

To this end, we need to show that forcing over F[Πα<<5 Ga \ /(»)]

with Παe[J+i,y] ̂ α 1̂  f(a) a ^ s n o n e w subsets of σ. Wrife

1 1 Γ<* ' J^a)

ae[δ+l,γ]

as Q' x Q", where

Q' =
{a: aG[δ+\,γ] and a is a successor ordinal}

and

<r= Π ^
{Λ: A€[^+l,y] and A is a limit ordinal}

This factorization generates a factorization of Παe[<5+i,y] Ga \ f(®)
into G' x G". Since each λ so that P^ ί f(λ) is a component partial
ordering of Q" is > J, the closure properties of the Levy collapse and
the definition of Q" ensure that the subsets of σ in V[G"] and V are the
same. Further, by the definition of / and each Pη, for a = β+1 a fixed
but arbitrary successor ordinal in [δ + l,y], | Π ^ < ^ ^ f /(^)l < κβ-
Also, if A > a is a limit ordinal, the closure properties of the Levy
collapse and the definition of P ensure that each Pλ \ f(λ) is (at least)
22/('° closed. Thus, since Pα t /(«) is a supercompact Prikry partial
ordering on PKβ(f(a)) with |P α f f(a)\ < 22/(a), an application of the
closure properties of

π
{λ: λe[a,γ] and λ is a limit ordinal}



SOME RESULTS ON SPECKER'S PROBLEM 235

followed by an application of the Levy-Solovay results [10] shows that
yQ'"xIlη<β

piMi) |= "pa i / ( α ) i s a partial ordering which satisfies the
Prikry property and adds no new bounded subsets to κβ". Thus, Qf

can be regarded in V[G"] as a full support iteration of partial orderings
each of which satisfies the Prikry property and adds no new bounded
subsets to Kj, so since α 0 is the least regular limit of supercompact
cardinals, the result of [7] shows that forcing over V[G"] with Q
adds no new bounded subsets to κδ, i.e., since σ < κδ, V[G"][G'] =
V[G'][G"] = V[Y[ae[S+lγ] Ga \ f(ά)] »= "The subsets of σ are the same
as those in F". Thus, any new subsets of σ in F[Π α < } ; Ga \ f{a)]
are generated by forcing over V[Y\ae[Mγ] Ga \ f{a)] with Y\a<δ p<* \
/(α), i.e., since

V

ae[δ+\,γ]

Π G° r /(«)
a<δ

Π G- r /(«) Π G« r /(«)= V

forcing over F[ΠQ<^ Gα t /(«)] with ΓLep+i.y] P« ^ / ( α ) a d d s n o n e w

subsets of σ. Thus, xGK[iJ] . This proves Lemma 1.1. D

LEMMA 1.2. For σ = κa or σ = (Ua<xKa)
+, λ a limit ordinal, N 1=

"σ is a cardinal".

Proof of Lemma 1.2. For δ as in Lemma 1.1, since TV C M and
σ < α 0, Lemma 1.1 shows that i f x C σ and x e N then x e K[^] for
some n e ω. Let / be as in Lemma 1.1. By the identification of V[s%]

with K[ΓL<<ί G - r /(*)] , view K[^] as K[C?̂  t f(δ)][Ua<δ G« \ f^)l
If a = κα, then 5 = α + 1 and P$ \ f{δ) is a supercompact Prikry

ordering on PKa(f{δ)). This means that F[G^ \ f{δ)] N "κα is a car-
dinal and | Π / < ^ ^ \ f(β)\ < κ«", so V[s*] 1= "?cQ is a cardinal".
Thus, no subset of κa in TV can code a collapsing map of κα, i.e., N 1=
"κ;α is a cardinal". If σ = 0Ja<λκa)+, then <5 = A, and P# \ f(δ)
is Co\(([Ja<λκa)+, f(λ)). Therefore, by the definition of P and /,
v\Gχ ί /(A)] N u σ is a regular cardinal and for each a < A, Pa \ f(a)
is κ:(α)-c.c. for some κ{a) < \Ja<λκa which depends on Pa \ /(α)",
so by the definition of Pa \ /(α), V[Gλ \ /(A)] N "All antichains in

Π o < ^ α Γ /(«) have size < U α ^ ^ " - τ h i s m e a n s t h a t vi4] ^ "σ is
a cardinal". The exact same reasoning as before shows N t= "σ is a
cardinal". This proves Lemma 1.2. D
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LEMMA 1.3. Every successor cardinal in N is either a κa or a

{{Ja<λ κ « ) + for s o m e timit ordinal λ < α 0.

Proof of Lemma 1.3. Since N = R(ao)M, it suffices to show that any
successor cardinal κ+ in M below αo is either κa or a {\Ja<λ κ<*)+ f°Γ

some limit λ < c*o To show this, we argue by contradiction. Assume
κ+ is the least successor cardinal in M below α 0 which does not satisfy
this property. Consider two cases.

Case 1. K = {δ+)M for some cardinal δ < α 0 . By the leastness
of κ + , K is either a κa or a ( U C K A ^ ) * f°Γ s o m e limit A < α 0 . If
K = κa for some α < α 0, then by the definition of M for each n e ω

ί (f"+i n κ«+i)] £ M A s i n I1] a n d Pl» b y t h e f a c t t h a t

is generic for supercompact Prikry forcing on PKa(κa+\)9 V[ra+\ \
n κ<*+i)] ^ "There are no cardinals in the interval (κa, (r^+1 Π
]". Since ( ( ^ + 1 Π ιcα +i): « e ω) is cofinal in κa+\, M 1= "There

are no cardinals in the interval (κa, κa+\)n. By Lemma 1.2, Λf N
"κQ+ι is a cardinal", s o M N "κQ+\ = κ+". If K = (Uα<Aκ«)+ for
some limit λ < αo, then again by the definition of M for each n e ω
vVλ \ ir" n K^)] C Λf. Since rλ is generic for Col((|Jα<A κaV> Kχ) and
(rj1 Π Kχ: n e ω) is cofinal in jq, V[rλ \ (rj1 n /ĉ )] \= "There are no
cardinals in the interval ((\Ja<λκ<*)*> (rλ n κ λ ) ) " a n ( l M ^ "There are
no cardinals in the interval {([ja<χKa)

+

fκλy\ By Lemma 1.2, M N
"κλ is a cardinal", so M \= "κλ = ((Uα<Λ^) + ) + " τ h u s ' i f * = ( < H M

for some cardinal δ < αo, then (κ+)M = κα for some a < a^.

Case 2. K < αo is a limit cardinal in Λ/. There must be unboundedly
many κα 's below K, for if cr < K is a bound on the JC^'S, then the
cardinal (in V or M) (σ++)M is below K: and is neither a κα nor a
(U α < λ /c α ) + , contradicting the leastness of κ+. We can thus write, in
V9 K = Uα<Aκa f°Γ s o m e ^ < α o By Lemma 1.2, (Uα<Λκtt)+ remains
a cardinal in Λf. Since V C M, M \= " ( U < ; ι Ό + = ^ + " τ h u s > i f κ

is a limit cardinal in M and K < α 0, M N "There is a limit ordinal
λ < a0 so that κ+ = (Uα<Λκ^)+ K w τ h i s f a c t ^ together with Case 1,
proves Lemma 1.3. D

LEMMA 1.4. N \F "SP(ω), for every a < a0, SP(κa), and for every
limit ordinal λ< a0,

Proof of Lemma 1.4. Let us first consider the cardinal κa. Working
in N, let Xn = {x C κQ: x is definable using ^ + 1 } . By Lemma 1.1 and
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the fact that N = R(ao)
M, Xn e V[s%+1]. The cardinality of Xn in

V[s%+X] is some ordinal δ < (r£+/ Π κa+ϊ) < κrα+1. Since in V[s%+\] c
M δ is collapsed to κQ (this is shown by an argument similar to the
ones given in [3] and [1], Lemma 1.3), κa is a cardinal in Fls^+j], and
Xn e V[s%{] {V[s%+1] c V[s£{])9 V[s£l] N «\Xn\ = jcα \ Since any
function which is a bijection between ΛfΛ and κa must be an element
of R(ao)

vls^] C i?(α o ) M = JV, ΛΓ 1= U|XΛ| = κQ". Finally, as Lemma
1.1 and the fact that N = i?(a o ) M show that any x Cκaso that x e N
is in Xn for some n, N \= SP(κa).

Turning now to the cardinal δχ = (\Ja<λ κa)+> w e c a n a 8 a i n define
in iV Xn = {x c ^ : x is definable using 5^}. As before, Lemma 1.1
implies that Xn e V[sfa and \Xn\ in V[s*] is some δ < (rΛ

w+1 n/cΛ) < κλ.
Again, since in K[^ + 1 ] c M δ is collapsed to δχ by the Levy collapse
map generated by rλ \ (r^+ 1 Π κχ)9 V[s*+ι] 1= "δχ is a cardinal", and
V\Snλ C F [ ^ + 1 ] , K[^+il a n d M b o t h s a t i s f y Ί^/il = <V' Lemma 1.1,
the fact that N = i?(α o ) M , and the fact that R(ao)

vls^] C i?(α o ) M =
iV then again yield that N N SP(JΛ).

The proof of Lemma 1.4 is completed by noting that the argument
for SP(ιcα) works for ω by letting K-\ = ω. α

LEMMA 1.5. iVNZF.

Proof of Lemma 1.5. The proof that N t= Replacement will show
that JV N ZF. We mimic the proof of Theorem 4.2 of [8]. If Replace-
ment fails in N9 then for some set X € JV there is a class function / on
X such that f'X φ N. Since N 1= Aussonderung, we can assume with-
out loss of generality that range(/) c α 0 and range(/) is unbounded
in α o Again without loss of generality we can assume that X = R(a)
for some a < α 0, a n ^ we fix a the least such ordinal. This a cannot
be a limit ordinal, for if it were then we could construct a function
/ ' : a —• αo whose range was unbounded in α 0 . Since N C M and
M N ZF, f e M, so M N "Λ 0 is singular". By Lemma 1.1a, / ' e K[^]
for some 5 < αo The model F [ ^ ] is obtained by forcing with a par-
tial ordering Q so that \Q\ < αo, so since F N " α 0 is inaccessible",
VQ = F [ ^ ] 1= "αo is inaccessible", contradicting V[s^\ t= "o^ is sin-
gular". Thus, a = β + \ for some /?, and in Λf there is a function
/ : p(R(β)) = jR(α) —• α 0 whose range is unbounded in αo

We make now the following

Claim. For each ordinal γ < α0, R(ω + γ)N = R(ω + γ)M c
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Proof of Claim. Letting Π Π ^ o Gσ] = V9 the claim is true for γ = 0
by the absoluteness of R(ώ). If γ is a limit ordinal, then by hypothesis,
for every σ < γ, R(ω + σ)M c R(ω + σ)F[Πs<σ

 G°\ it is also true that
for every σ < y, ΠIL<σ ^ ^ ΠΠj< y <%]; therefore, for every σ < γ,

so
(J i?(ω + σ)^ = U R{ω + σ) M = R(ω + y)M

σ<y σ<γ

σ<γ σ<γ

If γ = σ + l is a successor ordinal, then by hypothesis we have

R(ω + σ)N = R{ω + σ)M C R{ω + σ)v[Rs<σ

G*\ Since I Γ W ^ I < Kσ,

V[Ylδ<σ Gδ\ ^ U/C(τ i s inaccessible", so

V
lδ<σ

If x c R(ω + σ)M is a set in M then x can be viewed as a
subset of κσ in the analogue of M constructed by forcing over
F[Πj<σ G#] with Γta<Ξ[σ,α0) Ps- The analogue of Lemma 1.1a then im-
plies that for some n,xe V[Us<σ Gδ)[G^] c V[Uδ<σ+ι Gδl i.e., that
χ ^ ^[Π^<(7+i G$\. Thus, all subsets of R(ω + σ)M in M are elements
of ^[Πj<σ+i Gδl Since

i ? ( ω + σ)M c R(ω + σ ) κ [Π,< σ ^] c R(ω

this immediately implies that

R(ω + σ + \ ) M = R{ω + γ)M = R{ω + γ)N

c i?(ω + σ +

Using the Claim and working in K[Π σ < 7 Gσ] for the y so that ω+γ —

a, for δ the cardinal < α 0 so that V[Uσ<γGy] N u |i?(α)K[Πσ<,ftl| =
δ" we can get in the analogue of M9 M*9 obtained by forcing over
^[Π σ < y Gσ] with Πσe[γ,a0)

 p° a Unction g: δ -• α 0 whose range is un-
bounded in αO Since the analogue of Lemma 1.1a will be true about
Af*, α 0 will be a regular cardinal in Af*. (In F, | Πσ<5, /σ| < «o? and
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any subset of α 0 in M* will be in a generic extension of KUI^y Gσ]
obtained by forcing with a partial ordering of cardinality < α0.) Since
α 0 is thus both regular and singular in M*9 this contradiction estab-
lishes that N 1= Replacement and proves Lemma 1.5. D

Lemmas 1.1-1.5 complete the proof of Theorem 1.

We turn now to the proof of Theorem 2. For convenience, we
restate the theorem here.

THEOREM 2. Con(ZFC + GCH + There exists a cardinal K which is
22 supercompact) => Con(ZF + For every limit ordinal λ, SP(^)+
For every successor ordinal a of the form a = 3n, 3n + 1, λ + 3n, or
λ + 3n + 2 where λ is a limit ordinal and n eω, SP(Nα)).

Proof of Theorem 2. Let V t="ZFC + K is λ0 supercompact for
λo = 22[κ+ω]<ω", and let ^ be a normal measure on Pκ{λ0). The proof
of Theorem 2 will use a modification of the models NA described in
[8] and [2]. The construction of the model M which will witness the
conclusions of Theorem 2, as in [8] and [2], will use supercompact
Radin forcing. We describe the forcing conditions below.

Let j : V —• M be the elementary embedding associated with ^ ,
where M is an inner model so that Mλ° c M. Using the embedding
j 9 we define a Radin sequence of measures μ<κ+ = (μa: a < /c+) on
R(κ+ω) by μo(x) = 1 iff (j(β): β < κ+ω) e j{x)9 and for 0 < a <
κ+, μa{x) = 1 iff (μβ β < a) G j(x). R<κ+ is supercompact Radin
forcing defined using μ<κ+, i.e., R<κ+ consists of all finite sequences
of the form {(pi, u\, C\),..., {pn, un, CΛ), (μ<κ+, C)) with the following

properties:
1. For 1 < i< j <n, Pi C pJm

2. For i < n, pi Π K is an inaccessible cardinal.
3. Pi = (PiΓiκ)+ω.
4. For / < n, Uj is a Radin sequence of measures on R(pi) with

(Wι)o a supercompact measure on PPtnκ(Pi)-
5. C, is a sequence of measure 1 sets for u\.
6. C is a sequence of measure 1 sets for μ<κ+.

7. For each p e (C)o, where (C)o is the coordinate of C so that

( Q ) € μo, U?=i Pi ς P.
8. For each p e (C)o, p = (/?Πκ)+ ω.
Properties (1) and (7) both follow from the fact that μ0 is a su-

percompact measure on Pκ{λo). Properties (4), (5), and (6) are all
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standard properties of Radin forcing. Properties (2), (3), and (8)
all follow since μo is generated by j or, equivalently, by % \ jc+ω,
so we can assume that each pt and each p e (C)o is an element
of {p G Pκ{λo): p n K is an inaccessible cardinal and pΠκ+ω =
{p(λκ)+ω} \κ+ω.

If π 0 = ((Pi,Mi,Ci),. . . ,(p Π ,M Λ ,C Λ >, (μ<κ+,C)) and πx =

((Q\>vi>Di),. >{<lm,Vm,Dm), (μ<κ+,D)) then πx Ih π 0 if the follow-
ing conditions hold.

1. For each (pj,Uj,Cj) which appears in πo there is a (#;, v, fZ), )
which appears in πi so that (#/, v/) = (/?/, i/y ) and Z>/ C C7.

2 . D C C .
3. n < m.
4. If (gh v/, Z)/) does not appear in 7Γ0, let (pjt ujf Cj) (or (//<κ+, C))

be the first element of πo so that PjΠκ> ^ n K . Then

(a) #/ is order isomorphic to some # e (C/)o
(b) There exists an a < y7, where γj is the length of w7, so that

V/ is isomorphic "in a natural way" to an ultrafilter sequence
v e (Cj)a.

(c) For βi the length of v/, there is a function f:βi~+ γj so that
for β < βi, {Di)β is a set of ultrafilter sequences so that for
some subset (Z),-)̂  of (C/)/(^), each ultrafilter sequence in (Z)/)^
is isomorphic "in a natural way" to an ultrafilter sequence in

For a further explanation of the above ordering (including what "in a
natural way" means) or other facts about supercompact Radin forcing,
see [8], [2], or [4].

We now define a partial ordering P by

Π
{(a,β): a<β<κ and a and β are inaccessible}

x f | Col(ω, a)
{{ω,a): a<κ is inaccessible}

ordered componentwise. Let G be F-generic on P. The model M for
Theorem 2 will be a submodel of V[G] and will be a modification of
the model NA as described in [8] and [2]. We describe this model in
more detail below.

Let GQ be the projection of G onto R<κ+. For any condition π =
{(PuUι,Cι),...,{pn,un,Cn)9 (μ<κ+,C)) e R<κ+, in analogy with su-
percompact Prikry forcing call {p\,..., pn) the p-part of π. Let R =
{p: 3π E GQ[P G /?-ρart(π)]} and let i?/ = {p: p e R and p is a
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limit point of R}. We define three sets EQ, E\, and Eι by EQ = {a:
For some π e Go and some p € p-part(π), p Π /c = α}, £Ί = {α: α
is a limit point of £0}> and E2 = Exu{β:3a e Ex[β = α + ω or
β = α+(ω + 1)]} U {ω}. Let (<*„: ι/ < K) be the continuous increasing
enumeration of 2s2, and \e\v = v' + n for some n e ω. Sets C/^α,,)
for ra G ω are then defined in the following manner.

1. ί/ = i/ φ 0 and n = 0. Let p(αι/) be the element p of R such that
p n κ = α ί / ) and let hP(aμ): p(αi/) -> p(αι/) be the order isomorphism
between />(<*„) and ̂ K ) . C?{ay) = {hpM"p Πa+m: p e Rh p C

2. i/' = 0 and /i = 3fc + 1. Let C f ( ^ ) = {hp{au)"p Πa+m: peR,
and if fc > 1, ( f

3. ι/ is a limit ordinal and for /c > 0? n = 3/:. Let C^(α^) =

{ ^ " ί n α ^ : p G i? and p k ^ - i ) ) S P Q PMh
4. ι/' = 0 and n = 3k. Let r3k+ϊ = <r^J+1: m G ω) be the ω sequence

generated by GQ which codes a cofinal sequence through each cardinal
in the interval [α 3 f c + 1, α ^ J . (Note that since μ<κ+ has length κ:+ the
cofinal sequence through each cardinal in the interval [(*3k+ι>atk+ι]
and the Radin sequences C/"(α^) discussed in 1, 2, and 3 above will
all have length ω.) Let H(a3kfa3kή_ι) be the projection of G onto
Col(a3k,a3ktl). Then C?(ay) = H(a3k,a3k+ι) \ ( r ^ j n α ^ , ) .

5. v1 is a limit ordinal and n = 3fc+2. Let ru,+3k+3 = (r^ + 3 f c + 3 : m e
ω) be the ω sequence generated by Go which codes a cofinal
ω sequence through each cardinal in the interval [cv+3^+3,

Let H(<v+3*+2, <V+3*+3) b e t h e projection of G onto
T h e n

ψ{) + 3 ^ 2 ^ «i/'+3it+3) Γ ( C + 3 ^ 3 n «i/'+3ik+3)

Intuitively, Λf is i?(κ) of the least model of ZF extending V which
contains, for each β < K and each m < ω, Hμ<β C?'{<*»)> where i
takes on the values 1 through 5 depending upon which of the above
categories v is and Cfι{au) = {0} if v is not in any of categories
1 through 5. As with Theorem 1, the uniform manner in which the
collapsing maps have been placed into M will ensure that the desired
cardinals remain cardinals in M and satisfy the Specker property.

To define M more precisely, it is necessary to define canonical
names αv for the α^'s and canonical names Cψ{y) for the sets Cψ{μv).

Recall that if av e E\ it is possible to decide p{au) (and hence ρ(au))
by writing ωu = ωσ°'Πo+ωσι -/iH—+ω σ k -n k (where σ0 > θ\ > >
σk > 0 are ordinals, no,...,nk are integers, and +, , and exponentia-
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tion are as in ordinal arithmetic), letting π = ((pUi, uijif Dijι)i<kΛ<jι<Π|,
(μ<κ+, D)) be such that min(pn Π/c, co^sxH^n)) = σ. and length(w/;.) =
min(pn n ιc, lengthen)) for 1 < 7*/ < rt\ and letting p(α^) be pkrlk.
Further Dv = {r G P: r \ R<κ+ extends a condition π of the above
form} is a dense open subset of P, and any element of Dv, besides de-
termining OLV, determines in addition a+ω and a+(ω+ι\ Then for any
otv G Eι, <*v_ is the name of the otv determined by any element of DVV\G\
in the notation of [8], for av G E\, a^ = {{r,άu(r)): r G A,}, where
au{r) is the au determined by the condition r. For au so that au = β+ω

or otv = β^ω+x\ where βγ G Eu ^ = {(r, βj~ζ(r)): r G £>^}5 where

C = ω or ω + I depending on whether otv = β+ω or au = β^ω^ι\ γ is

the (unique) ordinal so that au = / ϊ^, and j8y(r) is the βγ determined
by the condition r.

The canonical names Cψ{y) for the sets C^(au) are defined in a
manner so as to be invariant under the appropriate group of automor-
phisms. Specifically, there are five cases to consider. We again write
v = v1 + n, and in analogy to [8] and [2], assume without loss of gen-
erality that for any otv G E\, Dv determines OLV-\ (if v - 1 exists), au,

), and

1. v* = v Φ 0 and n = 0. Cψ{y) is then the name for {hp(aι/)(r)"P Π
m 3 r G P[r eD^nCp G p-part(r f i?<^), ,P ί p(α«/)(r), ,P G i?/ r

r, and Λ; ( ^ ) ( r ) (α+ m ) G /?]} where p(α^)(r) and Λp(α,)(r) are the p{au)
and ΛP(tt|/) determined by the condition r and i?/ f r is the portion of 7?/
determined by r. Note that this definition is unambiguous, since for
any r and r' so that r,rf ^Duf\G, p(a1/)(r) = p{au){rl). In the notation
of [8], Cψ{y) = {(r, (f \ R<κ+) \ (a,,(r),a+m{r))): r G Dy}9 where for
r G P, n = r t i?<^, TΓ t K ( r ) , α + w ( r ) ) = {hpM{r)"p Πa+m: pep-
part(π), /? c p K ) ( r ) , /? G i?/ f π, and ^ ( ^ ) ( r ) ( α + m ) G p}.

2. z/ = 0 and n = 3k + 1. We have assumed without loss of
generality that for k > 1, Dv determines <v+3(fc-i)+i Cψ{y) is
then the name for {hp^u)i<r)

np Π α + m : 3r G P[r G D^ Π G,p G p-
part(r t Λ<κ+).P(βi/'+3(*-i)+i) c p c ^ ( ^ , + 3 ^ ! ) , /? G i? t r, and
h~{a \(r)(aim) e P]}> where R \ r is the portion of i? determined
by r. The unambiguity of this definition again follows from the fact
that for r,r' G D»nG, p(<v+3(*-i)+i)('i) = P(«ι/'+3(ik-i)+i)(r/) a n d

p((*w+3k+ι)(r) = P(<xw+3k+ι)(r') I n t h e notation of [8], Cψ{v) =
{(r, (r \ R<κ+) \ (av(r),a+m(r))): r e Du}, where this time for r G P9
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π = r t R<κ+, n \ K(r) ,α+ m ( r ) ) = {hpM{r)»pna+m: p G p-
part(π), p G R \ π, p(<v+3(*-i)+i)(O c p c /?K, + 3 ^ + 1 )(r) 5 and
Λp(L)(r)(αίw) G ^} F o Γ £ = ° > t h e definition of C2

m(^) is the same as
just stated, dropping the proviso that

( £ P C p(<v+3*+i)( r)

and

3. i/; is a limit ordinal and for k > 0, n = 3fc. Again assume
without loss of generality that Du determines <v+3(fc-i) C™{u) *s

then the name for {hp(a^r)"p Π α j m : 3r G P[r € Du Γ\ G, p e p-
part(r f ϋ< κ + ), p(α^+3(fc-i)) C /? C p(α^ + 3 f c ), p € R \ r, and
Λ ; i , ) ( r ) ( α ί m ) € ^]> I n t h e notation of [8], C3"(ι/) = {(r, (r r i?<^) t
K(r) ,α+ m ( r ) ) } : r G £>„}, where for r e P, π = r f i?<?c+5 π f
K ( r ) , α + m ( r ) ) = { ^ W ( r ) " p n ^ : p G p-ρart(π), p e R \ π,
p{av>+3(k-i))(r) QpQ ίK '+3fc)(^ and Λj(|tμ)(r)(α+Ifl) G /?}.

4. z/; = 0 and ^ = 3k. Let r ^ j be the canonical name for the

mth element of Cξ(a3k+{)9 r j ^ p defined using C2°(3fc+ 1). C™{v)

is then the name for {p \ r ^ χ : 3q e P[q G Du+Ϊ nG,peq \

Co\{au(q),au+\{q))]}. In the notation of [8],

Q \ Co\M<l),(*»+ι(<l)) \ ήk

m

+ι): q G

5. i/; is a limit ordinal and n = 3k+2. Let r ^ 3 f c + 3 be the canonical

name for the mth element of C®(au,+3k+3), r ^ ; ^ 3, defined using

C5

m(z/) is then the name for {p \ r%™3k+3: 3q e

P[qeDv+ιnG, peq \Cόί{au{q), α^+i («))]}. In the notation of [8],

\ r * ^ : q G

Using the canonical names Cψ{v), define for fixed m the canonical

names iS1^2, ^ < K, as the name for (Π^<^ C7*(/?)), where / takes on
the values 1 through 5 depending upon in which of the categories
β is, and where C™(β) is a term for {0} if β is in none of these
five categories. Let 9 be the group of automorphisms of [8], and let

C(G) = VneM^M&ixW}))* w h e r e f 0 Γ e a c h π 6 ̂  »W) i s

found by taking the action of π on each component of

for β <u. C{G) =
M is then the set of all sets of rank < K of the model consisting
of all sets which are hereditarily V definable from C(G), i.e., M =
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By the definition of M, we know that for any set x C otv in M, au

arbitrary, a term τ for x can be found which mentions only finitely
many of the E™. By letting WQ be the sup of all of the ra's appearing
in τ, and letting u0 be the sup of all of the ^'s appearing in τ, τ can
be rewritten using a term τ' which mentions only E%°. The following
weak analogue of Theorem 3.2.11 of [8] then holds: For any x c au

(or indeed, any ordinal δ e M) as just mentioned, x e V[(aβ\ β <
v0), E™°\. Then, using again the arguments of Theorem 3.2.11 of [8],
together with the fact that the subsets of <*„ in V[(aβ: β < ι/0),E™0°]
are the same as the subsets of otv in V[(ap: β < v),E™*\ (since as
in Lemma 1.1, the part of the forcing above v which determines the
portion of E%? above v, F%° = (Cp: v < β < ι/0), can be taken as
a full support iteration of partial orderings which satisfy the Prikry
property of short enough length (the length is short enough since the
full Radin forcing has length κ + , so any ordinal in the Radin sequence
will be singular) so that the result of [7] again can be applied to show
that V[(aβ \v<β< UQ), F™*] contains the same subsets of av as V,
so any new subsets of au come from V[(aβ\ β < v), (C^°: β < v)])
we have that for any x c av with x e M, x e V[(aβ: β < v),E™0].
This fact will be the key fact used in completing the proof of Theorem
2.

LEMMA 2.1. Each otv is a cardinal in M.

Proof of Lemma 2.1. By the preceding remarks, for any x C au with
x G M there is some m e ω so that x e V[(aβ . β < v),E™]. Since
(oίβ: β < v) is a Radin sequence together with the ωth and ω + 1st
successors of each element of the sequence, au remains a cardinal in
V[{aβ:β<v)}.

Assume now that v is a successor ordinal. Write E™ = \[β<u CT x
C™. If OLV is an element of the Radin sequence, then C™ is generated
by a supercompact Radin ordering which, because the length of the
original Radin sequence of measures is κ+, is isomorphic to a super-
compact Prikry ordering. It is therefore the case that otv is a cardinal in
V\C™\. The partial ordering which generates ((aβ: β < i/)f Uβ<u Cft)
has cardinality < otv by GCH; hence, av is a cardinal in

V[C?][(aβ: β < v), Π C J ] = V[(aβ :β<v), E™\

If OLV is the ω + 1st successor of an element of the Radin sequence,
then C™ is generated by a Levy collapse ordering, so it is again the
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case that au is a cardinal in V[C™]. The same argument as stated
in the next to last sentence can be applied again to show that au is
a cardinal in V[{aβ\ β < v),E™\. If ΌLV is the ωth successor of an
element of the Radin sequence, then ((ap: β < v),E™) is generated
by a partial ordering of cardinality < otv by GCH, so again, otv is a
cardinal in V[(aβ: β < v),E™\.

If v is a limit ordinal, assume that CLV is not a cardinal in V[(aβ: β <
v), E™]. There must then be a subset of aβ0 for β0 < v which codes
this fact. This subset of aβ0 is an element of V[(aβ: β < βo), Eβ] for
some mf G ω. By GCH, the set ({ctβ: β < βo), Etf) is generated by a
partial ordering of cardinality < av, an impossibility. Thus, for any
value of v, no subset x c av can code a function / so that for any m
having the property that x G V[{aβ: β < v), E™\ f witnesses that au

is not a cardinal. This means that av is a cardinal in M. D

LEMMA 2.2. M N " ( ^ : 1/ e OrdM) = ( ^ : 1/ G Ord M )".

Proof of Lemma 2.2. By the fact that all Eg* code collapse maps,
the definition of the sequence {au\ v < K), and the definition of M,
it is inductively the case that M N "Vis [au < K^]". Since each otv is a
cardinal in M, this immediately yields that M N "Vẑ  \av — K^]". D

LEMMA 3.3. lfotv is an element of the Radin sequence, or ifotv is the
ω+ 1st successor of an element of the Radin sequence, then M N

Proof of Lemma 2.3. Working in M, for au as above, let Xn =
{x c OLV\ x is definable using Ej}}. By our earlier remarks, Xn G
F[(α^: β < v),El\ c K[(α^: £ < v),E^x\ and each x c ^ so
that x G M is an element of Xm for some m. As in Lemma 1.4,
V[(aβ: β < v)9E»+λ] 1= " | ^ | = α^', i.e., K[(«/?: β < ")>E^1] con-
tains a bijection / between Xw and av. This bijection / is such that

= Aί so M N "1

Thus, as in Lemma 1.4, Λf N "U/i€ω^« = 2 α " a n d ^ o r e a c h

α,Λ i.e., A/

It inductively follows, by the definition of M and Lemmas 2.1 and
2.2, that the a^s as in the statement of Lemma 2.3 become the re-
quired bVs of the statement of Theorem 2.

As with Theorem 1 and in analogy with the model NA of [8] and
[2], M will satisfy all of the axioms of ZF with the possible exception
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of Replacement. Thus, the following lemma will complete the proof
of Theorem 2.

LEMMA 2.4. M t= ZF.

Proof of Lemma 2.4. The proof of Lemma 2.4 is analogous to the
proofs of Lemma 1.5 and Theorem 4.2 of [8]. If Replacement fails
in M, then for some set X e M there is a class function / on X
such that f'X £ M. As before, we can assume that X = R(β) for
some β < K and range(/) c K with range(/) unbounded in /c. If β
is the minimal such ordinal, then again, β must be a successor ordi-
nal, for if β were a limit ordinal, then we could construct a function
/ ' : β —>κ whose range was unbounded in K. Since M C HVD(C(G))
and HVD(C(G)) 1= ZF, / ' e HVD(C(G)). By our earlier remarks, for
some m e ω and v < K, f e V[(aγ: γ < v),E™]. Since ((aγ: γ <
v), E™) is generated by a partial ordering of cardinality < K and K is
inaccessible in V> V[{aγ: γ < u), E™] (= "K is inaccessible", a contra-
diction to the fact that we have just shown V[(aγ: γ < v), E™] ="κ is
singular". Thus, β = δ + 1 for some δ, and in HVD(C(G)) there is a
function / : p(R(δ)) = R(β) -> K whose range is unbounded in K.

Define now, for v < /c, E^ as a term for the product of the full
collapse maps for the relevant elements of the sequence (ctβ: β < κ)\
in other words, Ey_ is a term for Π/κ*/ <w(/?)> where as before, Cj(β) is
a term for {0} for the appropriate values of /?, and for those values of
β for which C/(jff) is not a term for {0}, Q(jff) is as in the definition of
C n(β) except that full and not partial collapse maps are taken. Using
this definition, we make now the following

Claim. For each ordinal γ < K,

R(ω + γ)M = R(ω + j,)HVD(C(<?)) ς R(ω + γ}V[{aδ: i<y+/i(y)),^w]

for some n(γ) e ω.

Proof of Claim. Since R{ω) is absolute, the claim is true for γ = 0. If
γ is a limit ordinal, then by hypothesis, for every σ < γ, R(ω + σ)M c
R(ω + σ ) ^ ^ 1 ^<^+«(^))^^(^)l. it is also true that for every σ < γ,
V[(aδ: δ < σ + n(σ)),Eσ+n{σ)] c V[(aό: δ < γ),Eγ]; therefore, for
every σ < γ9

R{ω + σ)M = R{ω + σ)HVD(C(G)) ς R(ω + σγ[(aδ: δ<σ+n(σ)),Ea+Λ+ Λ { β ) ]
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SO

U R(ω + σ)M = U R(ω + σ
σ<γ

c I I i?(

Q{jR(ω +
σ<γ

note that n(γ) = 0.
If γ = a + 1 is a successor ordinal, then by hypothesis we have

R(ω + σ)M = i?(ω + σ ) H V D ( c ( G ) ) c R(ω + σ)v^aδ: ^<^Φ))Έσ+n{σ)]Λ γoτ

Q the partial ordering which generates {{aδ: δ < σ + n(σ)),Eσ+φ)),
we can find some m eω such that θίσ+n(σ\+m is inaccessible and \Q\ <

V[{aδ: δ < a + /i(σ)>, Eσ+n{σ)]

If x c i?(ω + σ)M is a set in M then x can be viewed as a sub-
set of aσ+φ)+m in the analogue of M constructed by forcing over
V[{aδ: δ < σ + n(σ))9 Eσ+φ)] with the partial ordering consisting of
the cartesian product of the portion of the Radin forcing R<κ+ above

{(a,β): aσ+tl(σ)<a<β<κ and a and β are inaccessible}

An analogue of our remarks before Lemma 2.1 which takes into ac-
count that the successor of an element in the sequence {av: v < K) is
not necessarily an inaccessible cardinal yields that x e V[{as: δ < σ +
n{σ)), Eσ+n(σ)] [{aδ: σ + n{σ) < δ < σ + n{σ) + m), {Q{δ): σ + n(σ) <
δ < σ+n{σ)+m)] [{as: σ+n{σ)+m <δ<β), {Cf{δ): σ+n{σ)+m <
δ < β)] where β <κ and k e ω. As in our remarks before Lemma
2.1, the subsets of α σ + r t ( σ ) + m in this model are the same as those
in V[{aδ: δ < σ + n(σ) + m), Eσ+n{σ)+ml i.e., x e V[{aδ: δ <
σ + n(σ)), Eσ+n{σ)] [{aδ: σ + n(σ) < δ < σ + n(σ) + m), {Q(δ): σ +
n(σ) < δ < σ + n(σ) + m)] = V[{aδ: δ < a + n(σ) + m), Eσ+n{σ)+m].
Thus, all subsets of R(ω + σ)M in M are elements of V[{aδ: δ <
σ + n(σ) + m), Eσ+n(σ)+m\. Since

R{ω + σ)M QR(ω + σ)vι{as:

C R(ω +
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this immediately yields that

R(ω + σ + \)M = R(ω + y)M = R(ω

C R(ω + σ

= R(ω

D

Using the Claim and working in V[(aσ: σ < γ + n(γ)),Eγ+n(γ)] for
the γ so that ω + γ = β, for δ the cardinal < K SO that

V[(aσ: σ<γ + n{y))yEy+n[y)] N

we can get in the analogue of M, M*9 obtained by forcing over
V[(aσ: σ < γ + n(γ)),Eγ+n(γ)] with the partial ordering consisting of
the cartesian product of the portion of the Radin forcing R<κ+ above

<*γ+n(γ) With

H Col{a+(ω+ι\ β)
{(a,β): aγ+n{y)<a<β<κ and a and β are inaccessible}

a function g: δ -> K whose range is unbounded in K. Since the same
analogue of Lemma 2.1 that was true in the preceding paragraph will
be true about A/*, K will be a regular cardinal in M*. (In V, the
partial ordering which generates ((aσ: σ < γ + n(γ)), Eγ+n^) has car-
dinality < JC, and any subset of K in M* will be in a generic extension
of V[{aσ: σ < γ + n(γ)), Eγ+φ)] obtained by forcing with a partial or-
dering of cardinality <κ.) Since K is thus both regular and singular in
M*9 this contradiction establishes that M 1= Replacement and proves
Lemma 2.4. D

Lemmas 2.1-2.4 complete the proof of Theorem 2.

In conclusion, we remark that the assumption of GCH shows that
for all cardinals δ in the preceding models for which SP(<5) is false, 2δ

can be written as a countable union of sets of cardinality δ+.
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