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This paper is concerned with the complete second order equation $u^{\prime \prime}(t)+B u^{\prime}(t)+A u(t)=0$ in a Banach space, where both $A$ and $B$ are densely defined closed linear operators. The main result is a theorem of Hill-Yosida-Phillips type for the Cauchy problem for the equation to be well posed.

1. Introduction and the main result. Consider the complete second order linear differential equation

$$
\begin{equation*}
u^{\prime \prime}(t)+B u^{\prime}(t)+A u(t)=0 \quad(t \geq 0) \tag{1.1}
\end{equation*}
$$

in a complete Banach space $E$, where $A, B$ are densely defined closed linear operators. The equation has been extensively studied by semigroup methods during the last thirty years. A great amount of literature on it can be looked up in Fattorini's monograph [1] which was published in 1985. However, as stated in [1, Ch. VIII], the theory of (1.1) "can hardly be said in definitive form".

Let us begin with the restatements of some definitions in [1]:
Definition 1. We say that an $E$-valued function $u(t)$ defined in $t \geq 0$ is a solution of (1.1) if $u(t)$ is twice continuously differentiable, $u(t) \in D(A), u^{\prime}(t) \in D(B), A u(t)$ and $B u^{\prime}(t)$ are continuous and (1.1) is satisfied in $t \geq 0$.

Definition 2. We say that the Cauchy problem for (1.1) is well posed if the following two assumptions are satisfied:
(a) There exist dense subspaces $D_{0}, D_{1}$ of $E$ such that, for any $u_{0} \in D_{0}, u_{1} \in D_{1}$, there exists a solution $u(t)$ of (1.1) with $u(0)=u_{0}$, $u^{\prime}(0)=u_{1}$.
(b) There exists a nondecreasing, nonnegative function $N(t)$ defined in $t \geq 0$ such that

$$
\begin{equation*}
\|u(t)\| \leq N(t)\left(\|u(0)\|+\left\|u^{\prime}(0)\right\|\right) \quad(t \geq 0) \tag{1.2}
\end{equation*}
$$

for any solution of (1.1).

Our definition of well posed Cauchy problem corresponds to that of uniformly well posed Cauchy problem in [1]. Thus, in quoting results from [1], "uniformly well posed" should be substituted by "well posed". See also [2].

Definition 3. Assume that the Cauchy problem for (1.1) is well posed. Define, for $t \geq 0, u \in D_{0}, v \in D_{1}$,

$$
C(t) u=u(t), \quad S(t) v=v(t)
$$

where $u(t)$ (resp. $v(t))$ is the solution of (1.1) with $u(0)=u, u^{\prime}(0)=0$ (resp. $\left.v(0)=0, v^{\prime}(0)=v\right)$. In view of (1.2), $C(t)$ (resp. $\left.S(t)\right)$ is a bounded operator in $D_{0}$ (resp. $D_{1}$ ). Since $D_{0}$ (resp. $D_{1}$ ) is dense in $E$ we can extend $C(t)$ (resp. $S(t)$ ) to a bounded operator on $E$, which we denote by the same symbol. We call the operator-valued functions $C(t)$ and $S(t)$ the propagators of (1.1).
If $B=0$, (1.1) becomes the incomplete equation

$$
\begin{equation*}
u^{\prime \prime}(t)+A u(t)=0 \quad(t \geq 0) \tag{1.3}
\end{equation*}
$$

According to $[\mathbf{1}, \mathbf{8}, 9]$, if the Cauchy problem for (1.3) is well posed then the solutions grow exponentially and a phase space exists; the well posedness is completely determined by the resolvent of $A$, that is

Theorem A [1, 8, 9]. The Cauchy problem for (1.3) is well posed if and only if there exist constants $C, \omega \geq 0$ such that for $\operatorname{Re} \lambda>\omega$, $\left(\lambda^{2} I+A\right)^{-1} \in L(E)$ (the set of bounded linear operators on $E$ ) and

$$
\left\|\left[\lambda\left(\lambda^{2} I+A\right)^{-1}\right]^{(n)}\right\| \leq C n!(\operatorname{Re} \lambda-\omega)^{-n-1} \quad(n=0,1,2, \ldots) .
$$

However, for the complete equation (1.1), many problems are difficult to discuss if we use the same definition of well posed problem. We may encounter paradoxical situations entailing loss of exponential growth of solutions and nonexistence of phase spaces as has been illustrated by Fattorini [1] with a counterexample. For this, Fattorini has introduced the following

Assumption 3.1 [1, Ch. VIII]. (a) $S(t) u$ is continuously differentiable in $t \geq 0$ for all $u \in E$.
(b) $S(t) E \subseteq D(B)$ and $B S(t)$ is continuous in $t \geq 0$ for all $u \in E$. And he has shown that Assumption 3.1 guarantees exponential growth of solutions and existence of a state space.

Definition 4. We say that the Cauchy problem for (1.1) is strongly well posed it is well posed and Assumption 3.1 is satisfied.

When $B=0$, strong well posedness is equivalent to well posedness.
The problem arises of giving necessary and sufficient conditions on $A$ and $B$ for strong well posedness of the Cauchy problem. We give a solution to this problem by proving

Theorem 1. For equation (1.1) the following statements are equivalent:
(i) The Cauchy problem for (1.1) is strongly well posed.
(ii) There exists a complex number $\lambda_{0}$ such that $\Delta\left(\lambda_{0}\right)=\lambda_{0}^{2} I+\lambda_{0} B+$ $A$ is closed and densely defined, and $\Delta\left(\lambda_{0}\right)\left(D\left(\Delta\left(\lambda_{0}\right)\right)\right)=E$. The Cauchy problem for (1.1) is well posed and (1.1) has a solution for every initial value $\left(u_{0}, u_{1}\right) \in(D(A) \cap D(B))^{2}=(D(A) \cap D(B)) \times(D(A) \cap D(B))$.
(iii) $D(A) \cap D(B)$ is dense in $E$. There exist constants $C, \omega \geq 0$ such that for $\operatorname{Re} \lambda>\omega, \Delta(\lambda)^{-1}=\left(\lambda^{2} I+\lambda B+A\right)^{-1} \in L(E), \Delta(\lambda)^{-1} A$ is closable and

$$
\begin{aligned}
&\left\|\left[\lambda \Delta(\lambda)^{-1}\right]^{(n)}\right\| \leq C n!(\operatorname{Re} \lambda-\omega)^{-n-1} \quad(n=0,1,2, \ldots) \\
&\left\|\left[B \Delta(\lambda)^{-1}\right]^{(n)}\right\| \leq C n!(\operatorname{Re} \lambda-\omega)^{-n-1} \quad(n=0,1,2, \ldots) \\
&\left\|\left[\Delta(\lambda)^{-1} B u\right]^{(n)}\right\| \leq C n!(\operatorname{Re} \lambda-\omega)^{-n-1}\|u\| \\
& \quad(u \in D(A) \cap D(B), n=0,1,2, \ldots)
\end{aligned}
$$

Moreover, if (iii) is satisfied, we have three kinds of explicit expressions for the propagators:

$$
\begin{equation*}
C(t)=\left.\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n}}{n!}\left(\frac{n}{t}\right)^{n+1}\left[\frac{1}{\lambda} I-\frac{1}{\lambda} \overline{\Delta(\lambda)^{-1} A}\right]^{(n)}\right|_{\lambda=n / t} \tag{1.4}
\end{equation*}
$$

$$
\begin{align*}
& S(t)=\left.\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n}}{n!}\left(\frac{n}{t}\right)^{n+1}\left[\Delta(\lambda)^{-1}\right]^{(n)}\right|_{\lambda=n / t} \quad(t>0)  \tag{t>0}\\
& C(t) u=u-\operatorname{Lim}_{\lambda \rightarrow \infty} \sum_{n=1}^{\infty}(-1)^{n+1} \frac{1}{n!} e^{n \lambda t} \Delta(n \lambda)^{-1} A u  \tag{1.6}\\
& \quad(u \in D(A), t \geq 0) \\
& S(t) u=\operatorname{Lim}_{\lambda \rightarrow \infty} \lambda \sum_{n=1}^{\infty}(-1)^{n-1} \frac{1}{(n-1)!} e^{n \lambda t} \Delta(n \lambda)^{-1} u  \tag{1.7}\\
& \quad(u \in E, t \geq 0)
\end{align*}
$$

and for $\nu>\omega$,

$$
\begin{align*}
& C(t) u=u-\frac{1}{2 \pi i} \int_{\nu-i \infty}^{\nu+i \infty} \frac{1}{\lambda} e^{\lambda t} \Delta(\lambda)^{-1} A u d \lambda  \tag{1.8}\\
& \quad(u \in D(A), t \geq 0), \\
& S(t) u=\frac{1}{2 \pi i} \int_{\nu-i \infty}^{\nu+i \infty} e^{\lambda t} \Delta(\lambda)^{-1} u d \lambda \quad(u \in E, t \geq 0) . \tag{1.9}
\end{align*}
$$

Remark 1. Theorem 1 contains Theorem A.
Remark 2. Although the implication (iii) $\Rightarrow$ (i) could be possibly proved by direct application of the Hill-Yosida theorem, complications stemming from lack of commutativity of $A$ and $B$ make this approach impractical.
2. Proof of Theorem 1. First of all, we present three lemmas.

Lemma 1. Let $f(t)$ be an $E$-valued continuous function defined in $t \geq 0$ such that $\int_{0}^{\infty} e^{-c t} f(t) d t$ exists for some positive $c$. Then, as $k \rightarrow \infty$,

$$
\begin{align*}
& M_{k}(t)=\left(\frac{k}{t}\right)^{k} \frac{1}{(k-1)!} \int_{0}^{\infty} e^{-k s / t} s^{k-1} f(s) d s \rightarrow f(t),  \tag{2.1}\\
& N_{k}(t)=\left(\frac{k}{t}\right)^{k+1} \frac{1}{k!} \int_{0}^{\infty} e^{-k s / t} s^{k} f(s) d s \rightarrow f(t) \tag{2.2}
\end{align*}
$$

uniformly on compact subsets of $t>0$.
The proof of (2.2) is essentially the same as the one of [11, P. 285, Th. 5a] and we omit it. (2.1) follows immediately from $M_{k}(t)=$ $N_{k-1}((k-1) t / k)$.

Lemma 2. Let $f(t)$ be an $E$-valued continuous function with $\|f(t)\| \leq$ $C e^{\omega t}$ in $t \geq 0$, where $C, \omega \geq 0$, then

$$
\int_{0}^{t} f(s) d s=\operatorname{Lim}_{\lambda \rightarrow \infty} \sum_{n=1}^{\infty} \frac{(-1)^{n-1}}{n!} e^{n \lambda t} \int_{0}^{\infty} e^{-n \lambda r} f(r) d r \quad(t \geq 0)
$$

The proof is completely the same as the first part in the proof of (Phragmén's representation theorem, see [6]) and we also omit it.

Lemma 3. Let $f(t)$ be an $E$-valued continuously differentiable function with $\|f(t)\| \leq C e^{\omega t}$ in $t \geq 0$, where $C, \omega \geq 0$, then for $\bar{\omega}>\omega$

$$
f(t)=\frac{1}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} e^{\lambda t}\left[\int_{0}^{\infty} e^{-\lambda s} f(s) d s\right] d \lambda \quad(t>0)
$$

Proof. By [4, Th. 6.3.1],

$$
f(t)=\operatorname{Lim}_{T \rightarrow \infty} \frac{1}{2 \pi i} \int_{\bar{\omega}-i T}^{\bar{\omega}+i T} e^{\lambda t}\left[\int_{0}^{\infty} e^{-\lambda s} f(s) d s\right] d \lambda \quad(t>0) .
$$

It remains to show that the integral

$$
\int_{\bar{\omega}+i \infty}^{\bar{\omega}+i \infty} e^{\lambda t}\left[\int_{0}^{\infty} e^{-\lambda s} f(s) d s\right] d \lambda
$$

converges. We can prove this fact using arguments similar to those of [11, P. 68, Th. 7.5], noting that Riemann-Lebesgue theorem is applicable to vector-valued functions (see [3, P. 401]) and making use of the estimate $\|f(t)\| \leq C e^{\omega t}$ for $t \geq 0$.

Proof of Theorem 1. (i) $\Rightarrow$ (ii). By [1, §VIII.3].
(ii) $\Rightarrow$ (i). Let $u(t)$ be a solution of (1.1) with $u(0), u^{\prime}(0) \in D(A) \cap$ $D(B)$, then $u(t) \in D(A)$ for $t \geq 0, B u^{\prime}(t)$ is continuous in $t \geq 0$ and therefore $B u^{\prime}(t)$ is integrable on any bounded interval of $t \geq 0$. Hence $u(t)=u(0)+\int_{0}^{t} u^{\prime}(s) d s \in D(B)$ for $t \geq 0$. Set $v(t)=e^{-\lambda_{0} t} u(t)$; then

$$
\begin{aligned}
u^{\prime}(t) & =\lambda_{0} e^{\lambda_{0} t} v(t)+e^{\lambda_{0} t} v^{\prime}(t), \\
u^{\prime \prime}(t) & =\lambda_{0}^{2} e^{\lambda_{0} t} v(t)+2 \lambda_{0} e^{\lambda_{0} t} v^{\prime}(t)+e^{\lambda_{0} t} v^{\prime \prime}(t) .
\end{aligned}
$$

Since $v(t) \in D(A) \cap D(B)$, we have

$$
\begin{equation*}
v^{\prime \prime}(t)+B_{1} v^{\prime}(t)+A_{1} v(t)=0 \tag{2.3}
\end{equation*}
$$

where $B_{1}=B+2 \lambda_{0} I, A_{1}=\Delta\left(\lambda_{0}\right)=\lambda_{0}^{2} I+\lambda_{0} B+A$. Obviously $u(0)=$ $v(0), u^{\prime}(0)=\lambda_{0} v(0)+v^{\prime}(0)$; hence for every initial value $\left(v(0), v^{\prime}(0)\right) \in$ $\left(D\left(A_{1}\right)\right)^{2}=(D(A) \cap D(B))^{2}$ the equation (2.3) has a solution. It is easily verified that if $v(t)$ is a solution of (2.3) then $u(t)=e^{\lambda_{0} t} v(t)$ is a solution of (1.1). From these observations we deduce that the Cauchy problem for (2.3) is well-posed. Denoting the propagators of (2.3) by $C_{1}(t)$ and $S_{1}(t)$, clearly $S_{1}(t)=e^{-\lambda_{0} t} S(t)$ for $t \geq 0$. Since $A_{1}\left(D\left(A_{1}\right)\right)=E$. Assumption 3.1 is then satisfied for equation (2.3) in view of [2, Th. 4.1(b)]. Thus Assumption 3.1 holds for equation (1.1) and this completes the proof.
(i) $\Rightarrow$ (iii). According to [1], there exist constants $C, \omega \geq 0$ such that for $\operatorname{Re} \lambda>\omega, \Delta(\lambda)^{-1} \in L(E)$ and

$$
\begin{array}{ll}
\Delta(\lambda)^{-1} u=\int_{0}^{\infty} e^{-\lambda t} S(t) u d t & (u \in E) \\
u-\int_{0}^{t} S(s) A u d s=C(t) u & (t \geq 0, u \in D(A))
\end{array}
$$

and for $t \geq 0$.

$$
\left\|S^{\prime}(t)\right\| \leq C e^{\omega t}, \quad\|B S(t)\| \leq C e^{\omega t}, \quad\|C(t)\| \leq C e^{\omega t}
$$

Consequently, for $u \in E$,

$$
\begin{aligned}
\lambda \Delta(\lambda)^{-1} u & =\int_{0}^{\infty} \lambda e^{-\lambda t} S(t) u d t=\int_{0}^{\infty} e^{-\lambda t} S^{\prime}(t) u d t \\
B \Delta(\lambda)^{-1} u & =\int_{0}^{\infty} e^{-\lambda t} B S(t) u d t
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left\|\left[\lambda \Delta(\lambda)^{-1}\right]^{(n)}\right\| & \leq \int_{0}^{\infty} t^{n} e^{-\operatorname{Re} \lambda t} C e^{\omega t} d t \\
& =C n!(\operatorname{Re} \lambda-\omega)^{-n-1} \quad(n=0,1,2, \ldots) \\
\left\|\left[B \Delta(\lambda)^{-1}\right]^{(n)}\right\| & \leq \int_{0}^{\infty} t^{n} e^{-\operatorname{Re} \lambda t} C e^{\omega t} d t \\
& =C n!(\operatorname{Re} \lambda-\omega)^{-n-1} \quad(n=0,1,2, \ldots)
\end{aligned}
$$

Also

$$
\begin{aligned}
\frac{1}{\lambda} \Delta(\lambda)^{-1} A u & =\frac{1}{\lambda} \int_{0}^{\infty} e^{-\lambda t} S(t) A u d t \\
& =\int_{0}^{\infty} e^{-\lambda t}\left[\int_{0}^{t} S(s) A u d s\right] d t \quad(u \in D(A))
\end{aligned}
$$

Then for $u \in D(A), n=0,1,2, \ldots$,

$$
\begin{aligned}
\left\|\left[\frac{1}{\lambda} \Delta(\lambda)^{-1} A u\right]^{(n)}\right\| & \leq \int_{0}^{\infty} t^{n} e^{-\operatorname{Re} \lambda t}\left(1+C e^{\omega t}\right)\|u\| d t \\
& \leq(C+1) n!(\operatorname{Re} \lambda-\omega)^{-n-1}\|u\|
\end{aligned}
$$

But

$$
\Delta(\lambda)^{-1} B u=\frac{1}{\lambda} u-\lambda \Delta(\lambda)^{-1} u-\frac{1}{\lambda} \Delta(\lambda)^{-1} A u \quad(u \in D(A) \cap D(B))
$$

Thus, we obtain

$$
\begin{aligned}
&\left\|\left[\Delta(\lambda)^{-1} B u\right]^{(n)}\right\| \leq 2(C+1) n!(\operatorname{Re} \lambda-\omega)^{-n-1}\|u\| \\
&(u \in D(A) \cap D(B), n=0,1,2, \ldots) .
\end{aligned}
$$

This ends the proof of the implication (i) $\Rightarrow$ (iii).
(iii) $\Rightarrow$ (i). We define a linear operator $G=\left(\begin{array}{cc}0 & -I \\ A & B\end{array}\right)$ in the space $E \times E$ with domain $D(G)=D(A) \times(D(A) \cap D(B))$. It is easy to verify that for $\lambda>\omega$,

$$
\begin{aligned}
(\lambda I+G)^{-1} & =\left(\begin{array}{cc}
\frac{1}{\lambda} I-\Delta(\lambda)^{-1} A & \Delta(\lambda)^{-1} \\
-\Delta(\lambda)^{-1} A & \lambda \Delta(\lambda)^{-1}
\end{array}\right), \\
D\left((\lambda I+G)^{-1}\right) & =D(A) \times E .
\end{aligned}
$$

By virtue of the equality $\frac{1}{\lambda} \Delta(\lambda)^{-1} A u=\frac{1}{\lambda} u-\lambda \Delta(\lambda)^{-1} u-\Delta(\lambda)^{-1} B u$ for $u \in D(A) \cap D(B)$ and the fact that $\Delta(\lambda)^{-1} A$ is closable, we can extend $\Delta(\lambda)^{-1} A$ to a bounded operator on $E$ and therefore can extend $(\lambda I+G)^{-1}$ to a bounded operator on $E \times E$, which is $\overline{(\lambda I+G)^{-1}}$. Accordingly, $G$ is closable and $(\lambda I+\bar{G})^{-1}=\overline{(\lambda I+G)^{-1}}$. By [10, P. 73], for $t>0, n>\omega t$,

$$
\frac{d}{d t}\left[\left(\frac{n}{t}\right)^{n}\left(\frac{n}{t} I+\bar{G}\right)^{-n}\right]=-\left(\frac{n}{t}\right)^{n+1}\left(\frac{n}{t} I+\bar{G}\right)^{-n} \bar{G}\left(\frac{n}{t} I+\bar{G}\right)^{-1} .
$$

Set, for $u \in D(A), v \in E$,

$$
\begin{aligned}
& X_{n}(t ; u, v)= {\left[\left(\frac{n}{t}\right)^{n}\left(\frac{n}{t} I+G\right)^{-n}\right]\binom{u}{v}, } \\
& U_{n}(t ; u, v)= \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left\{\left[\frac{1}{\lambda} u-\frac{1}{\lambda} \Delta(\lambda)^{-1} A u\right]^{(n-1)}\right. \\
&\left.+\left[\Delta(\lambda)^{-1} v\right]^{(n-1)}\right\}\left.\right|_{\lambda=n / t}, \\
& V_{n}(t ; u, v)=\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left\{\left[-\Delta(\lambda)^{-1} A u\right]^{(n-1)}\right. \\
&\left.+\left[\lambda \Delta(\lambda)^{-1} v\right]^{(n-1)}\right\}\left.\right|_{\lambda=n / t} .
\end{aligned}
$$

Then obviously

$$
\frac{d}{d t} X_{n}(t ; u, v)+G X_{n+1}\left(\frac{n+1}{n} t ; u, v\right)=0 .
$$

But

$$
\begin{aligned}
& X_{n}(t ; u, v)=\left\{\left.\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[(\lambda I+G)^{-1}\right]^{(n-1)}\right|_{\lambda=n / t}\right\}\binom{u}{v} \\
& \quad=\left.\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\binom{\left[\frac{1}{\lambda} u-\frac{1}{\lambda} \Delta(\lambda)^{-1} A u\right]^{(n-1)}+\left[\Delta(\lambda)^{-1} v\right]^{(n-1)}}{\left[-\Delta(\lambda)^{-1} A u\right]^{(n-1)}+\left[\lambda \Delta(\lambda)^{-1} v\right]^{(n-1)}}\right|_{\lambda=n / t} \\
& \quad=\binom{U_{n}(t ; u, v)}{V_{n}(t ; u, v)},
\end{aligned}
$$

hence we have

$$
\left\{\begin{array}{l}
\frac{d}{d t} U_{n}(t ; u, v)=V_{n+1}\left(\frac{n+1}{n} t ; u, v\right)  \tag{2.4}\\
\frac{d}{d t} V_{n}(t ; u, v)=-B V_{n+1}\left(\frac{n+1}{n} t ; u, v\right)-A U_{n+1}\left(\frac{n+1}{n} t ; u, v\right)
\end{array}\right.
$$

Next, we shall discuss the convergence of (2.4) as $n \rightarrow \infty$. Define, for $t \geq 0, v \in D(A) \cap D(B)$,

$$
\begin{aligned}
\tilde{S}(t) v= & t v-\frac{1}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} \frac{e^{\lambda t}}{\lambda^{2}}\left(\lambda \Delta(\lambda)^{-1}\right) B v d \lambda \\
& -\frac{1}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} \frac{e^{\lambda t}}{\lambda^{2}} \Delta(\lambda)^{-1} A v d \lambda \\
= & \frac{1}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} e^{\lambda t} \Delta(\lambda)^{-1} v d \lambda,
\end{aligned}
$$

where $\bar{\omega}>\omega$. Clearly $\widetilde{S}(0)=v=0, \widetilde{S}(t) v$ is continuous in $t \geq 0$ and for $t \geq 0$

$$
\begin{aligned}
& \int_{0}^{t} \tilde{S}(s) v d s= \frac{1}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} \frac{e^{\lambda t}}{\lambda^{2}} \lambda \Delta(\lambda)^{-1} v d \lambda, \\
& B \int_{0}^{t} \tilde{S}(s) v d s= \frac{1}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} \frac{e^{\lambda t}}{\lambda} B \Delta(\lambda)^{-1} v d \lambda \\
&= \frac{1}{2} t^{2} B v-\frac{1}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} \frac{e^{\lambda t}}{\lambda^{2}} B \Delta(\lambda)^{-1} B v d \lambda \\
&-\frac{1}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} \frac{e^{\lambda t}}{\lambda^{3}} B \Delta(\lambda)^{-1} A v d \lambda, \\
& B \int_{0}^{t}(t-s) \tilde{S}(s) v d s=\frac{1}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} \frac{e^{\lambda t}}{\lambda^{2}} B \Delta(\lambda)^{-1} v d \lambda .
\end{aligned}
$$

Making use of the Fubini theorem and the Cauchy formula, we obtain that for $\mu>\bar{\omega}, k=0,1,2, \ldots$,

$$
\begin{aligned}
& \int_{0}^{\infty} e^{-\mu t}(-t)^{k} \widetilde{S}(t) v d t \\
& \quad=\int_{0}^{\infty} e^{-\mu t}(-t)^{k}\left[\frac{1}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} e^{\lambda t} \Delta(\lambda)^{-1} v d \lambda\right] d t \\
& \quad= \frac{(-1)^{k}}{2 \pi i} \int_{\bar{\omega}-i \infty}^{\bar{\omega}+i \infty} \Delta(\lambda)^{-1} v\left[\int_{0}^{\infty} e^{(\lambda-\mu) t} t^{k} d t\right] d \lambda=\left[\Delta(\mu)^{-1} v\right]^{(k)}, \\
& \quad \int_{0}^{\infty} e^{-\mu t}(-t)^{k}\left[\int_{0}^{t} \tilde{S}(s) v d s\right] d t=\left[\frac{1}{\mu} \Delta(\mu)^{-1} v\right]^{(k)}, \\
& \quad \int_{0}^{\infty} e^{-\mu t}(-t)^{k}\left[B \int_{0}^{t} \tilde{S}(s) v d s\right] d t=\left[\frac{1}{\mu} B \Delta(\mu)^{-1} v\right]^{(k)}, \\
& \int_{0}^{\infty} e^{-\mu t}(-t)^{k}\left[B \int_{0}^{t}(t-s) \tilde{S}(s) v d s\right] d t=\left[\frac{1}{\mu^{2}} B \Delta(\mu)^{-1} v\right]^{(k)} .
\end{aligned}
$$

This and the obvious fact that $\widetilde{S}(t) v, \int_{0}^{t} \tilde{S}(s) v d s, B \int_{0}^{t} \tilde{S}(s) v d s$ and $B \int_{0}^{t}(t-s) \widetilde{S}(s) v d s$ are continuous in $t \geq 0$, in view of (2.1) in Lemma 1, show that as $n \rightarrow \infty$

$$
\begin{align*}
& \left.\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[\Delta(\lambda)^{-1} v\right]^{(n-1)}\right|_{\lambda=n / t} \rightarrow \tilde{S}(t) v \quad(t>0)  \tag{2.5}\\
& \left.\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[\frac{1}{\lambda} \Delta(\lambda)^{-1} v\right]^{(n-1)}\right|_{\lambda=n / t} \rightarrow \int_{0}^{t} \widetilde{S}(s) v d s \tag{2.6}
\end{align*}
$$

(2.7) $\left.\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[\frac{1}{\lambda} B \Delta(\lambda)^{-1} v\right]^{(n-1)}\right|_{\lambda=n / t} \rightarrow B \int_{0}^{t} \tilde{S}(s) v d s$ $(t>0)$,

$$
\begin{array}{r}
\left.\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[\frac{1}{\lambda^{2}} B \Delta(\lambda)^{-1} v\right]^{(n-1)}\right|_{\lambda=n / t} \rightarrow B \int_{0}^{t}(t-s) \widetilde{S}(s) v d s  \tag{2.8}\\
(t>0),
\end{array}
$$

uniformly on compact subsets of $t>0$. It is easy to verify by the Leibniz formula that $\left\|\left[\Delta(\lambda)^{-1}\right]^{(n)}\right\|,\left\|\left[\frac{1}{\lambda} \Delta(\lambda)^{-1}\right]^{(n)}\right\|$ and $\left\|\left[\frac{1}{\lambda^{2}} B \Delta(\lambda)^{-1}\right]^{(n)}\right\|$ are all bounded by $C n!(\operatorname{Re} \lambda-\omega)^{-n-1}$ for $\operatorname{Re} \lambda>\omega, n=0,1,2, \ldots$ (if the
constant is still denoted by $C)$. Therefore for $t>0, v \in D(A) \cap D(B)$,

$$
\begin{aligned}
&\|\widetilde{S}(t) v\|=\left\|\left.\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[\Delta(\lambda)^{-1} v\right]^{(n-1)}\right|_{\lambda=n / t}\right\| \\
& \leq \operatorname{Lim}_{n \rightarrow \infty} \frac{C}{(n-1)!}\left(\frac{n}{t}\right)^{n}(n-1)!\left(\frac{n}{t}-\omega\right)^{-n}\|v\| \\
&=\operatorname{Lim}_{n \rightarrow \infty} C\left(1-\frac{\omega t}{n}\right)^{-n}\|v\|=C e^{\omega t}\|v\| \\
&\left\|\int_{0}^{t} \widetilde{S}(s) v d s\right\| \leq \operatorname{Lim}_{n \rightarrow \infty} C\left(1-\frac{\omega t}{n}\right)^{-n}\|v\|=C e^{\omega t}\|v\| \\
&\left\|B \int_{0}^{t} \widetilde{S}(s) v d s\right\| \leq C e^{\omega t}\|v\| \\
&\left\|B \int_{0}^{t}(t-s) \widetilde{S}(s) v d s\right\| \leq C e^{\omega t}\|v\|
\end{aligned}
$$

Accordingly, $\tilde{S}(t),(t \geq 0)$ can be extended to all of $E$ as a bounded operator which we denote by the same symbol; recalling that $\widetilde{S}(0) v=0$ and $\widetilde{S}(t) v$ is continuous in $t \geq 0$ for $v \in D(A) \cap D(B)$, we can assert that $\widetilde{S}(0)=0$ and $\widetilde{S}(t)$ is strongly continuous in $t \geq 0$. By virtue of the denseness of $D(A) \cap D(B)$ and the uniform boundedness of

$$
\left.\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[\Delta(\lambda)^{-1}\right]^{(n-1)}\right|_{\lambda=n / t}
$$

on bounded subsets of $t>0$, we deduce that (2.5) is valid for all $v \in E$. Similarly, (2.6), (2.7) and (2.8) also hold for all $v \in E$ (here, the closedness of $B$ is used); moreover, $\int_{0}^{t} \widetilde{S}(s) v d s, B \int_{0}^{t} \widetilde{S}(s) v d s$ and $B \int_{0}^{t}(t-s) \widetilde{S}(s) v d s$ are continuous in $t \geq 0$ for $v \in E$.

Based on the paragraph above, we shall define several operators. First, define, for $t>0, u \in D(A)$,
(2.9) $\widetilde{C}(t) u=\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left\{\left[\frac{1}{\lambda} u\right]^{(n-1)}\right.$

$$
\left.-\left[\frac{1}{\lambda} \Delta(\lambda)^{-1} A u\right]^{(n-1)}\right\}\left.\right|_{\lambda=n / t}
$$

$$
=u-\int_{0}^{t} \widetilde{S}(s) A u d s
$$

Since for $u \in D(A) \cap D(B), \operatorname{Re} \lambda>\omega, n=0,1,2, \ldots$

$$
\begin{align*}
& \left\|\left[\frac{1}{\lambda} u-\frac{1}{\lambda} \Delta(\lambda)^{-1} A u\right]^{(n)}\right\|  \tag{2.10}\\
& \quad=\left\|\left[\lambda \Delta(\lambda)^{-1} u+\Delta(\lambda)^{-1} B u\right]^{(n)}\right\| \\
& \quad \leq 2 C n!(\operatorname{Re} \lambda-\omega)^{-n-1}\|u\|,
\end{align*}
$$

and $\Delta(\lambda)^{-1} A$ is closable, which implies that (2.10) is also valid for $u \in D(A)$, we have that for $u \in D(A), t>0$,

$$
\begin{aligned}
\|\widetilde{C}(t) u\| & \leq \operatorname{Lim}_{n \rightarrow \infty} 2 C \frac{1}{(n-1)!}\left(\frac{n}{t}\right)^{n}(n-1)!\left(\frac{n}{t}-\omega\right)^{-n}\|u\| \\
& =2 C e^{\omega t}\|u\|,
\end{aligned}
$$

thus $\widetilde{C}(t)(t>0)$ can be extended to a bounded operator on $E$ which we denote by the same symbol. Define $\widetilde{C}(0)=I$. Then $\widetilde{C}(t)$ is strongly continuous in $t \geq 0$.

Define, for $t>0, v \in D(A) \cap D(B)$,

$$
\begin{aligned}
\widetilde{K}(t) v & =\left.\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[\lambda \Delta(\lambda)^{-1} v\right]^{(n-1)}\right|_{\lambda=n / t} \\
& =\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left\{\left[\frac{1}{\lambda} v\right]^{(n-1)}-\left[\Delta(\lambda)^{-1} B v\right]^{(n-1)}\right. \\
& \left.\quad-\left[\frac{1}{\lambda} \Delta(\lambda)^{-1} A v\right]^{(n-1)}\right\}\left.\right|_{\lambda=n / t} \\
& =v-\widetilde{S}(t) B v-\int_{0}^{t} \widetilde{S}(s) A v d s, \\
\widetilde{T}(t) v & =\left.\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[B \Delta(\lambda)^{-1} v\right]^{(n-1)}\right|_{\lambda=n / t} \\
& =\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left\{\left[\frac{1}{\lambda^{2}} B v\right]^{(n-1)}-\left[\frac{1}{\lambda} B \Delta(\lambda)^{-1} B v\right]^{(n-1)}\right. \\
& \left.\quad-\left[\frac{1}{\lambda^{2}} B \Delta(\lambda)^{-1} A v\right]^{(n-1)}\right\}\left.\right|_{\lambda=n / t} \\
& =-B \int_{0}^{t} \tilde{S}(s) B v d s-B \int_{0}^{t}(t-s) \widetilde{S}(s) A v d s .
\end{aligned}
$$

Here the limits are uniform on compacts of $t>0$. But

$$
\begin{aligned}
\|K(t) v\| & =\left\|\left.\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[\lambda \Delta(\lambda)^{-1} v\right]^{(n-1)}\right|_{\lambda=n / t}\right\| \\
& \leq \operatorname{Lim}_{n \rightarrow \infty} \frac{C}{(n-1)!}\left(\frac{n}{t}\right)^{n}(n-1)!\left(\frac{n}{t}-\omega\right)^{-n}\|v\|=C e^{\omega t}\|v\|, \\
\|\widetilde{T}(t) v\| & \leq \operatorname{Lim}_{n \rightarrow \infty} \frac{C}{(n-1)!}\left(\frac{n}{t}\right)^{n}(n-1)!\left(\frac{n}{t}-\omega\right)^{-n}\|v\| \\
& =C e^{\omega t}\|v\| ;
\end{aligned}
$$

therefore $\widetilde{K}(t)$ and $\widetilde{T}(t)(t>0)$ can be extended to all of $E$ as bounded operators which we denote by the same symbols. Define $\widetilde{K}(0)=I$, $\widetilde{T}(0)=0$, then $\widetilde{K}(t)$ and $\widetilde{T}(t)$ are strongly continuous in $t \geq 0$. Arguing as in the treatment of (2.5), we have that for all $v \in E$,

$$
\begin{align*}
& \widetilde{K}(t) v=\left.\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[\lambda \Delta(\lambda)^{-1} v\right]^{(n-1)}\right|_{\lambda=n / t},  \tag{2.11}\\
& \widetilde{T}(t) v=\left.\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[B \Delta(\lambda)^{-1} v\right]\right|_{\lambda=n / t} . \tag{2.12}
\end{align*}
$$

The limits are uniform on compacts of $t>0$.
Now, let us turn to (2.4). Define
(2.13) $u(t ; u, v)=\operatorname{Lim}_{n \rightarrow \infty} U_{n}(t ; u, v)$

$$
\begin{aligned}
& =\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left\{\left[\frac{1}{\lambda} u-\frac{1}{\lambda} \Delta(\lambda)^{-1} A u\right]^{(n-1)}\right. \\
& \left.\quad+\left[\Delta(\lambda)^{-1} v\right]^{(n-1)}\right\}\left.\right|_{\lambda=n / t}
\end{aligned}
$$

$$
\begin{equation*}
v(t ; u, v)=\operatorname{Lim}_{n \rightarrow \infty} V_{n}(t ; u, v)=-\widetilde{S}(t) A u+\widetilde{K}(t) v, \tag{2.14}
\end{equation*}
$$

where the limits are uniform on compacts of $t>0$. By the closedness
of $A, B$, we obtain

$$
\begin{aligned}
& A U_{n}(t ; u, v)=\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left\{\left[\frac{1}{\lambda} A u-\frac{1}{\lambda} A \Delta(\lambda)^{-1} A u\right]^{(n-1)}\right. \\
& \left.+\left[A \Delta(\lambda)^{-1} v\right]^{(n-1)}\right\}\left.\right|_{\lambda=n / t} \\
& =\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left\{\left[\frac{1}{\lambda} A u-\frac{1}{\lambda} A \Delta(\lambda)^{-1} A u\right]^{(n-1)}\right. \\
& +\left[\frac{1}{\lambda^{2}} A v-\frac{1}{\lambda} A \Delta(\lambda)^{-1} B v\right. \\
& \left.\left.-\frac{1}{\lambda^{2}} A \Delta(\lambda)^{-1} A v\right]^{(n-1)}\right\}\left.\right|_{\lambda=n / t}, \\
& B V_{n}(t ; u, v)=\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left\{\left[-B \Delta(\lambda)^{-1} A u\right]^{(n-1)}\right. \\
& \left.+\left[\lambda B \Delta(\lambda)^{-1} v\right]^{(n-1)}\right\}\left.\right|_{\lambda=n / t} \\
& =\frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left\{\left[-B \Delta(\lambda)^{-1} A u\right]^{(n-1)}\right. \\
& +\left[\frac{1}{\lambda} B v-B \Delta(\lambda)^{-1} B v\right. \\
& \left.\left.-\frac{1}{\lambda} B \Delta(\lambda)^{-1} A v\right]^{(n-1)}\right\}\left.\right|_{\lambda_{n / t}} .
\end{aligned}
$$

Also

$$
\frac{1}{\lambda} A \Delta(\lambda)^{-1}=\frac{1}{\lambda} I-B \Delta(\lambda)^{-1}-\lambda \Delta(\lambda)^{-1}
$$

therefore we have
(2.15) $A u(t ; u, v)=\operatorname{Lim}_{n \rightarrow \infty} A U_{n}(t ; u, v)$

$$
\begin{aligned}
= & \widetilde{T}(t) A u+\widetilde{K}(t) A u-B v+\widetilde{T}(t) B v+\widetilde{K}(t) B v \\
& +B \int_{0}^{t} \widetilde{S}(s) A v d s+\widetilde{S}(t) A v
\end{aligned}
$$

(2.16) $B v(t ; u, v)=\operatorname{Lim}_{n \rightarrow \infty} B V_{n}(t ; u, v)$

$$
=-\widetilde{T}(t) A u+B v-\widetilde{T}(t) B v-B \int_{0}^{t} \widetilde{S}(s) A v d s
$$

where the limits are uniform on compacts of $t>0$. Accordingly, as $n \rightarrow \infty$, (2.4) becomes

$$
\left\{\begin{array}{l}
\frac{d}{d t} u(t ; u, v)=v(t ; u, v)  \tag{2.17}\\
\frac{d}{d t} v(t ; u, v)=-B v(t ; u, v)-A u(t ; u, v)
\end{array}\right.
$$

in $t>0$. Define $u(0 ; u, v)=u, v(0 ; u, v)=v$ for $u \in D(A), v \in D(A) \cap$ $D(B)$; then by (2.13), (2.14), (2.15) and (2.16), $u(t ; u, v), v(t ; u, v)$, $B v(t ; u, v)$ and $A u(t ; u, v)$ are continuous in $t \geq 0$, and therefore (2.17) holds in $t \geq 0$, i.e.

$$
u^{\prime \prime}(t ; u, v)+B u^{\prime}(t ; u, v)+A u(t ; u, v)=0 \quad(t \geq 0) .
$$

We have then proved that the equation (1.1) has a solution for every initial value $\left(u(0), u^{\prime}(0)\right) \in(D(A) \cap D(B))^{2}$. It remains to show continuous dependence on initial data, in view of the fact that the statement (ii) implies the statement (i) (as proved before). To this end we observe that, from (2.9) and combining with (2.11), (2.13), (2.14) and (2.17), we obtain

$$
\begin{aligned}
\widetilde{C}(t) u & =\left.\operatorname{Lim}_{n \rightarrow \infty} \frac{(-1)^{n-1}}{(n-1)!}\left(\frac{n}{t}\right)^{n}\left[\Delta(\lambda)^{-1}(\lambda+B) u\right]^{(n-1)}\right|_{\lambda=n / t} \\
& =\widetilde{S}^{\prime}(t) u+\widetilde{S}(t) B u
\end{aligned}
$$

for $u \in D(A) \cap D(B), t>0$. Hence,

$$
\begin{equation*}
\widetilde{S}(t) u=\int_{0}^{t}[\widetilde{C}(s) u-\widetilde{S}(s) B u] d s \quad(u \in D(A) \cap D(B), t \geq 0) \tag{2.19}
\end{equation*}
$$

Let now $w(t)$ be an arbitrary solution of (1.1). Set, for $t \geq 0$, ( $n$ a natural number), $\varphi_{n}(t)=\int_{0}^{1 / n} n(s+1) w^{\prime}(t+s) d s$. It is clear that for $t \geq 0, \varphi_{n}(t) \in D(B), \varphi_{n}(t) \rightarrow w^{\prime}(t)$ and $B \varphi_{n}(t) \rightarrow B w^{\prime}(t)$ as $n \rightarrow \infty$. Moreover, integrating by parts, we obtain

$$
\varphi_{n}(t)=\left.n(s+1) w(t+s)\right|_{0} ^{1 / n}-\int_{0}^{1 / n} n w(s+t) d s \in D(A) \quad(t \geq 0) .
$$

Thus (2.19) holds for $u \in w^{\prime}(t)(t \geq 0)$. From this and (2.9), we deduce

$$
\begin{aligned}
& \frac{d}{d s}\left[\widetilde{C}(t-s) w(s)+\widetilde{S}(t-s) w^{\prime}(s)\right] \\
&=-\widetilde{C}^{\prime}(t-s) w(s)+\widetilde{C}(t-s) w^{\prime}(s)-\widetilde{S}^{\prime}(t-s) w^{\prime}(s) \\
&+\widetilde{S}(t-s) w^{\prime \prime}(s) \\
&= \widetilde{S}(t-s) A w(s)+\widetilde{C}(t-s) w^{\prime}(s)-\widetilde{C}(t-s) w^{\prime}(s) \\
&+\widetilde{S}(t-s) B w^{\prime}(s)+\widetilde{S}(t-s)\left[-B w^{\prime}(s)-A w(s)\right] \\
&= 0 \quad(0 \leq s \leq t) .
\end{aligned}
$$

Consequently

$$
w(t)=\widetilde{C}(t) w(0)+\widetilde{S}(t) w^{\prime}(0) \quad(t \geq 0)
$$

and this ends the proof of the implication (iii) $\Rightarrow(\mathrm{i})$.
Finally, we show the explicit expressions (1.4) to (1.9). By virtue of the equivalence of (2.1) and (2.2) in Lemma 1, (1.4) (resp. (1.5)) results from (2.9) (resp. (2.5)). Recalling that for $\operatorname{Re} \lambda>\omega$,

$$
\begin{aligned}
\Delta(\lambda)^{-1} u & =\int_{0}^{\infty} e^{-\lambda t} S(t) u d t, \\
\lambda \Delta(\lambda)^{-1} u & =\int_{0}^{\infty} e^{-\lambda t} S^{\prime}(t) u d t \quad(u \in E), \\
\frac{1}{\lambda} \Delta(\lambda)^{-1} A u & =\int_{0}^{\infty} e^{-\lambda t}\left[\int_{0}^{t} S(s) A u d s\right] \quad(u \in D(A)),
\end{aligned}
$$

then (1.6) follows from (2.9) and Lemma 2, (1.7) from Lemma 2, (1.8) from (2.9) and Lemma 3, (1.9) from Lemma 3. Thus we have completed the proof of Theorem 1.
3. Applications of Theorem 1. F. Neubrander [5] has discussed the case $D(A) \supset D(B)$. He shows well posedness under the assumption that $-B$ is the generator of a strongly continuous semigroup and $R(\lambda,-B) A=A R(\lambda,-B)$ on $D(A)$ for $\operatorname{Re} \lambda=\omega(\omega$ a constant $)$. As a consequence of Theorem 1, the following theorem generalizes the result.

Theorem 2. Suppose $D(A) \supset D(B)$ and there exists a complex number $\lambda_{0}$ such that $\left(\lambda_{0} I+B\right)^{-1} A$ has bounded extension. Then the Cauchy problem for (1.1) is strongly well posed if and only if $-B$ is the generator of a strongly continuous semigroup.

Proof. Necessity. According to [1, Ch. VIII, Corollary 3.5], for every initial value $\left(u_{0}, u_{1}\right) \in D(B) \times D(B)$ the Cauchy problem for (1.1) has a solution. This ends the proof by the well posedness and [5, Theorem 5].

Sufficiency. We assume $\lambda_{0}=0$ without the loss of generality. Let now $(T(t)$ ) be the semigroup generated by $-B$. It is well known that there exist $C, \omega \geq 0$ such that

$$
\begin{gather*}
(\lambda I+B)^{-1} u=\int_{0}^{\infty} e^{-\lambda t} T(t) u d t \quad(u \in E, \operatorname{Re} \lambda>\omega)  \tag{3.1}\\
\|T(t)\| \leq C e^{\omega t} \quad(t \geq 0)
\end{gather*}
$$

Hence, we have

$$
\left\{\begin{array}{l}
\frac{1}{\lambda} A(\lambda I+B)^{-1} u=\frac{1}{\lambda} A B^{-1} B(\lambda I+B)^{-1} u  \tag{3.2}\\
\quad=\int_{0}^{\infty} e^{-\lambda t} A B^{-1}[I-T(t)] u d t \quad(u \in E, \operatorname{Re} \lambda>\omega), \\
\left\|A B^{-1}[I-T(t)]\right\| \leq C e^{\omega t} \quad(t \geq 0),
\end{array}\right.
$$

(here and in the sequel, we denote by $C$ a generic constant).
It is clear that for $\operatorname{Re} \lambda>\omega+C$,

$$
\begin{align*}
\lambda \Delta(\lambda)^{-1} & =(\lambda I+B)^{-1}\left[I+\frac{1}{\lambda} A(\lambda I+B)^{-1}\right]^{-1}  \tag{3.3}\\
& =(\lambda I+B)^{-1} \sum_{n=0}^{\infty}\left[-\frac{1}{\lambda} A(\lambda I+B)^{-1}\right]^{n}
\end{align*}
$$

In order to estimate $\left[\lambda \Delta(\lambda)^{-1}\right]^{(n)}$ for $n=0,1,2 \ldots$, we observe that, by (3.1),
$\left[(\lambda I+B)^{-1} u\right]^{(m)}=\int_{0}^{\infty}(-t)^{m} e^{-\lambda t} T(t) u d t \quad(u \in E, m=0,1,2, \ldots)$, and therefore

$$
\begin{align*}
& \left.\|(\lambda I+B)^{-1}\right]^{(m)} \| \leq \int_{0}^{\infty} t^{m} e^{-\operatorname{Re} \lambda t} C e^{\omega t} d t  \tag{3.4}\\
& \quad=C m!(\operatorname{Re} \lambda-\omega)^{-m-1} \quad(m=0,1,2, \ldots)
\end{align*}
$$

Set $Q(t)=A B^{-1}[I-T(t)]$ for $t \geq 0$. Then by (3.2),

$$
\left[\frac{1}{\lambda} A(\lambda I+B)^{-1}\right]^{n} u=\int_{0}^{\infty} e^{-\lambda t}[Q(t)]^{* n} u d t \quad(u \in E, n=2,3, \ldots)
$$

where $* n$ indicates the $n$th convolution power. Consequently, we obtain

$$
\begin{aligned}
&\left\{\left[\frac{1}{\lambda} A(\lambda I+B)^{-1}\right]^{n} u\right\}^{(m)}=\int_{0}^{\infty}(-t)^{m} e^{-\lambda t}[Q(t)]^{* n} u d t \\
&(u \in E, m=1,2, \ldots, n=2,3, \ldots)
\end{aligned}
$$

But for $u \in E, t \geq 0, n=2,3, \ldots$,

$$
\begin{aligned}
{[Q(t)]^{* n} u=\int_{0}^{t} \int_{0}^{t_{n-2}} } & \cdots \int_{0}^{t_{1}} Q\left(t-t_{n-2}\right) Q\left(t_{n-2}-t_{n-3}\right) \\
& \cdots Q\left(t_{1}-t_{0}\right) Q\left(t_{0}\right) u d t_{0} d t_{1} \cdots d t_{n-2}
\end{aligned}
$$

so that,

$$
\begin{aligned}
\left\|[Q(t)]^{* n}\right\| & \leq \int_{0}^{t} \int_{0}^{t_{n-2}} \cdots \int_{0}^{t_{1}} C^{n} e^{\omega t} d t_{0} \cdots d t_{n-2} \\
& =C^{n} e^{\omega t} \frac{t^{n-1}}{(n-1)!}
\end{aligned}
$$

hence for $m=1,2, \ldots, n=2,3, \ldots$,

$$
\begin{aligned}
& \left\|\left\{\left[\frac{1}{\lambda} A(\lambda I+B)^{-1}\right]^{n}\right\}^{(m)}\right\| \leq \int_{0}^{\infty} t^{m} e^{-\operatorname{Re} \lambda t} C^{n} e^{\omega t} \frac{t^{n-1}}{(n-1)!} d t \\
& \quad=\frac{C^{n}}{(n-1)!}(m+n-1)!(\operatorname{Re} \lambda-\omega)^{-m-n}
\end{aligned}
$$

When $n=1$, making use of (3.2) again, we obtain easily that for $m=0,1,2, \ldots$,

$$
\begin{aligned}
\left\|\left[\frac{1}{\lambda} A(\lambda I+B)^{-1}\right]^{(m)}\right\| & \leq \int_{0}^{\infty} t^{m} e^{-\operatorname{Re} \lambda t} C e^{\omega t} d t \\
& =C m!(\operatorname{Re} \lambda-\omega)^{-m-1}
\end{aligned}
$$

Accordingly, we have

$$
\begin{align*}
& \left\|\left\{\sum_{n=0}^{\infty}\left[-\frac{1}{\lambda} A(\lambda I+B)^{-1}\right]^{n}\right\}^{(m)}\right\|  \tag{3.5}\\
& \leq \sum_{n=1}^{\infty} \frac{C^{n}}{(n-1)!}(m+n-1)!(\operatorname{Re} \lambda-\omega)^{-m-n} \\
& =\frac{C}{(\operatorname{Re} \lambda-\omega)^{m+1}} \sum_{n=0}^{\infty}\left[\left(\frac{C}{\operatorname{Re} \lambda-\omega}\right)^{n}(n+1)(n+2) \cdots(m+n)\right] \\
& =\left.\frac{C}{(\operatorname{Re} \lambda-\omega)^{m+1}}\left(\frac{d^{m}}{d x^{m}} \sum_{n=0}^{\infty} x^{m+n}\right)\right|_{x=C / \operatorname{Re} \lambda-\omega} \\
& =C m!(\operatorname{Re} \lambda-\omega-C)^{-(m+1)} \quad(m=1,2, \ldots), \\
& \left\|\sum_{n=0}^{\infty}\left[-\frac{1}{\lambda} A(\lambda I+B)^{-1}\right]^{n}\right\| \quad  \tag{3.6}\\
& \quad \leq \frac{1}{1-C(\operatorname{Re} \lambda-\omega)^{-1}}=\frac{\operatorname{Re} \lambda-\omega}{\operatorname{Re} \lambda-\omega-C} \quad(m=0) .
\end{align*}
$$

We now apply the Leibniz formula to (3.3), obtaining

$$
\begin{aligned}
{\left[\lambda \Delta(\lambda)^{-1}\right]^{(n)}=} & \sum_{k=0}^{n} C_{n}^{k}\left[(\lambda I+B)^{-1}\right]^{(k)} \\
& \cdot\left\{\sum_{m=0}^{\infty}\left[-\frac{1}{\lambda} A(\lambda I+B)^{-1}\right]^{m}\right\}^{(n-k)} \quad(n=0,1,2, \ldots)
\end{aligned}
$$

It is thus easy to see, using (3.4), (3.5) and (3.6), that

$$
\begin{aligned}
&\left\|\left[\lambda \Delta(\lambda)^{-1}\right]^{(n)}\right\| \\
& \leq \sum_{k=0}^{n-1} C_{n}^{k} C k!(\operatorname{Re} \lambda-\omega)^{-k-1} C(n-k)!(\operatorname{Re} \lambda-\omega-C)^{-n+k-1} \\
&+C n!(\operatorname{Re} \lambda-\omega)^{-n-1}(\operatorname{Re} \lambda-\omega)(\operatorname{Re} \lambda-\omega-C)^{-1} \\
&= C^{2} n!(\operatorname{Re} \lambda-\omega-C)^{-n-1}(\operatorname{Re} \lambda-\omega)^{-1} \\
& \times\left\{\sum_{k=0}^{n-1}\left(\frac{\operatorname{Re} \lambda-\omega-C}{\operatorname{Re} \lambda-\omega}\right)^{k}+\sum_{k=n}^{\infty}\left(\frac{\operatorname{Re} \lambda-\omega-C}{\operatorname{Re} \lambda-\omega}\right)^{k}\right\} \\
&= C n!(\operatorname{Re} \lambda-\omega-C)^{-n-1} \quad(\operatorname{Re} \lambda>\omega+C, n=0,1,2, \ldots)
\end{aligned}
$$

Similarly, we can obtain the other two estimations:

$$
\begin{aligned}
& \left\|\left[B \Delta(\lambda)^{-1}\right]^{(n)}\right\| \leq C n!(\operatorname{Re} \lambda-\omega-C)^{-n-1} \\
& \quad(\operatorname{Re} \lambda>\omega+C, n=0,1,2, \ldots)
\end{aligned}
$$

and from

$$
\begin{aligned}
\Delta(\lambda)^{-1} B u=\left(I+\frac{1}{\lambda} B(\lambda I+B)^{-1} \overline{B^{-1} A}\right)^{-1} & \frac{1}{\lambda}(\lambda I+B)^{-1} B u \\
& (u \in D(B), \operatorname{Re} \lambda>\omega+C),
\end{aligned}
$$

we obtain

$$
\begin{aligned}
& \left\|\left[\Delta(\lambda)^{-1} B u\right]^{(n)}\right\| \leq C n!(\operatorname{Re} \lambda-\omega-C)^{-n-1} \\
& \quad(u \in D(B), \operatorname{Re} \lambda>\omega+C, n=0,1,2, \ldots)
\end{aligned}
$$

According to Theorem 1, the proof is now complete.

On the other hand, we discuss the case where $D(A) \subset D(B)$. We have shown in the proof of the implication (ii) $\Rightarrow$ (i) in Section 2 that the general case can, in a certain way, be reduced to this one. The case where $B \in L(E)$ has been studied in [12], and the conclusion is that the Cauchy problem for (1.1) is well posed (or equivalently, in view of [2, Th. 4.1(a)], strongly well posed) if and only if $-A$ is the generator of a strongly continuous cosine function. As an example of the case when $D(B) \supset D(A)$ and $B$ is unbounded, we now investigate
the partial differential equation

$$
\left\{\begin{array}{l}
\frac{\partial^{2} u(x, t)}{\partial t^{2}}+\frac{\partial}{\partial x}\left(a(x) \frac{\partial}{\partial x} u(x, t)\right)  \tag{3.7}\\
\\
+c \frac{\partial^{4}}{\partial x^{4}} u(x, t)+i b \frac{\partial^{3}}{\partial t \partial x^{2}} u(x, t)=0 \\
\quad(t>0,0<x<1) \\
\left.u(x, t)\right|_{x=0,1}=\left.\frac{\partial^{2}}{\partial x^{2}} u(x, t)\right|_{x=0,1}=0 \quad(t \geq 0) \\
u(x, 0)=u_{0}(x), \quad \frac{\partial}{\partial t} u(x, 0)=u_{1}(x) \quad(0 \leq x \leq 1)
\end{array}\right.
$$

Let $E=L^{2}(0,1), a(x) \in C^{1}(0,1), c>0$ and $b$ be a real number; $A=A_{1}+A_{2}$, where

$$
A_{1}=\frac{\partial}{\partial x}\left(a(x) \frac{\partial}{\partial x} .\right)
$$

with

$$
D\left(A_{1}\right)=\left\{u \in H^{2}(0,1),\left.u(x)\right|_{x=0,1}=0\right\}
$$

and

$$
\begin{aligned}
A_{2} & =c \frac{\partial^{4}}{\partial x^{4}} \quad \text { with } \\
D\left(A_{2}\right) & =\left\{u \in H^{4}(0,1),\left.u(x)\right|_{x=0,1}=\left.u^{\prime \prime}(x)\right|_{x=0,1}=0\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
B & =i b \frac{\partial^{2}}{\partial x^{2}} \quad \text { with } D(B)=D\left(A_{1}\right) \\
B_{1} & =c^{1 / 2} \frac{\partial^{2}}{\partial x^{2}} \quad \text { with } D\left(B_{1}\right)=D(B)
\end{aligned}
$$

so that $B_{1}^{2}=A_{2}$. Then it is easy to see that $A$ and $B$ are all closed operators, $B_{1} B=B B_{1}, B_{1}^{*}=B_{1}, B^{*}=-B, A_{1} B^{-1} \in L(E)$ and $B^{-1} A_{1}$ has a bounded extension due to the fact that $B^{-1} A_{1} \subset\left(A_{3} B^{-1}\right)^{*}$ and $A_{3} B^{-1} \in L(E)$ where

$$
A_{3}=-\frac{\partial}{\partial x}\left(\overline{a(x)} \frac{\partial}{\partial x} .\right)
$$

with $D\left(A_{3}\right)=D(B)$. Set

$$
F=\left(\begin{array}{cc}
0 & B_{1} \\
-B_{1} & B
\end{array}\right) \quad \text { with } D(F)=D(B) \times D(B) \text { in } E \times E .
$$

Then $(i F)^{*}=i F$, thus it follows from [7, P. 41, Th. 10.8] that $F$ is the generator of a strongly continuous unitary group. Denote this group by

$$
\left(\begin{array}{ll}
T_{1}(t) & T_{2}(t) \\
T_{3}(t) & T_{4}(t)
\end{array}\right) \quad \text { for }-\infty<t<+\infty
$$

Observing that

$$
R(\lambda, F)=\left(\begin{array}{cc}
(\lambda I+B) \Delta_{1}(\lambda)^{-1} & B_{1} \Delta_{1}(\lambda)^{-1} \\
B_{1} \Delta_{1}(\lambda)^{-1} & \lambda \Delta_{1}(\lambda)^{-1}
\end{array}\right) \quad \text { for } \operatorname{Re} \lambda>0
$$

where $\Delta_{1}(\lambda)=\lambda^{2} I+\lambda B+A_{2}$, we obtain that for $\operatorname{Re} \lambda>0$,

$$
\left\{\begin{array}{cc}
\lambda \Delta_{1}(\lambda)^{-1} u=\int_{0}^{\infty} e^{-\lambda t} T_{4}(t) u d t \quad(u \in E)  \tag{3.8}\\
B \Delta_{1}(\lambda)^{-1} u=\int_{0}^{\infty} e^{-\lambda t}\left[T_{1}(t)-\right. & \left.T_{4}(t)\right] u d t \quad(u \in E) \\
& \left\|T_{1}(t)-T_{4}(t)\right\| \leq 2(t \geq 0)
\end{array}\right.
$$

Therefore

$$
\left\{\begin{array}{l}
A_{1} \Delta_{1}(\lambda)^{-1} u=A_{1} B^{-1} B \Delta_{1}(\lambda)^{-1} u  \tag{3.9}\\
\quad=\int_{0}^{\infty} e^{-\lambda t} A_{1} B^{-1}\left[T_{1}(t)-T_{4}(t)\right] u d t \quad(u \in E) \\
\left\|A_{1} B^{-1}\left[T_{1}(t)-T_{4}(t)\right]\right\| \leq 2\left\|A_{1} B^{-1}\right\| \quad(t \geq 0)
\end{array}\right.
$$

$$
\begin{equation*}
\overline{\Delta_{1}(\lambda)^{-1}} A_{1} u=B \Delta_{1}(\lambda)^{-1} \overline{B^{-1} A_{1}} u \tag{3.10}
\end{equation*}
$$

$$
=\int_{0}^{\infty} e^{-\lambda t}\left[T_{1}(t)-T_{4}(t)\right] \overline{B^{-1} A_{1}} u d t \quad(u \in E)
$$

$$
\left\|\left[T_{1}(t)-T_{4}(t)\right] \overline{B^{-1} A_{1}}\right\| \leq 2\left\|\overline{B^{-1} A_{1}}\right\| \quad(t \geq 0)
$$

From (3.8), (3.9), (3.10) and the plain fact that

$$
\begin{aligned}
\lambda \Delta(\lambda)^{-1} & =\lambda \Delta_{1}(\lambda)^{-1}\left[I+A_{1} \Delta_{1}(\lambda)^{-1}\right]^{-1} & & (\operatorname{Re} \lambda>0) \\
B \Delta(\lambda)^{-1} & =B \Delta_{1}(\lambda)^{-1}\left[I+A_{1} \Delta_{1}(\lambda)^{-1}\right] & & (\operatorname{Re} \lambda>0) \\
\Delta(\lambda)^{-1} B u & =\left[I+\overline{\Delta_{1}(\lambda)^{-1}} A_{1}\right]^{-1} B \Delta_{1}(\lambda)^{-1} u & & (u \in E, \operatorname{Re} \lambda>0)
\end{aligned}
$$

we can obtain the three estimations in (iii) of Theorem 1 using arguments similar to those in the proof of the sufficiency of Theorem 2. Then, applying Theorem 1 , we conclude that (3.7) is strongly well posed and therefore the propagators grow exponentially.
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