# A DISCRETE LYAPUNOV FUNCTION FOR A CLASS OF LINEAR DIFFERENTIAL EQUATIONS 

Hal L. Smith

> An integer-valued function on $\mathfrak{R}^{n}$ is shown to decrease along trajectories of certain linear systems of ordinary differential equations.

1. Introduction. Recently, there has been a greal deal of success in obtaining very striking results on the global behavior of both finite and infinite dimensional dynamical systems through the use of integer-valued Lyapunov functions which decrease in value along trajectories. Matano [6] uses the lap number (originally discovered by Nickel [7]), a measure of the number of zeros of a solution of a scalar reaction diffusion equation on an interval, and the fact that it does not increase, to show that solutions converge to equilibria. Henry [3] and Angenent [1] exploit this further to obtain the Morse-Smale property for scalar reaction diffusion equations. For functional differential equations, Mallet-Paret [4] shows that a count of the number of zeros of a solution in an interval is an integer valued Lyapunov function for a certain class of equations. He exploits this fact to obtain a Morse decomposition of the global attractor. Smillie [8] uses the fact that the number of sign changes in the components $\dot{x}_{1}, \dot{x}_{2}, \ldots, \dot{x}_{n}$ does not increase with time for cooperative, tridiagonal systems of ordinary differential equations to conclude that all bounded solutions converge. Fusco and Oliva [2] use a similar integer-valued Lyapunov function to identify a class of ordinary differential equations with the MorseSmale property. The author and Mallet-Paret [5] use such a function to obtain a Poincaré-Bendixson type result for a class of ordinary differential equations in $\mathfrak{R}^{n}, n \geq 2$. It is clear that these various (and related) integer-valued Lyapunov functions put severe constraints on the global asymptotic behavior of the various systems.

We note that for many of the applications cited above, the crucial point is to have an appropriate integer valued Lyapunov function for the variational equation along an orbit, or for a class of linear systems which contain the variational equation. For then one can argue that the Lyapunov function decreases along the difference of two solutions.

This paper will be devoted to showing that the integer-valued Lyapunov function described in [5] applies to a larger class of linear systems than those described there. Consider the linear system of ordinary differential equations

$$
\begin{array}{r}
\dot{x}_{i}(t)=\delta_{i} a_{i i-1}(t) x_{i-1}(t)+a_{i i}(t) x_{i}(t)+\delta_{i+1} a_{i i+1}(t) x_{i+1}(t)  \tag{1.1}\\
1 \leq i \leq n, \quad i \text { modulo } n
\end{array}
$$

Concerning (1.1), we assume hereafter that the $a_{i j}$ are continuous functions and

$$
\begin{aligned}
& \delta_{i} \in\{-1,+1\}, \quad a_{i i-1}(t) \geq 0, \quad a_{i i+1}(t) \geq 0, \\
& 1 \leq i \leq n, \quad i \text { modulo } n .
\end{aligned}
$$

Further assumptions will be described below. Since it will be necessary throughout this paper to identify indices $i$ modulo $n$ (e.g. $0=n$, $n+1=1$, etc.), we adopt it as a standing practice and make no further mention of $i$.

Following [5], define the function $N$, taking values in $\{0,1,2, \ldots$, $n\}$ by

$$
N(y)=\operatorname{card}\left\{i: \delta_{i} y_{i} y_{i-1}<0\right\}, \quad y \in \mathfrak{R}^{n}, y_{i} \neq 0 \text { all } i .
$$

It is easy to see that the domain of definition of $N$ can be extended to the maximal domain $\mathscr{N}$ on which $N$ remains continuous where $\mathscr{N}$ is the open set given by

$$
\mathscr{N}=\left\{y \in \mathfrak{R}^{n}: \text { if } y_{i}=0, \text { then } \delta_{i+1} \delta_{i} y_{i+1} y_{i-1}<0\right\} .
$$

For those $y$ with $y_{i} \neq 0,1 \leq i \leq n$, we have

$$
(-1)^{N(y)}=\operatorname{sign} \prod_{i=1}^{n} \delta_{i} y_{i} y_{i-1}=\prod_{i=1}^{n} \delta_{i} \equiv \Delta .
$$

Hence, $N$ takes only even values if $\Delta=+1$ and only odd values if $\Delta=-1$. We say (1.1) has positive (negative) feedback if $\Delta=+1$ ( $\Delta=$ $-1)$. The significance of this terminology becomes apparent if we make the change of variables $y_{i}=\mu_{i} x_{i}$ in (1.1) where $\mu_{i} \in\{-1,+1\}$. The resulting system for $y$ is again of the form (1.1); the only change is that the new $\bar{\delta}_{i}$ are given by $\bar{\delta}_{i}=\mu_{i} \mu_{i-1} \delta_{i}$. It is not hard to see that the $\mu_{i}$ may be chosen so that $\bar{\delta}_{i}=+1,2 \leq i \leq n$, and $\delta_{1}=\Delta$. If $\Delta=+1$, the resulting system has all positive feedbacks. If $\Delta=-1$, the system contains a pair of negative feedbacks.

In addition to the standing assumptions above, we make the following additional assumptions involving the matrix $A(t)=\left(a_{i j}(t)\right)$ where $a_{i j} \equiv 0$ if $j \notin\{i-1, i, i+1\}$.
(I) $A(t)$ is irreducible for each $t$, and
(V) If $a_{i i-1}(t)\left(a_{i i+1}(t)\right)$ vanishes at some $t=t_{0}$ then

$$
\lim _{t \rightarrow t_{0}} \frac{a_{i i-1}(t)}{\left(t-t_{0}\right)^{n-2}}=0
$$

Given the special form of the matrix $A(t)$, (I) holds true if and only if one of the following holds for each value of $t$ :

> (a) $\prod_{i=1}^{n} a_{i i-1}(t)>0, \quad$ or
> (b) $\prod_{i=1}^{n} a_{i i+1}(t)>0, \quad$ or
> (c) $\prod_{i=1}^{n-1} a_{i i+1}(t) \prod_{i=2}^{n} a_{i i-1}(t)>0$.

We remind the reader of our convention that indices are interpreted modulo $n$ so that $n+1 \sim 1$ and $0 \sim n$.

The assumption (I) limits the set of functions $a_{i i-1}(t), a_{i i+1}(t)$, $1 \leq i \leq n$, which can vanish at a particular value of $t$. The assumption (V) on the other hand, describes how $a_{i i+1}(t)$ may vanish at a point. It requires that if $a_{i i-1}\left(a_{i i+1}\right)$ vanishes at $t_{0}$ then it must vanish to sufficiently high order. Note that $(\mathrm{V})$ certainly holds if
$\left(\mathrm{V}^{\prime}\right) a_{i i-1}\left(a_{i i+1}\right)$ never vanishes or vanishes identically.
Our main result is the following (compare $[2,5,8]$ ).
Theorem. If (1.1) satisfies ( I ) and $(\mathrm{V})$ and if $x(t)$ is a nontrivial solution of (1.1) then
(i) $x(t) \in \mathscr{N}$ except possibly for isolated values of $t$.
(ii) If $x(s) \notin \mathscr{N}$ then $N(x(s+))<N(x(s-))$.

Assertion (i) implies that if $x(s) \notin \mathscr{N}$ then $x(t) \in \mathscr{N}$ for $0<$ $|t-s|<\varepsilon$ for some positive $\varepsilon$. It follows from the continuity of $N$ on $\mathscr{N}$ that $N(x(t))$ is constant on $(s-\varepsilon, s)$ and on $(s, s+\varepsilon)$. It will be established that $N$ decreases by a multiple of two as $t$ increases through $t=s$.

The proof of the theorem will be deferred to $\S 2$. We make several remarks below.

The hypothesis that (I) holds is crucial for the theorem to hold.

Consider the constant coefficient system

$$
\dot{x}=\left(\begin{array}{ccc}
a_{11} & a_{12} & 0 \\
0 & a_{22} & a_{23} \\
0 & a_{32} & a_{33}
\end{array}\right) x
$$

where $a_{12}>0, a_{23}>0$ and $a_{32}>0$. Observe that (I) fails and that $x(t)=e^{a_{11} t}(1,0,0)$ is a solution satisfying $x(t) \notin \mathscr{N}$ for all $t$.

The assumption ( V ) is probably unnecessary. In $\S 2$ it is shown that if $A(t)$ is analytic in $t$ then (V) can be dropped entirely. We conjecture that the theorem holds without (V). Observe that if $n=3$ and $A(t)$ is $C^{1}$ in $t$ then $(\mathrm{V})$ holds. Indeed, in this case, if $a_{i i-1}$ vanishes at $t=t_{0}$ then $\dot{a}_{i i-1}\left(t_{0}\right)=0$ since $a_{i i-1}(t) \geq 0$ so $a_{i i-1}(t)=$ $o\left(t-t_{0}\right)$ as $t \rightarrow t_{0}$.

The theorem implies the invariance of certain families of wedgelike subsets of $\mathfrak{R}^{n}$ under the forward flow associated with (1.1). Let $\Phi(t, s)$ be the fundamental matrix solution of (1.1) satisfying $\Phi(s, s)$ $=I$, where $I$ is the identity matrix. For definiteness, assume that $\Delta=-1$ and that $k$ is an odd integer less than $n$.

The set

$$
\begin{aligned}
& H_{k}=\operatorname{clos}\left\{x \in \mathfrak{R}^{n}: \text { there exists a neighborhood } U \text { of } x\right. \\
&\text { such that } N(y) \leq k \text { for every } y \in U \cap \mathscr{N}\}
\end{aligned}
$$

is a nonempty set with the property that $\alpha x \in H_{k}$ whenever $x \in H_{k}$ and $\alpha \neq 0$. Here, clos $B$ denotes the closure of the set $B$ and int $B$ denotes the interior of $B$. The theorem implies that

$$
\Phi(t, s)\left(H_{k} \backslash\{0\}\right) \subset \operatorname{int} H_{k}, \quad t>s
$$

This invariance property has strong implications for the Floquet theory for (1.1) if $A(t)$ is $T$-periodic. For example, $N$ is defined and constant on the set of nonzero vectors belonging to the real part of the direct sum of those generalized eigenspaces of $\Phi(T+s, s)$ corresponding to Floquet multipliers having a fixed modulus. Moreover, such subspaces can be at most two dimensional (see [5, Lemma 2.2 and Lemma 2.5]).

Our theorem has strong implications for the nonlinear system of differential equations

$$
\begin{equation*}
\dot{y}_{i}(t)=f_{i}\left(y_{i-1}(t), y_{i}(t), y_{i+1}(t)\right) \tag{1.3}
\end{equation*}
$$

in the case that

$$
\begin{equation*}
\delta_{i} \frac{\partial f_{i}}{\partial x_{i-1}} \geq 0, \quad \delta_{i+1} \frac{\partial f_{i}}{\partial x_{i-1}} \geq 0 \tag{1.4}
\end{equation*}
$$

hold throughout an invariant region for (1.3). Here, we merely note the more obvious implications and refer the reader to $[2,5,8]$ for more thorough considerations under different hypotheses.

In order to simplify our exposition, assume that the $f_{i}$ are analytic functions and that the Jacobian matrix of the vector field is an irreducible matrix for each $x$. If $y(t)$ and $\bar{y}(t)$ are distinct solutions of (1.3) then $x(t)=y(t)-\bar{y}(t)$ is a nontrivial solution of (1.1) where

$$
\begin{aligned}
a_{i j}(t) & =\int_{0}^{1} \frac{\partial f^{i}}{\partial y^{j}}\left(u_{i-1}(s, t), u_{i}(s, t), u_{i+1}(s, t)\right) d s \\
u_{i}(s, t) & =s y_{i}(t)+(1-s) \bar{y}_{i}(t)
\end{aligned}
$$

Observe that $A(t)$ is analytic and (I) holds. Similarly, if $y(t)$ is a nonconstant solution of (1.3) then $\dot{y}(t)$ satisfies the variational equation which has the form (1.1). It follows from the theorem that the function $t \mapsto N(y(t)-\bar{y}(t))$ is defined except possibly at a finite number of points (no more than $[n / 2]+1$ points) of the common domain, $I$, of $y(\cdot)$ and $\bar{y}(\cdot)$. Points, if any, at which the function is not defined, separate adjacent open subintervals of $I$ on each of which the function $N$ is constant and $N$ decreases by a multiple of two as $t$ increases through such a point.

If $y(t)$ and $\bar{y}(t)$ are defined for $t \geq 0$ then the theorem implies that $y(t)-\bar{y}(t) \in \mathscr{N}$ for all large $t$, say $t>t_{0}$. This in turn implies that the two curves $t \rightarrow\left(t, y_{i}(t), y_{i+1}(t)\right)$ and $t \rightarrow\left(t, \bar{y}_{i}(t), \bar{y}_{i+1}(t)\right)$ do not meet for each $i$ and suggest the possiblity of a phase plane analysis (see [5, sec. 3]).
2. Proof of the Theorem. This section will be devoted to the proof of the theorem. We must show that if $x(s) \notin \mathscr{N}$ then there exists $\varepsilon>0$ such that $x(t) \in \mathscr{N}$ for $0<|t-s|<\varepsilon$ and that (ii) holds. Without loss of generality we may assume that $s=0$ for we can always perform a translation in $t$. We begin with some definitions similar to those in [8] except that we do not require differentiability.

Definition. For $1 \leq i \leq n$, define $k(i)=k$, a nonnegative integer, if there exists a real number $p_{i} \neq 0$ such that

$$
x_{i}(t)=p_{i} t^{k}+o\left(t^{k}\right), \quad \text { as } t \rightarrow 0
$$

That is,

$$
\lim _{t \rightarrow 0} \frac{x_{i}(t)}{t^{k}}=p_{i}
$$

If there does not exist such a $k$ and $p_{i}$ then $k(i)$ is not defined. Let

$$
P_{i}=\operatorname{sign} p_{i}= \begin{cases}+1 & \text { if } p_{i}>0 \\ -1 & \text { if } p_{i}>0 .\end{cases}
$$

Observe that $k(i)$ and $p_{i}$ are uniquely defined and that if $k(i)$ is defined, then $t=0$ is an isolated zero of $x_{i}(t)$.

The following lemma will be the key to our proof.
Lemma. Let $y(t)$ be the solution of the initial value problem

$$
\begin{equation*}
\dot{y}(t)=B(t) y+g(t), \quad y(0)=0 \tag{2.1}
\end{equation*}
$$

where $B(t)(g(t))$ is a continuous matrix (vector)-valued function on some neighborhood of $t=0$. Let $\phi(t)$ be a vector-valued continuous function on some neighborhood of $t=0$ and let $\mu(t)$ be a positive scalar-valued continuous function on a neighborhood of $t=0$ such that $|\phi(t)| \leq \mu(t)$ and

$$
\lim _{t \rightarrow 0} \frac{|g(t)-\phi(t)|}{\mu(t)}=0 .
$$

Let $\psi(t)=\int_{0}^{t} \phi(s) d s$ and $\chi(t)=\left|\int_{0}^{t} \mu(s) d s\right|$.
Then

$$
\lim _{t \rightarrow 0} \frac{|y(t)-\psi(t)|}{\chi(t)}=0 .
$$

Proof. The solution $y(t)$ satisfies the integral equation

$$
y(t)=\int_{0}^{t} g(s) d s+\int_{0}^{t} B(s) y(s) d s
$$

Hence for $t>0$,

$$
\begin{aligned}
|y(t)-\psi(t)| \leq & \int_{0}^{t}|g(s)-\phi(s)| d s+\int_{0}^{t}|B(s)||\psi(s)| d s \\
& +\int_{0}^{t}|B(s)||y(s)-\psi(s)| d s
\end{aligned}
$$

By Gronwall's inequality, for $t>0$,

$$
|y(t)-\psi(t)| \leq \alpha(t)+\int_{0}^{t}|B(s)| \alpha(s)\left(\exp \int_{0}^{t}|B(u)| d u\right) d s
$$

where

$$
\alpha(t) \equiv \int_{0}^{t}|g(s)-\phi(s)| d s+\int_{0}^{t}|B(s) \| \psi(s)| d s
$$

Hereafter, we consider only $t>0$ as a similar argument applies when $t<0$. Now, if $B_{m}=\sup |B(s)|$ over some interval containing zero then

$$
\begin{aligned}
\alpha(t) & \leq \int_{0}^{t}|g(s)-\phi(s)| d s+B_{m} \int_{0}^{t}|\psi(s)| d s \\
& \leq \int_{0}^{t} \frac{|g(s)-\phi(s)|}{\mu(s)} \mu(s) d s+B_{m} \int_{0}^{t} \int_{0}^{s}|\phi(r)| d r d s \\
& \leq\left[\sup _{0 \leq s \leq t} \frac{|g(s)-\phi(s)|}{\mu(s)} \chi(t)+B_{m} \int_{0}^{t} \int_{0}^{s} \mu(r) d r d s\right] \\
& \leq\left[\sup _{0 \leq s \leq t} \frac{|g(s)-\phi(s)|}{\mu(s)}+B_{m} t\right] \chi(t) .
\end{aligned}
$$

Hence

$$
\lim _{t \rightarrow 0+} \frac{\alpha(t)}{\chi(t)}=0
$$

Similarly,

$$
\begin{aligned}
& \int_{0}^{t}|B(s)| \alpha(s) d s \exp \int_{0}^{t}|B(u)| d u \leq B_{m} e^{B_{m} t} \cdot \int_{0}^{t} \alpha(s) d s \\
& \quad \leq B_{m} e^{B_{m} t} t \alpha(t) \leq B_{m} e^{B_{m} t} t \frac{\alpha(t)}{\chi(t)} \chi(t) .
\end{aligned}
$$

Hence

$$
\lim _{t \rightarrow 0+} \frac{1}{\chi(t)} \int_{0}^{t}|B(s)| \alpha(s) d s \exp \int_{0}^{1}|B(u)| d u=0 .
$$

This completes our proof.
An important special case of the lemma occurs when $g(t)=g_{m} t^{m}+$ $o\left(t^{m}\right)$ as $t \rightarrow 0$, where $m$ is a nonnegative integer and $g_{m} \in \mathfrak{R}^{n}$. Put $\phi(t)=g_{m} t^{m}$ and $\mu(t)=\mu_{0}|t|^{m}, \mu_{0}>\left|g_{m}\right|$. Then the lemma implies that

$$
y(t)=\frac{g_{m}}{m+1} t^{m+1}+o\left(t^{m+1}\right)
$$

Returning to the proof of the theorem, let $Z=\left\{i: x_{i}(0)=0\right\}$ and observe that $Z$ is a proper subset of $\{1,2, \ldots, n\}$ since $x(0) \neq 0$ but $Z$ is nonempty since $x(0) \notin \mathscr{N}$. Partition $Z$ into pairwise disjoint intervals $I_{1}, I_{2}, \ldots, I_{l}, l \geq 1$, such that each set $I_{j} \subset Z$ consists of consecutive integers $(\bmod n), I_{j}=\{i+1, i+2, \ldots$, $i+p\}, p \geq 1$, and $i \notin Z, i+p+1 \notin Z$. Note that such an interval $I$ may be of the form $I=\{l, l+1, \ldots, n, 1,2, \ldots, r\}$ where $r<l$.

The proof of the theorem involves considering the individual intervals $I_{j}$ separately and determining their contribution, if any, to the change in the value of $N$ as $t$ increases through zero. The simplest type of interval to consider and the most important is the case that $I=\{j\}$ is a singleton interval (we will drop subscripts on the intervals when no confusion is possible). Since $x_{j-1}(0) x_{j+1}(0) \neq 0$, there are two cases. If $\delta_{j+1} \delta_{j} P_{j+1} P_{j-1}=-1$, then the interval $I$ contributes no change to the value of $N$ as $t$ increases through zero (see the definition of $N$ and recall how $\mathscr{N}$ is defined). Moreover, by continuity of $x(t), \delta_{j+1} \delta_{j} x_{j+1} x_{j-1}(t)<0$ in a neighborhood of zero. It is important to observe that not every interval $I_{j}, j=1,2, \ldots, l$, can be of this type since $x(0) \notin \mathscr{N}$. Suppose now that $\delta_{j+1} \delta_{j} P_{j+1} P_{j-1}=+1$. Then

$$
\dot{x}_{j}(0)=\delta_{j} a_{j j-1}(0) x_{j-1}(0)+\delta_{j+1} a_{j j+1}(0) x_{j+1}(0) \neq 0
$$

since $(I)$ does not permit both $a_{j j-1}(0)$ and $a_{j j+1}(0)$ to vanish. Moreover

$$
\left.\frac{d}{d t}\right|_{t=0} \delta_{j} x_{j} x_{j-1}=a_{j j-1} x_{j-1}^{2}+\delta_{j} \delta_{j+1} a_{j j+1} x_{j-1} x_{j+1}>0
$$

and

$$
\left.\frac{d}{d t}\right|_{t=0} \delta_{j+1} x_{j+1} x_{j}=\delta_{j+1} \delta_{j} a_{j j-1} x_{j-1} x_{j+1}+a_{j j+1} x_{j+1}^{2}>0
$$

Hence we see that there exists $\varepsilon>0$ such that $x_{j}(t) \neq 0$ for $0<|t|<$ $\varepsilon$ and that the interval $I=\{j\}$ contributes to a decrease in $N$ by two as $t$ increases through zero. Note that this argument did not require that (V) hold.

The remainder of our proof of the theorem is somewhat tedious because we are unable to treat intervals $I$ in the decomposition of $Z$ which are not singleton intervals in the generality with which we could deal with singleton intervals. There is a plethora of special cases.

We begin by considering the special case that

$$
\begin{equation*}
a_{i i-1}(0)>0, \quad a_{i i+1}(0)>0, \quad 1 \leq i \leq n \tag{2.2}
\end{equation*}
$$

Let $I$ be an interval in the partition of $Z$ of even length, $I=\{j+1$, $j+2, \ldots, j+p\}, p=2 q, q \geq 1$. Then we have the following.

Claim. (a) $k(j+r)=r, 0 \leq r \leq q$, and $P_{j+r}=\delta_{j+r} P_{j+r-1}$, $1 \leq r \leq q$.
(b) $k(j+p+1-s)=s, 0 \leq s \leq q$, and $P_{j+p+1-s}=\delta_{j+p+1-s+1}$. $P_{j+p+1-s+1}, 1 \leq s \leq q$.

Proof. Since $\dot{x}_{j+1}(0)=\delta_{j+1} a_{j+1 j}(0) x_{j}(0) \neq 0, k(j+1)=1, p_{j+1}=$ $\delta_{j+1} a_{j+1 j}(0) p_{j}$, so $P_{j+1}=\delta_{j+1} P_{j}$. Similarly,

$$
x_{j+p}(t)=\delta_{j+p+1} a_{j+p, j+p+1}(0) p_{j+p+1} t+o(t)
$$

so $k(j+p)=1$ and $P_{j+p}=\delta_{j+p+1} P_{j+p+1}$. Hence (a) and (b) hold for $r, s=1$. Suppose (a) and (b) holds for $s, r \leq k<q$. We will show that (a) and (b) hold for $s, r \leq k+1$. Let $y(t)=$ $\left(x_{j+k+1}(t), x_{j+k+2}(t), \ldots, x_{j+p-k}(t)\right)$. Then from (1.1) and our induction hypothesis $y(t)$ satisfies

$$
\dot{y}=B(t) y+g(t), \quad y(0)=0
$$

where

$$
\begin{aligned}
& g(t)=\left(\delta_{j+k+1} a_{j+k+1, j+k} x_{j+k}, 0, \ldots, 0,\right. \\
& \\
& \left.\quad \delta_{j+p-k+1} a_{j+p-k, j+p-k+1} x_{j+p-k+1}\right) \\
& \\
& \quad \delta_{j+p-k+1} a_{j+p-k, j+p-k+1}(0) \delta_{j+k+1} a_{j+k+1, j+k}(0) p_{j+k}, 0, \ldots, 0 \\
& \left.\delta_{j+1}\right) t^{k}+o\left(t^{k}\right)
\end{aligned}
$$

By the lemma,

$$
y(t)=\frac{1}{k+1} t^{k+1} g_{k}+o\left(t^{k+1}\right), \quad t \rightarrow 0
$$

where $g_{k}$ is the vector coefficient of $t^{k}$ in the above expansion of $g(t)$.

In particular, $k(j+k+1)=k+1=k(j+p-k)$ and

$$
\begin{aligned}
& P_{j+k+1}=\delta_{j+k+1} P_{j+k}, \\
& P_{j+p-k}=\delta_{j+p-k+1} P_{j+p-k+1}
\end{aligned}
$$

This establishes our claim.

As an immediate consequence, $x_{i}(t), i \in I$, have isolated zeros at $t=0$. Also, we have for $t \neq 0$ sufficiently small

$$
\begin{aligned}
\operatorname{sign}\left[\delta_{j+1} x_{j+1} x_{j}\right] & =\operatorname{sign}\left[\delta_{j+1} P_{j+1} P_{j} t\right] \\
& =\delta_{j+1} P_{j+1} P_{j} \operatorname{sign} t \\
& =\delta_{j+1} \delta_{j+1} P_{j} P_{j} \operatorname{sign} t=\operatorname{sign} t, \\
\operatorname{sign}\left[\delta_{j+2} x_{j+2} x_{j+1}\right] & =\delta_{j+2} P_{j+2} P_{j+1} \operatorname{sign}\left[t^{2+1}\right] \\
& =\delta_{j+2} \delta_{j+2} P_{j+1} P_{j+1} \operatorname{sign} t^{3} \\
& =\operatorname{sign} t^{3}, \\
\vdots & \\
\operatorname{sign}\left[\delta_{j+q} x_{j+q} x_{j+q-1}\right] & =\delta_{j+q} P_{j+q} P_{j+q-1} \operatorname{sign} t^{2 q-1} \\
& =\operatorname{sign} t^{2 q-1}, \\
\operatorname{sign}\left[\delta_{j+q+1} x_{j+q+1} x_{j+q}\right] & =\delta_{j+q+1} P_{j+q+1} P_{j+q} \operatorname{sign} t^{2 q} \\
& =\delta_{j+q+1} P_{j+q+1} P_{j+q}, \\
\operatorname{sign}\left[\delta_{j+q+2} x_{j+q+2} x_{j+q+1}\right] & =\delta_{j+q+2} P_{j+q+2} P_{j+q+1} \operatorname{sign} t^{2 q-1} \\
& =\delta_{j+q+2} P_{j+q+2} \delta_{j+q+2} P_{j+q+2} \operatorname{sign} t^{2 q-1} \\
& =\operatorname{sign} t^{2 q-1}, \\
\vdots & \\
\operatorname{sign}\left[\delta_{j+q+1} x_{j+p+1} x_{j+p}\right] & =\delta_{j+p+1} P_{j+p+1} P_{j+p} \operatorname{sign} t \\
& =\operatorname{sign} t .
\end{aligned}
$$

Thus the interval $I$ of size $p=2 q$ contributes to a decrease in $N$ of $p=2 q$ as $t$ increases through zero.

Next we consider the case that $I$ has odd length, $I=\{j+1$, $j+2, \ldots, j+p\}, p=2 q+1, q \geq 1$. Observe that the previous claim still holds. Furthermore, $y(t) \equiv x_{j+q+1}(t)$ satisfies

$$
\dot{y}(t)=a_{j+q+1, j+q+1}(t) y(t)+g(t), \quad y(0)=0
$$

where $g(t)=h t^{q}+o\left(t^{q}\right)$ and

$$
h=\delta_{j+q+1} a_{j+q+1, j+q}(0) p_{j+q}+\delta_{j+q+2} a_{j+q+1, j+q+2}(0) p_{j+q+2}
$$

There are three cases to consider. We begin with
Case I. $\delta_{j+q+1} P_{j+q} \delta_{j+q+2} P_{j+q+2}=+1$.
In this case $h \neq 0$ and by the lemma

$$
y(t)=x_{j+q+1}(t)=\frac{h}{q+1} t^{q+1}+o\left(t^{q+1}\right)
$$

In particular it follows that $t=0$ is an isolated zero of $x_{i}(t)$ for every $i \in I$. We also have $k(j+q+1)=q+1, P_{j+q+1}=\delta_{j+q+1} P_{j+q}=$ $\delta_{j+q+2} P_{j+q+2}$. Hence, for $t \neq 0$ sufficiently small,

$$
\begin{aligned}
\operatorname{sign}\left[\delta_{j+q+1} x_{j+q+1} x_{j+q}\right] & =\delta_{j+q+1} P_{j+q+1} P_{j+q} \operatorname{sign} t^{2 q+1} \\
& =\operatorname{sign} t^{2 q+1}
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{sign}\left[\delta_{j+q+2} x_{j+q+2} x_{j+q+1}\right] & =\delta_{j+q+2} P_{j+q+2} P_{j+q+1} \operatorname{sign} t^{2 q+1} \\
& =\operatorname{sign} t^{2 q+1} .
\end{aligned}
$$

Thus $I$ contributes to a decrease in $N$ of $2 q+2=p+1$ as $t$ increases through $t=0$ in Case I.

Case II. $\delta_{j+q+1} P_{j+q} \delta_{j+q+2} P_{j+q+2}=-1$ but $h \neq 0$.
As in Case $\mathrm{I}, t=0$ is still an isolated zero of $x_{i}(t), i \in I$. The only change in the argument of Case I is that for $t \neq 0, t$ small, $\delta_{j+q+1} x_{j+q+1} x_{j+q}$ and $\delta_{j+q+2} x_{j+q+2} x_{j+q+1}$ have opposite signs. Thus these two terms cancel each other and the change in $N$ due to interval $I$ as $t$ increases through $t=0$ is $p-1$.

Case III. $\delta_{j+q+1} P_{j+q} \delta_{j+q+2} P_{j+q+2}=-1$ and $h=0$.
In this case, the "order" of the zero of $x_{j+q+1}$ at $t=0$ is indeterminate. For $t \neq 0$ and $t$ sufficiently small, we have

$$
\begin{aligned}
& \operatorname{sign}\left[\delta_{j+q+2} \delta_{j+q+1} x_{j+q+2} x_{j+q}\right] \\
& \quad=\delta_{j+q+2} \delta_{j+q+1} P_{j+q+2} P_{j+q} \operatorname{sign} t^{2 q}=-1 .
\end{aligned}
$$

That is, $\delta_{j+q+2} \delta_{j+q+1} x_{j+q+2} x_{j+q}<0$ for $|t|>0,|t|$ small. Thus, from the definition of $N$ on $\mathscr{N}, x_{j+q+1}(t)$ has no effect on the value of $N$ for $t \neq 0, t$ small. As in the previous case, the interval $I$ contributes a decrease of $p-1$ to $N$ as $t$ increases through $t=0$.

In summary, when (2.2) holds, we have established that there exists $\varepsilon>0$ such if $0<|t|<\varepsilon$ then $x(t) \in \mathscr{N}$. This follows from our consideration of each type of interval in the partition of $Z$. Furthermore, except in the case of a singleton interval $I=\{j\}$ where $\delta_{j+1} \delta_{j} P_{j+1} P_{j-1}=-1$, all other types of intervals contribute a net decrease in $N$ by an even integer as $t$ increases through $t=0$. We observed that the special singleton interval described above contributes no change in $N$ and further, that not every interval in the partition of $Z$ could be of this type. It follows that our proof of the theorem is complete in the case that (2.2) holds.

We now drop the assumption that (2.2) holds and consider the case where (I) and ( $\mathrm{V}^{\prime}$ ) hold. Later, we remark on the change in the following argument when (V) replaces $\left(V^{\prime}\right)$. Since (I) holds we may assume that one of (1.2)(a), (b) or (c) holds. We begin by assuming that $(1.2)(\mathrm{b})$ holds and show that there exists $\varepsilon>0$ such that $x(t) \in \mathscr{N}$ for $0<|t|<\varepsilon$. This will establish (i) of the theorem in this case. The argument in case (1.2)(a) holds is very similar and will not be given. We consider the case that (1.2)(c) holds in a separate argument.

Assume that $(1.2)(b)$ holds and let $I$ be an interval in the partition of $Z$ with length greater than one, $I=\{j+1, j+2, \ldots, j+p\}$, $p \geq 2$. Now we know that $a_{i i+1}>0$ for every $i$ by (1.2)(b) but $a_{i i-1}$ may vanish identically for some $i \in I$. If $a_{i i-1}>0$ for every $i \in I$ then, of course, we may argue exactly as when (2.2) held. Thus we assume that $a_{i i-1}$ vanishes identically for some $i \in I$.

Let $j+r$ be the smallest index in $I$ such that $a_{j+r, j+r-1} \equiv 0$. Letting $y=\left(x_{j+r}, \ldots, x_{j+p}\right)$, equation (1.1) implies that $y$ satisfies an initial value problem (2.1) where

$$
g(t)=\left(0,0, \ldots, 0, \delta_{j+p+1} a_{j+p, j+p+1}(0) x_{j+p+1}(0)\right)+o(1)
$$

Hence the lemma implies that $k(j+p)=1$ and $P_{j+p}=\delta_{j+p+1} P_{j+p+1}$. Assume that we have established that $k(j+p-s)=s+1, P_{j+p-s}=$ $\delta_{j+p-s+1} P_{j+p-s+1}$ for $0 \leq s \leq l$, where $j+p-l>j+r$. Again, let $y=\left(x_{j+r}, \ldots, x_{j+p-l-1}\right)$. Then $y$ satisfies an initial value problem (2.1) where $g(t)=\left(0,0, \ldots, 0, \delta_{j+p-l} a_{j+p-l-1, j+p-l}(0) p_{j+p-l}\right) t^{l+1}+$ $o\left(t^{l+1}\right)$. By the lemma, it follows that $k(j+p-l-1)=l+2$ and $P_{j+p-l-1}=\delta_{j+p-l} P_{j+p-l}$. Hence we have established that $k(j+p-s)=s+1$ and $P_{j+p-s}=\delta_{j+p-s+1} P_{j+p-s+1}$ for $0 \leq s \leq$ $p-r$. If $r=1$ then we have established that $t=0$ is an isolated zero for each $x_{i}(t), i \in I$. If $r>1$ then we must consider $x_{i}(t)$ for $i$ in the subinterval $I^{\prime}=\{j+1, \ldots, j+r-1\}$ of $I$. Now we have $j \notin Z, j+r \in Z$ and $y_{j+r}=p_{j+r} t^{k(j+r)}+o\left(t^{k(j+r)}\right)$ where $k(j+r)=p-r+1$ and $P_{j+r}=\delta_{j+r+1} P_{j+r+1}$. In addition, we have $a_{i i-1}>0, a_{i i+1}>0$ for every $i \in I^{\prime}$ by the definition of $j+r$. Now we may continue our application of the lemma, setting $y=\left(x_{j+1}, \ldots, x_{j+r-1}\right)$ and observe that $y$ satisfies an initial value problem (2.1) where $g(t)=\left(\delta_{j+1} a_{j+1 j}(0) p_{j}, 0,0, \ldots, 0\right)+$ $o(1)$ as $t \rightarrow 0$. Thus $y(t)=g(0) t+o(t)$, by the lemma, and so $k(j+1)=1$ and $P_{j+1}=\delta_{j+1} P_{j}$. If $1<k(j+r)$ then we apply the lemma again to $y=\left(x_{j+2} \ldots, x_{j+r-1}\right)$ where now $g(t)=$ $\left(\delta_{j+2} a_{j+2, j+1} p_{j+1}, 0,0, \ldots, 0\right) t+o(t)$. Thus $k(j+2)=2$ and
$P_{j+2}=\delta_{j+2} P_{j+1}$. Clearly, we may continue this application of the lemma, obtaining $k(j+s)=s$ and $P_{j+s}=\delta_{j+s} P_{j+s-1}$ so long as $s \leq k(j+r)=p-r+1$. If $p=2 q+1$ is odd and $j+r \leq j+q+1$ then $k(j+r) \geq p-q=q+1$ so $q \leq k(j+r)$. Hence $k(j+s)=s$ for $1 \leq s \leq j+r-1 \leq j+q$. In this case, then, $t=0$ is an isolated zero of $x_{i}(t)$ for each $i \in I$. However, if $j+r>j+q+1$ then we have $k(j+s)=s, P_{j+s}=\delta_{j+s} P_{j+s-1}$ for $1 \leq s \leq p-r+1$ where $p-r+1<q+1$. In particular $k(j+p-r+1)=p-r+1=k(j+r)$. Let $y=\left(x_{j+p-r+2}, \ldots, x_{j+r-1}\right)$ so $y$ consists of an odd number of components and note that $y$ satisfies an initial value problem (2.1) where

$$
\begin{align*}
g(t)= & \left(\delta_{j+p-r+2} a_{j+p-r+2, j+p-r+1}(0) p_{j+p-r+1}\right.  \tag{2.3}\\
& \left.0, \ldots, 0, \delta_{j+r} a_{j+r-1, j+r}(0) p_{j+r}\right) t^{p-r+1}+o\left(t^{p-r+1}\right)
\end{align*}
$$

Hence $k(j+p-r+2)=k(j+r-1)=p-r+2$. Since $y$ contains an odd number of components, we may continue the application of the lemma until we have $k(j+s)=s, P_{j+s}=\delta_{j+s} P_{j+s-1}$, for $1 \leq s \leq q$, and $k(j+p-s)=s+1, P_{j+p-s}=\delta_{j+p-s+1} P_{j+p-s+1}$, for $0 \leq s \leq q-1$. Only $x_{j+q+1}$ remains to be investigated. As usual, set $y=x_{j+q+1}$ and observe that $y$ satisfies a scalar initial value problem (2.1) where

$$
\begin{aligned}
g(t)= & {\left[\delta_{j+q+1} a_{j+q+1, j+q}(0) p_{j+q}+\delta_{j+q+2} a_{j+q+1, j+q+2}(0) p_{j+q+2}\right] t^{q} } \\
& +o\left(t^{q}\right)
\end{aligned}
$$

If the quantity in brackets does not vanish, then the lemma implies that $k(j+q+1)=q+1$ and we are done since $t=0$ is an isolated zero of $x_{i}(t)$ for every $i \in I$. If the quantity in brackets does vanish then $\delta_{j+q+1} P_{j+q} \delta_{j+q+2} P_{j+q+2}=-1$ so $\delta_{j+q+1} \delta_{j+q+2} x_{j+q}(t) x_{j+q+2}(t)=$ $\delta_{j+q+1} \delta_{j+q+2} p_{j+q} p_{j+q+2} t^{2 q}+o\left(t^{2 q}\right)<0$ in some deleted neighborhood of $t=0$. Thus, although we are ignorant of the order of the zero of $x_{j+q+1}$ at $t=0$, the index $j+q+1$ cannot be a cause for $x(t) \notin \mathscr{N}$, $|t|$ small.

If $I$ contains an even number of elements $p=2 q$ and if $j+r \leq$ $j+q+1$ then $k(j+r) \geq q$. Hence $k(j+s)=s$ for $0 \leq s \leq j+r-1$ and so again $t=0$ is an isolated zero of $x_{i}(t), i \in I$. However, if $j+r>j+q+1$ then we have $k(j+S)=s, P_{j+s}=$ $\delta_{j+s} P_{j+s-1}$ for $0 \leq s \leq p-r+1$. Let $y=\left(x_{j+p-r+2}, \ldots, x_{j+r-1}\right)$ so $y$ has an even number of components. Since $y$ satisfies an initial value problem (2.1) with $g(t)$ as in (2.3) the lemma gives that $k(j+p-r+2)=k(j+r-1)=p-r+2$. Since $y$ contains an even number of elements, we can continue the application of the lemma
until we obtain $k(j+s)=s, 0 \leq s \leq q$, and $k(j+p-s)=s+1$, $0 \leq s \leq q-1$. Thus we find that $t=0$ is an isolated zero of $x_{i}(t)$ for $i \in I$.

In summary, if $(1.2)(\mathrm{b})$ holds, we have shown that each interval $I$ in the decomposition of $Z$ with length larger than one (length one intervals were considered quite generally in an earlier argument) has the property that either (a) $t=0$ is an isolated zero of $x_{i}(t)$ for every $i \in I$ or (b) $t=0$ is an isolated zero of $x_{i}(t)$ for every $i \in I$ except one (the middle one) where $I$ has odd length, and for this $i$ it happens that $\delta_{i+1} \delta_{i} x_{i+1} x_{i-1}<0$ in a deleted neighborhood of $t=0$. Hence we may conclude that there exists $\varepsilon>0$ such that $x(t) \in \mathscr{N}$ for $0<|t|<\varepsilon$ if (1.2)(b) holds.

Let us now consider the case that (1.2)(c) holds. Again, we focus on the intervals $I$ making up the partition of $Z$. Let $I$ be such an interval with length exceeding one, $I=\{j+1, j+2, \ldots, j+p\}$, $p \geq 2$. If $I \subseteq\{2,3, \ldots, n-1\}$ then $a_{i i-1}$ and $a_{i i+1}$ are positive for every $i \in I$, by $(1.2)(\mathrm{c})$, so the same arguments apply to $I$ as in the case that (2.2) held. Hence we assume that either 1 or $n$ or both belong to $I$. If 1 is a left endpoint of $I$ then $n \notin I$ and the argument that $t=0$ is an isolated zero for $x_{i}(t)$ for each $i \in I$ is exactly as in the previous case (that (1.2)(b) holds) where $j+r=1$ (recall $j+r$ was the minimal element of $I$ for which $a_{j+r, j+r-1} \equiv$ 0 ). Similarly, if $n$ is the right-hand endpoint of $I$, then one argues that $t=0$ is an isolated zero of $x_{i}(t)$ for each $i \in I$. Hence the only case left to check is that both 1 and $n$ belong to $I: I=\{j+$ $1, j+2, \ldots, n, 1,2, \ldots, r\}, r<j+1$. But such an interval can be decomposed into two subintervals, $I_{1}=\{j+1, j+2, \ldots, n\}$ and $I_{2}=\{1,2, \ldots, r\}$, each of which can be treated as described above where $n$ is a right endpoint or 1 is a left endpoint. One obtains that $k(j+1)=1, k(j+2)=2, \ldots, k(n)=n-j$ and $k(r)=1$, $k(r-1)=2, \ldots, k(1)=r$. In particular, $t=0$ is an isolated zero of $x_{i}(t)$ for each $i \in I$ in this case.

In summary, if (1.2)(c) holds then there exists $\varepsilon>0$ such that $x(t) \in \mathscr{N}$ for $0<|t|<\varepsilon$.

We now have established that (i) of the theorem holds provided (I) and $\left(\mathrm{V}^{\prime}\right)$ hold. The reader will see that, in our arguments so far, we do not really require $a_{i i-1}\left(a_{i i+1}\right)$ to vanish identically if it vanishes. Our arguments require no modification if whenever $a_{i i-1}$ vanishes, it vanishes to a large enough order that the term $a_{i i-1}(t) x_{i-1}(t)$ is of higher order than any "competing" term. This will ensure that
when we construct $g(t)$ in order to apply the lemma, we can ignore $a_{i i-1}(t) x_{i-1}(t)$. It is not hard to see that if $a_{i i-1}(t)=o\left(t^{n-2}\right)$, when it vanishes, then it has no effect on the arguments given above. Thus, (i) of the theorem holds provided (I) and (V) hold.

We now complete the proof of the theorem by showing that (ii) holds. This is done by approximating (1.1) by systems $(1.1)_{m}, m=$ $1,2, \ldots$, for which (2.2) holds. Recall we have established the theorem in case (2.2) holds. Thus, let $A^{m}(t)$ be a sequence of continuous matrix functions having the same structure as $A(t)$, namely, (I) and (2.2) hold. Suppose that $A^{m}(t) \rightarrow A(t)$ on some open interval containing $t=0$. Let $x^{m}(t)$ be the solution of the corresponding equation (1.1) where $A^{m}$ replaces $A$ and $x^{m}(0)=x(0), m=1,2, \ldots$. Then, $x^{m}(t) \rightarrow x(t)$ as $m \rightarrow \infty$ uniformly on some interval containing $t=0$. Now there exists $\varepsilon>0$ such that $x(t) \in \mathscr{N}$ for $0<|t|<\varepsilon$, since (i) of the theorem holds for $x(t)$. Since $x^{m}( \pm \varepsilon / 2) \rightarrow x( \pm \varepsilon / 2)$ as $m \rightarrow \infty$ and $\mathscr{N}$ is an open set, it follows that $x^{m}( \pm \varepsilon / 2) \in \mathscr{N}$ for all large $m$. For these $m, N\left(x^{m}(-\varepsilon / 2)\right)-N\left(x^{m}(\varepsilon / 2)\right) \geq 2$ since $x^{m}(0) \notin \mathscr{N}$ and the theorem applies to the $x^{m}$. By continuity of $N$ on $\mathscr{N}$, it follows that $N(x(-\varepsilon / 2))-N(x(\varepsilon / 2)) \geq 2$. Since $N(x(t))$ is defined and constant on $(-\varepsilon, 0)$ and on $(0, \varepsilon)$, we have $N(x(0-))>N(x(0)+)$ as asserted. This concludes the proof of the theorem.

We conclude this section by showing that if $A(t)$ is analytic then the theorem holds without the hypothesis that (V) hold. It is sufficient to show that (i) of the theorem holds since (ii) may be obtained by approximation as in the proof just completed. Suppose $x(t)$ is a nontrivial solution of (1.1), $x\left(t_{0}\right) \notin \mathscr{N}$ and further that there exists a sequence $t_{m} \rightarrow t_{0}, t_{m} \neq t_{0}$, such that $x\left(t_{m}\right) \notin \mathscr{N}$ for $m=1,2, \ldots$. We will reach a contradiction by showing that $x(t)$ vanishes identically. Since $x\left(t_{m}\right) \notin \mathscr{N}$, there exists $i_{m}$ such that $x_{i_{m}}\left(t_{m}\right)=0$ and $\delta_{i_{m}+1} \delta_{i_{m}} x_{i_{m}+1}\left(t_{m}\right) x_{i_{m}-1}\left(t_{m}\right) \geq 0$ for $m \geq 1$. For some $j$ we have $i_{m}=j$ for infinitely many $m$ so without loss of generality we assume $i_{m}=j$ for all $m \geq 1$. By analyticity of $x_{j}(t)$, it follows that $x_{j}$ vanishes identically. Then

$$
0 \equiv \dot{x}_{j}(t)=\delta_{j} a_{j j-1}(t) x_{j-1}(t)+\delta_{j+1} a_{j j+1}(t) x_{j+1}(t)
$$

and for $t=t_{m}, m \geq 1$, both terms in the sum are nonnegative. By analyticity, both $a_{j j-1} x_{j-1}$ and $a_{j j+1} x_{j+1}$ must vanish identically and since at least one of $a_{j j-1}, a_{j j+1}$ is positive, $x_{j-1}$ or $x_{j+1}$ or both vanish identically. Suppose (1.2)(b) holds so that $a_{i i+1}>0$ for all $i$.

Then $x_{j+1}$ vanishes identically. Since $x_{j}$ and $x_{j+1}$ vanish identically, the differential equation forces $x_{j+2}, x_{j+3}, \ldots, x_{n}, x_{1}, x_{2}, \ldots, x_{j-1}$ to vanish identically. A similar argument applies if (1.2)(a) or (c) hold. Hence we obtain the contradiction $x(t)$ vanishes identically.
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