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A DISCRETE LYAPUNOV FUNCTION FOR A CLASS
OF LINEAR DIFFERENTIAL EQUATIONS

HAL L. SMITH

An integer-valued function on ΰ\n is shown to decrease along tra-
jectories of certain linear systems of ordinary differential equations.

1. Introduction. Recently, there has been a greal deal of success
in obtaining very striking results on the global behavior of both fi-
nite and infinite dimensional dynamical systems through the use of
integer-valued Lyapunov functions which decrease in value along tra-
jectories. Matano [6] uses the lap number (originally discovered by
Nickel [7]), a measure of the number of zeros of a solution of a scalar
reaction diffusion equation on an interval, and the fact that it does
not increase, to show that solutions converge to equilibria. Henry [3]
and Angenent [1] exploit this further to obtain the Morse-Smale prop-
erty for scalar reaction diffusion equations. For functional differential
equations, Mallet-Paret [4] shows that a count of the number of zeros
of a solution in an interval is an integer valued Lyapunov function for
a certain class of equations. He exploits this fact to obtain a Morse
decomposition of the global attractor. Smillie [8] uses the fact that
the number of sign changes in the components X\, xι, . . . , xn does
not increase with time for cooperative, tridiagonal systems of ordinary
differential equations to conclude that all bounded solutions converge.
Fusco and Oliva [2] use a similar integer-valued Lyapunov function
to identify a class of ordinary differential equations with the Morse-
Smale property. The author and Mallet-Paret [5] use such a function
to obtain a Poincare-Bendixson type result for a class of ordinary dif-
ferential equations in 9tΛ , n > 2. It is clear that these various (and
related) integer-valued Lyapunov functions put severe constraints on
the global asymptotic behavior of the various systems.

We note that for many of the applications cited above, the crucial
point is to have an appropriate integer valued Lyapunov function for
the variational equation along an orbit, or for a class of linear systems
which contain the variational equation. For then one can argue that
the Lyapunov function decreases along the difference of two solutions.
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This paper will be devoted to showing that the integer-valued Lya-
punov function described in [5] applies to a larger class of linear sys-
tems than those described there. Consider the linear system of ordi-
nary differential equations

(1.1) Xi(t) = δiau-ι(t)Xi-ι(t) + au(t)Xi(t) + δ
1 < / < n, / modulo n.

Concerning (1.1), we assume hereafter that the #/, are continuous
functions and

δi G {-1, 4-1}, α l 7-i(ί) > 0, aiM{t) > 0,

1 < / < n, / modulo n.

Further assumptions will be described below. Since it will be necessary
throughout this paper to identify indices / modulo n (e.g. 0 = n,
n + 1 = 1, etc.), we adopt it as a standing practice and make no
further mention of it.

Following [5], define the function N, taking values in {0, 1, 2, ... ,
n} by

N(y) = card{/: <5, J W - I < 0}, y e V\n , yt φ 0 all /.

It is easy to see that the domain of definition of N can be extended
to the maximal domain JV on which N remains continuous where
Jf is the open set given by

jr = {y e Kn: if yi = 0, then δMδiyMy^ι < 0}.

For those y with yx Φ 0, 1 < / < n, we have

^ = Δ.
ι = l ι = l

Hence, N takes only even values if Δ = +1 and only odd values if
Δ = - 1 . We say (1.1) has positive (negative) feedback if Δ = +1 (Δ =
- 1 ) . The significance of this terminology becomes apparent if we
make the change of variables yt = μiXi in (1.1) where μ, e {-1, +1}.
The resulting system for y is again of the form (1.1); the only change
is that the new δ\ are given by δ\ = μiμι-\δi. It is not hard to see
that the μ\ may be chosen so that <5, = + 1 , 2 < / < n, and δ\ = Δ.
If Δ = + 1 , the resulting system has all positive feedbacks. If Δ = - 1 ,
the system contains a pair of negative feedbacks.

In addition to the standing assumptions above, we make the follow-
ing additional assumptions involving the matrix A(t) = (tf//(ί)) where
au = 0 if j £ { / - I , / , i + l } .
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(I) A{t) is irreducible for each t, and
(V) If aa-ι(t) (α/ι+i(ί)) vanishes at some t = to then

Given the special form of the matrix A(t)9 (I) holds true if and
only if one of the following holds for each value of t:

(1.2) (a) Π β / M ( ί ) > 0 , or
ι = l

n

(b) l[aiM(t)>0, or
ι = l

(c) Π%,(ί)Πβ/i.i(ί)>0.
/=1 1=2

We remind the reader of our convention that indices are interpreted
modulo n so that n + 1 ~ 1 and 0~ n.

The assumption (I) limits the set of functions aa-\{t)9 α, , +i(ί),
1 < / < n, which can vanish at a particular value of t. The assump-
tion (V) on the other hand, describes how α, , +i(ί) may vanish at a
point. It requires that if απ_i (fl//+i) vanishes at ίo then it must
vanish to sufficiently high order. Note that (V) certainly holds if

(V ;) αl l _1(Λ, /+1) never vanishes or vanishes identically.
Our main result is the following (compare [2, 5, 8]).

THEOREM. If (1.1) satisfies (I) and (V) and if x(t) is a nontrίvial
solution of(lΛ) then

(i) x(t) G JV except possibly for isolated values of t.
(ii) Ifx(s) <£ JT then N(x(s+)) < N(x(s-)).

Assertion (i) implies that if x(s) $ J^ then x(t) € JV for 0 <
\t - s\ < ε for some positive e. It follows from the continuity of N
on JV that N(x(t)) is constant on (s - ε , s) and on (s, s + ε). It will
be established that N decreases by a multiple of two as t increases
through t = s.

The proof of the theorem will be deferred to §2. We make several
remarks below.

The hypothesis that (I) holds is crucial for the theorem to hold.
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Consider the constant coefficient system

fan an 0
x = 0 a22 a23

V 0 a32

where a\2 > 0, a23 > 0 and a32 > 0. Observe that (I) fails and that
jc(ί) = ea"*(l , 0 , 0 ) is a solution satisfying x(t) $. Jf for all t.

The assumption (V) is probably unnecessary. In §2 it is shown
that if A{t) is analytic in t then (V) can be dropped entirely. We
conjecture that the theorem holds without (V). Observe that if n = 3
and A(t) is C 1 in t then (V) holds. Indeed, in this case, if aa-\
vanishes at t = to then £,•,•_i(ίo) = 0 since aa-\{t) > 0 so 0, , _i(ί) =
o(t - ί0) as t -> ί0

The theorem implies the invariance of certain families of wedge-
like subsets of %\n under the forward flow associated with (1.1). Let
Φ(ί, s) be the fundamental matrix solution of (1.1) satisfying Φ(s, s)
= I, where / is the identity matrix. For definiteness, assume that
Δ = - 1 and that k is an odd integer less than n.

The set

Hk = clos{jt € 9ΐπ: there exists a neighborhood U of x

such that N(y) < k for every y e U ΠJ^}

is a nonempty set with the property that ax e / ^ whenever x e Hj<
and α ^ O . Here, closi? denotes the closure of the set B and inti?
denotes the interior of B. The theorem implies that

Φ(t,s)(Hk\{0})chΛHk, t>s.

This invariance property has strong implications for the Floquet the-
ory for (1.1) if A(t) is Γ-periodic. For example, N is defined and
constant on the set of nonzero vectors belonging to the real part of
the direct sum of those generalized eigenspaces of Φ(T + s, s) cor-
responding to Floquet multipliers having a fixed modulus. Moreover,
such subspaces can be at most two dimensional (see [5, Lemma 2.2
and Lemma 2.5]).

Our theorem has strong implications for the nonlinear system of
differential equations

(1.3) ^ ( O =

in the case that

(1-4) *
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hold throughout an invariant region for (1.3). Here, we merely note
the more obvious implications and refer the reader to [2, 5, 8] for
more thorough considerations under different hypotheses.

In order to simplify our exposition, assume that the ft are analytic
functions and that the Jacobian matrix of the vector field is an irre-
ducible matrix for each x. If y(t) and y(t) are distinct solutions of
(1.3) then x(t) = y(t) - y(t) is a nontrivial solution of (1.1) where

ί
= /

Jo

dp
^ 7 7 ( ^ - 1 ^ ' 0> Ms, t)> Ui+\(s, t))ds9

Observe that A{t) is analytic and (I) holds. Similarly, if y(t) is a
nonconstant solution of (1.3) then y(ί) satisfies the variational equa-
tion which has the form (1.1). It follows from the theorem that the
function t »-• N(y(t) — y(t)) is defined except possibly at a finite num-
ber of points (no more than [n/2] +1 points) of the common domain,
/, of y( ) and y(-). Points, if any, at which the function is not de-
fined, separate adjacent open subintervals of / on each of which the
function N is constant and N decreases by a multiple of two as t
increases through such a point.

If y(t) and y(t) are defined for / > 0 then the theorem implies
that y{t) -y{t) ZLJV for all large t, say t > to. This in turn implies
that the two curves t -»(t, y^t), yM (/)) and t -> (t, y^t), yM (ή)
do not meet for each / and suggest the possiblity of a phase plane
analysis (see [5, sec. 3]).

2. Proof of the Theorem. This section will be devoted to the proof
of the theorem. We must show that if x(s) φ. JV then there exists
ε > 0 such that x{t) e JV for 0 < \t - s\ < ε and that (ii) holds.
Without loss of generality we may assume that s = 0 for we can
always perform a translation in t. We begin with some definitions
similar to those in [8] except that we do not require differentiability.

DEFINITION. For 1 < i < n, define k{i) = k, a nonnegative integer,
if there exists a real number p f φ 0 such that

Xi(t) = pitk + o{tk), as t -> 0.

That is,

hm -~-^ = Pi.
/-o tk
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If there does not exist such a k and pi then k(i) is not defined. Let

Γ + 1 if Pi > 0,

*—«*" = {-1 ifΛ>0.
Observe that k(i) and pi are uniquely defined and that if k{ϊ) is

defined, then / = 0 is an isolated zero of Xi(t).
The following lemma will be the key to our proof.

LEMMA. Let y{t) be the solution of the initial value problem

(2.1)

where B(t)(g(t)) is a continuous matrix (vector)-valued function on
some neighborhood of t = 0. Let φ(t) be a vector-valued continuous
function on some neighborhood of t = 0 and let μ(t) be a positive
scalar-valued continuous function on a neighborhood of t = 0 such
that |0(O| < μ(t) and

Let ψ(t) = j j φ(s) ds and χ{t) = \ /„' μ(s) ds\.
Then

t-o χ{t)

Proof. The solution y(ί) satisfies the integral equation

y{t)= ί g(s)ds+ ί B(s)y(s)ds.
Jo Jo

Hence for t > 0,

\y(t) - Ψ{t)\ < f \g(s) - φ(s)\ ds + f \B(s)\\ψ(s)\ ds
Jo Jo

ίt\B(s)\\y(s)-ψ(s)\ds.
Jo

lo

+
10

By GronwalΓs inequality, for t > 0,

\y(t) - ψ{t)\ < a(t) + JQ \B(s)\a(s) {txp J \B{u)\ du ) ds

where

a(t)= ίt\g(s)-φ(s)\ds+ f\B{s)\\ψ{s)\ds.
Jo Jo
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s u p j*W- «»)!.

Hereafter, we consider only t > 0 as a similar argument applies when
t < 0. Now, if l?m = sup IB (s) \ over some interval containing zero
then

α(0< f\g{s)-φ(s)\ds + Bm f\ψ{s)\ds
Jo Jo

< ft\8ts)-Φ^)\μ{s)ds + Bm ί' Γ\φ{r)\drds
Jo Mκs) Jo Jo

'-Xiή + Bm f Γ μ(r)drds
Jo Jo

Hence

SUp -T-T h Dml
o<s<t μ(s)

t->o+χ(t)

Similarly,

rt rt ft
I \B(s)\a(s)dsexρ \B(u)\du<BmeB'-t • a{s)

Jo Jo Jo

< BmeB"<ιta{t) <

ds

Hence

lim r f \B(s)\a(s)dstxp [ \B(u)\du = 0.
χ[t) Jo Jo

This completes our proof. D

An important special case of the lemma occurs when g(t) = gmtm +
o{tm) as t —• 0, where m is a nonnegative integer and gm e 9ί" . Put
Φ(t) = gmtm and μ(ή = μo\t\m , μo>\gm\ Then the lemma implies
that

Returning to the proof of the theorem, let Z = {/: JC/(O) = 0} and
observe that Z is a proper subset of {1, 2 , . . . , « } since x(0) ^ 0
but Z is nonempty since x(0) φ. JV . Partition Z into pairwise
disjoint intervals l\, I2, ... , Iι, I > 1, such that each set Ij c Z
consists of consecutive integers (mod n), Ij• = {i + 1, / + 2, . . . ,
i+P}, P > 1, and / $. Z , i+p + 1 $ Z . Note that such an interval
/ may be of the form / = { / , / + ! , . . . , « , l , 2 , . . . , r } where r < I.
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The proof of the theorem involves considering the individual inter-
vals Ij separately and determining their contribution, if any, to the
change in the value of N as t increases through zero. The simplest
type of interval to consider and the most important is the case that
I = {j} is a singleton interval (we will drop subscripts on the intervals
when no confusion is possible). Since xy_i(0)x ; +i(0) Φ 0, there are
two cases. If δj+\δjPj+\Pj-ι = - 1 , then the interval / contributes no
change to the value of N as t increases through zero (see the defini-
tion of N and recall how Jf is defined). Moreover, by continuity of
x(t), δj+\δjXj+\Xj-\(t) < 0 in a neighborhood of zero. It is impor-
tant to observe that not every interval 7,, 7 = 1 ,2 , . . . , / , can be of
this type since x(0) $ JV. Suppose now that δj+\δjPj+\Pj-ι = + 1 .
Then

Xj(0) = V ; 7 - l (0)^-1 (°) + δj+laJj+l(0)XJ+ι(0) Φ 0

since (/) does not permit both α77_i(0) and α7 7 +i(0) to vanish.
Moreover

777 δjXjXj-i = <*jj-\Xj-ι + δjδj+iajj+iXj-iXj+i > 0

and

- 7 -

t=o
δj+1 Xj+1 Xj = δj+1 δjdjj-1 Xj-1 Xj+1 4- <ijj+ \xjΛ_x > 0

Hence we see that there exists e > 0 such that Xj{ί) Φ 0 for 0 < \t\ <
e and that the interval / = {j} contributes to a decrease in N by two
as t increases through zero. Note that this argument did not require
that (V) hold.

The remainder of our proof of the theorem is somewhat tedious
because we are unable to treat intervals / in the decomposition of Z
which are not singleton intervals in the generality with which we could
deal with singleton intervals. There is a plethora of special cases.

We begin by considering the special case that

(2.2) Λiί-i(O) > 0, fl| / + 1 (0) > 0, 1 < 1 < n.

Let / be an interval in the partition of Z of even length, / = {7 + 1,
j + 2, . . . , j + p}, p = 2q, q > 1. Then we have the following.
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Claim, (a) k(j + r) = r, 0 < r < q, and Pj+r = δj+rPj+r-χ,
\<r<q.

(b) k(j+p+l-s) =s, 0 < s < q, and Pj+p+\-s =
Pj+p+l-s+ι, \<s<q.

Proof. Since x y + 1(0) = Sj+laj+lj(0)xj(0) # 0 , ^( j + l) = 1, pj+ι =
δj+ιaj+υ(Q)pj, so Pj+ι =δj+ιPj. Similarly,

Xj+p{t) = δj+p+ιaj+p j+p+ι(O)pj+p+ίt -f o(t)

so k(j + p) = 1 and Pj+P = ^ + p + 1 P / + p + 1 . Hence (a) and (b)
hold for r, s = 1. Suppose (a) and (b) holds for s, r < k < q.
We will show that (a) and (b) hold for 5, r < k + 1. Let y(t) =
{xj+k+ι(t), Xj+k+i(t), , Xj+P-k(t)). Then from (1.1) and our in-
duction hypothesis y{t) satisfies

y = B(t)y + g(t), y(0) =

where

g(t) = (δj+k+\aj+k+l J+kXj+k , 0 , . . . , 0 ,

δj+p-k+\ aj+p-k, j+P-k+1 xj+p-k+1)

= {δj+k+\aj+k+x j+k(0)pj+k,0,... ,0,

k + o(tk).

By the lemma,

where g^ is the vector coefficient of tk in the above expansion of

I n p a r t i c u l a r , k (j + k + l ) = k + l = k(j + p — k) a n d

Pjj+k+\ =

This establishes our claim.
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As an immediate consequence, Xi(t), i e / , have isolated zeros at
t = 0. Also, we have for t φ 0 sufficiently small

= δj+1 δj+1 PjPj sign t = sign t,

= δj+2δj+2Pj+iPj+\ si

sign t3,

+g signt2q

sigΩ[δj+q+2Xj+q+2Xj+q+\] =

= δj+q+1Pj+qΛ-2δj+q+2Pj+q+2 Sign tlq~X

= sign t.

Thus the interval / of size p = 2g contributes to a decrease in N of
p = 2# as ί increases through zero.

Next we consider the case that / has odd length, / = {j + 1,
7 + 2, . . . , j + p } , p = 2q + I, q > 1. Observe that the previous
claim still holds. Furthermore, y(t) = x7 +^+i(ί) satisfies

y{t) = aJ+q+lJ+q+l(t)y(t) + g(t), y(0) = 0,

where g(t) = htq + o(tq) and

A = ^ + ^ + i α ; + ^ + i ^j+g(0)Pj+g + δj+g+2<2j+q+\ ,

There are three cases to consider. We begin with

Case I. δj+q+iPj+qδj+q^Pj+q^ = +1

In this case h Φ 0 and by the lemma
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In particular it follows that t = 0 is an isolated zero of x/(ί) for every
i e I. We also have k(j + q + 1) = q + 1, Pj+q+i = δj+q+xPj+q =

δj+q+2Pj+q+2 - Hence, for t Φ 0 sufficiently small,

j q j q j q j q j q j q S i g n t

= sign*2*+ 1

and

Thus / contributes to a decrease in JV of 2#+2 = /?+l as ί increases
through t = 0 in Case I.

Case II. δj+q+χPj+qδj+q^Pj+q+i = - 1 but Λ ^ 0 .

As in Case I, t = 0 is still an isolated zero of jc/(ί), / € / . The
only change in the argument of Case I is that for t Φ 0, t small,
δj+q+\Xj+q+\Xj+q and δj+q+2Xj+q+2Xj+q+i have opposite signs. Thus

these two terms cancel each other and the change in N due to interval
/ as t increases through t = 0 is p - 1.

Case III. δj+q+ιPj+qδj+q+2Pj+q+2 = - 1 and A = 0 .

In this case, the "order" of the zero of Xj+q+\ at ί = 0 is indeter-
minate. For t Φ 0 and t sufficiently small, we have

= δj+q+2δj+q+ιPj+q+2Pj+qsignt2q = - 1 .

That is, δj+q+2δj+q+\Xj+q+2Xj+q < 0 for \t\ > 0, \t\ small. Thus,

from the definition of N on ^ , jtj+g+i(i) has no effect on the value
of N for t Φ 0, ί small. As in the previous case, the interval /
contributes a decrease of p - 1 to N as t increases through t = 0.

In summary, when (2.2) holds, we have established that there ex-
ists ε > 0 such if 0 < \t\ < ε then x(t) G # . This follows from
our consideration of each type of interval in the partition of Z . Fur-
thermore, except in the case of a singleton interval / = {j} where
δj+\δjPj+\Pj-\ = - 1 , all other types of intervals contribute a net de-
crease in N by an even integer as t increases through t = 0. We ob-
served that the special singleton interval described above contributes
no change in N and further, that not every interval in the partition
of Z could be of this type. It follows that our proof of the theorem
is complete in the case that (2.2) holds.
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We now drop the assumption that (2.2) holds and consider the case
where (I) and ( V ) hold. Later, we remark on the change in the
following argument when (V) replaces ( V ) . Since (I) holds we may
assume that one of (1.2)(a), (b) or (c) holds. We begin by assuming
that (1.2)(b) holds and show that there exists ε > 0 such that x(t) e JV
for 0 < |ί| < ε. This will establish (i) of the theorem in this case. The
argument in case (1.2) (a) holds is very similar and will not be given.
We consider the case that (1.2)(c) holds in a separate argument.

Assume that (1.2)(b) holds and let / be an interval in the partition
of Z with length greater than one, / = {j + 1, j + 2, . . . , j + p},
p > 2. Now we know that aa+\ > 0 for every / by (1.2)(b) but α//_i
may vanish identically for some / e / . If α//_i > 0 for every / e /
then, of course, we may argue exactly as when (2.2) held. Thus we
assume that aa-\ vanishes identically for some i e l .

Let j + r be the smallest index in / such that aj+rj+r-\ = 0.
Letting y = (Xj+r, . . . , Xj+p) •> equation (1.1) implies that y satisfies
an initial value problem (2.1) where

g(t) = (0, 0, . . . , 0, δj+p+ιaJ+pj+p+ι(0)Xj+p+ι(0)) + o(l).

Hence the lemma implies that k(j+p) — 1 and Pj+P = δj+p+\Pj+p+\.
Assume that we have established that k(j +p — s) = s+\, Pj+P-S =
δj+p-s+ιPj+p-s+ι for 0 < s < I, where j +p - I > j + r. Again, let
y = (xj+r, . . . , Xj+p_ι_χ). Then y satisfies an initial value problem
(2.1) where g(t) = (0, 0, . . . , 0, δJ+p_ιaj+p+lj+p-l(0)pj+p-l)ti+ι +
o(tM). By the lemma, it follows that k(j +p -I - 1) = 1 + 2
and Pj+p-i-ι = δj+p_ιPj+p_ι. Hence we have established that
k(j +p - s) = s + 1 and Pj+P-S = δJ+p-s+ιPj+p-s+ι for 0 < s <
p - r. If r = 1 then we have established that t = 0 is an iso-
lated zero for each Xi(t), i e l . If r > 1 then we must consider
Xi(i) for / in the subinterval V — {j + 1, . . . , j + r - 1} of / .
Now we have j <£ Z , j + r e Z and yj+r = pj+rt

kU+r) + o(tku+r))
where k(j + r) = p - r + 1 and Pj+r = δj+r+\Pj+r+\. In addition,
we have au-\ > 0, au+\ > 0 for every / G /' by the definition of
j + r. Now we may continue our application of the lemma, set-
ting y = (Xj+ι, . . . , Xj+r-i) and observe that y satisfies an initial
value problem (2.1) where g{t) = (δj+\<ij+\j(ϋ)pj, 0, 0, . . . , 0) +
o(l) as t -> 0. Thus y{t) = g(O)t + o{t), by the lemma, and so
k(j + 1) = 1 and Pj+Ϊ = δj+\Pj. If 1 < k(j + r) then we ap-
ply the lemma again to y = (jcy+2- , Xj+r-\) where now g(t) =
(δj+2aj+2j+iPj+ι, 0, 0, . . . , 0)ί + o(ή . Thus k(j + 2) = 2 and
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Pj+2 = δj+2Pj+\ Clearly, we may continue this application of the
lemma, obtaining k(j + s) = s and Pj+S = δj+sPj+s-\ so long as
s < k(j + r) = p - r + 1. If p = 2q + 1 is odd and + r < j + q + 1
then k(j + r)>p-q = q+l so q < k(j + r ) . Hence fc(y' + 5) = s
for l < 5 < 7 + r - l < 7 + ήr . In this case, then, t = 0 is an isolated
zero of x/(i) for each i £ I. However, ifj + r>j + q+l then we
have k(j + s) = s, P ; + 5 = δj+sPj+s-\ for 1 < 51 < p - r + 1 where
p - r + 1 < ήr+ 1. In particular k(j +p — r+ l)=p — r+l= k(j + r).
Let y = (Xj+p-r+2, ? ̂ 7+r-i) so y consists of an odd number of
components and note that y satisfies an initial value problem (2.1)
where

(2.3) g{t) = (δj+p-r+2a>j+p-r+\

0 0 S a

H e n c e k{j+p — r + 2) = k{j + r—\)=p — r + 2. Since y c o n t a i n s a n
odd number of components, we may continue the application of the
lemma until we have k(j + s) = s, Pj+S = δj+sPj+s_ι, for 1 < s < q,
and k{j+p-s) =s+l, Pj+P-S = δj+p^s+xPj+p.s+x, for 0 < s < q-\.
Only Jt/+0+i remains to be investigated. As usual, set y = Xj+q+\ and
observe that y satisfies a scalar initial value problem (2.1) where

8 it) = [δj+q+\aj+q+\J+qΦ)Pj+q + δ

+ 0{tq).

If the quantity in brackets does not vanish, then the lemma implies
that k(j+q+l) = q+l and we are done since t = 0 is an isolated zero
of Xiit) for every i £ I. If the quantity in brackets does vanish then

δj+q+\Pj+qδj+q+lPj+q+2 = — 1 SO δj+q+\δj+q+2Xj+q{t)Xj+q+2(t) =
δj+q+ιδj+q+2Pj+qPj+q+2t2cί + o(t2q) < 0 in some deleted neighborhood
of t = 0. Thus, although we are ignorant of the order of the zero of
Xj+q+\ at t = 0, the index j + q+l cannot be a cause for x(t) φ JV,
\t\ small.

If / contains an even number of elements p — 2q and if j + r <
j + q + l t h e n k ( j + r ) > q . H e n c e k ( j + s) = s f o r 0 < s < j + r - l
and so again t = 0 is an isolated zero of JC/(ί), i £ I. How-
ever, if j + r > j + q + I then we have k(j + S) = s, P7 +5 =
J7 + J P / + J _ i for 0 < s < p - r + 1. Let y = (xj+p^r+2, . . . , ^ + r - i )
so y has an even number of components. Since y satisfies an initial
value problem (2.1) with g(t) as in (2.3) the lemma gives that
k(j + p — r + 2) = k{j + r — 1) = p — r + 2. Since y contains an even
number of elements, we can continue the application of the lemma
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until we obtain k(j + s) = s, 0 < s < q, and £(./ + p - 5) = s + 1,
0 < s < q - 1. Thus we find that t = 0 is an isolated zero of */(i)
for i e l .

In summary, if (1.2)(b) holds, we have shown that each interval /
in the decomposition of Z with length larger than one (length one
intervals were considered quite generally in an earlier argument) has
the property that either (a) t = 0 is an isolated zero of Xi{t) for
every i e l or (b) t = 0 is an isolated zero of jc, (ί) for every / e /
except one (the middle one) where / has odd length, and for this / it
happens that <5/+i<5/.*/+i.X/_i < 0 in a deleted neighborhood of t — 0.
Hence we may conclude that there exists ε > 0 such that x(t) eJf
for 0 < | ί | <ε if (1.2) (b) holds.

Let us now consider the case that (1.2)(c) holds. Again, we focus
on the intervals / making up the partition of Z . Let / be such an
interval with length exceeding one, / = {j + 1, j + 2, . . . , j + p},
p > 2. If / c {2, 3, . . . , n - 1} then au-\ and α/, +i are positive
for every / G / , by (1.2)(c), so the same arguments apply to / as
in the case that (2.2) held. Hence we assume that either 1 or n or
both belong to / . If 1 is a left endpoint of / then n φ I and the
argument that t = 0 is an isolated zero for X((t) for each i e l is
exactly as in the previous case (that (1.2)(b) holds) where j + r = 1
(recall j + r was the minimal element of / for which aj+rj+r-\ =
0). Similarly, if n is the right-hand endpoint of / , then one argues
that t = 0 is an isolated zero of Xt(t) for each i e l . Hence the
only case left to check is that both 1 and n belong to 1:1 = {j +
1, j + 2, . . . , n, 1, 2, . . . , r}, r < j + 1. But such an interval can
be decomposed into two subintervals, I\ = {j + 1, j + 2, . . . , n} and
I2 = {1, 2, . . . , r} , each of which can be treated as described above
where n is a right endpoint or 1 is a left endpoint. One obtains
that k(j + 1 ) = 1, k(J + 2) = 2, . . . , k{n) = n-j and k{r) = 1,
k(r - 1) = 2, . . . , k( 1) = r. In particular, t = 0 is an isolated zero of
Xi(t) for each iel in this case.

In summary, if (1.2)(c) holds then there exists ε > 0 such that
x{t)ejy for 0 < \t\ <e.

We now have established that (i) of the theorem holds provided (I)
and (V ;) hold. The reader will see that, in our arguments so far, we
do not really require <Z//_i(α//+i) to vanish identically if it vanishes.
Our arguments require no modification if whenever an- \ vanishes,
it vanishes to a large enough order that the term an-\{t)Xi-\{t) is
of higher order than any "competing" term. This will ensure that
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when we construct g(t) in order to apply the lemma, we can ignore
α;;_i(0*/-i(0 . It is not hard to see that if fli, _i(ί) = o(tn~2), when
it vanishes, then it has no effect on the arguments given above. Thus,
(i) of the theorem holds provided (I) and (V) hold.

We now complete the proof of the theorem by showing that (ii)
holds. This is done by approximating (1.1) by systems (1.1) m , m =
1, 2, . . . , for which (2.2) holds. Recall we have established the theo-
rem in case (2.2) holds. Thus, let Am(t) be a sequence of continuous
matrix functions having the same structure as A(t), namely, (I) and
(2.2) hold. Suppose that Am(t) —> A{t) on some open interval con-
taining t = 0. Let xm{i) be the solution of the corresponding equa-
tion (1.1) where Am replaces A and xm{0) = c(O), m = 1, 2, . . . .
Then, xm(t) —• x(t) as m —• oo uniformly on some interval contain-
ing t = 0. Now there exists ε > 0 such that x(t) e JT for 0 < \t\ < ε,
since (i) of the theorem holds for x(t). Since xm(±ε/2) -> x(±ε/2)
as m —• oo and Jf is an open set, it follows that xm(±ε/2) e JV for
all large m. For these m, N(xm(-ε/2)) - N(xm(ε/2)) > 2 since
xm(0) ^ js and the theorem applies to the xm. By continuity
of iV on JIT, it follows that N(x(-e/2)) - N(x(ε/2)) > 2. Since
N(x(ή) is defined and constant on (—ε, 0) and on (0, ε), we have
N(x(0-)) > N(x(0)+) as asserted. This concludes the proof of the
theorem.

We conclude this section by showing that if A{t) is analytic then
the theorem holds without the hypothesis that (V) hold. It is suffi-
cient to show that (i) of the theorem holds since (ii) may be obtained
by approximation as in the proof just completed. Suppose x{t) is a
nontrivial solution of (1.1), x(t0) <£ y^ and further that there exists a
sequence tm -• t0, tmφt§, such that x{tm) £ A" for m = 1, 2, . . . .
We will reach a contradiction by showing that x(t) vanishes identi-
cally. Since x(tm) £ JY\ there exists im such that x ; (tm) = 0 and

m

δi +\δi Xi +\{tm)Xi -\{tm) > 0 for m > 1. For some j we have
im = j for infinitely many m so without loss of generality we assume
im = j for all m > 1. By analyticity of Xj(t)9 it follows that Xj
vanishes identically. Then

0 = xj{t) = δjajj-iiήxj-iiή + δj^ajj^iήxj^it)

and for t = tm , m > 1, both terms in the sum are nonnegative. By
analyticity, both ajj-\Xj-\ and a.jj+\Xj+\ must vanish identically and
since at least one of α 7 J _i, cijj+i is positive, Xj-\ or xj+ι or both
vanish identically. Suppose (1.2)(b) holds so that au+\ > 0 for all /.
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Then Xj+ι vanishes identically. Since Xj and Xj+\ vanish identically,
t h e d i f f e r e n t i a l e q u a t i o n f o r c e s Xj+2, Xj+3, ... 9 x n , X \ , X2> •-- 9

 χ j - \
to vanish identically. A similar argument applies if (1.2) (a) or (c) hold.
Hence we obtain the contradiction x{t) vanishes identically.
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