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Abstract
In this paper, we study power similarity of operators. In particular, we show that

if T 2 PS(H ) (defined below) for some hyponormal operatorH , thenT is subscalar.
From this result, we obtain that such an operator with rich spectrum has a nontrivial
invariant subspace. Moreover, we consider invariant and hyperinvariant subspaces for
T 2 PS(H ).

1. Introduction

Let H be a complex Hilbert space and letL(H) denote the algebra of all bounded
linear operators onH. As usual, we write� (T), �l (T), �p(T), �ap(T), �re(T), and�le(T)
for the spectrum, the left spectrum, the point spectrum, theapproximate point spectrum,
the right essential spectrum, and the left essential spectrum of T , respectively.

A closed subspaceM of H is called aninvariant subspacefor an operatorT 2
L(H) if TM �M. We say thatM � H is a hyperinvariant subspacefor T 2 L(H)
if M is an invariant subspace for everyS2 L(H) commuting withT .

An operatorX in L(H) is a quasiaffinity if it has trivial kernel and dense range.
An operatorT in L(H) is said to be aquasiaffine transformof operatorS in L(H)
if there is a quasiaffinityX in L(H) such thatXT D SX, and this relation ofS and
T is denoted byT � S. If both T � S and S � T , then we say thatS and T are
quasisimilar.

An operatorT 2 L(H) is said to bep-hyponormalif (T T�)p
� (T�T)p, where

0 < p < 1. In particular, 1-hyponormal operators and 1=2-hyponormal operators are
called hyponormaloperators andsemi-hyponormaloperators, respectively. It is well
known that

hyponormal) p-hyponormal (0< p < 1).

An arbitrary operatorT 2 L(H) has a unique polar decompositionT D U jT j, where
jT j D (T�T)1=2 andU is the appropriate partial isometry satisfying ker(U ) D ker(jT j)D
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ker(T) and ker(U�) D ker(T�). Associated withT is a related operatorjT j1=2U jT j1=2,
called theAluthge transformof T , and denoted throughout this paper byOT . For an op-
eratorT 2 L(H), the sequence{ OT (n)} of Aluthge iterates ofT is defined by OT (0)

D T

and OT (nC1)
D

b

OT (n) for every positive integern (see [2], [9], and [10]). We note from [3]
that if T is p-hyponormal, thenOT is (pC 1=2)-hyponormal.

An operatorT 2 L(H) is calledscalar of order m if it possesses a spectral distri-
bution of orderm, i.e., if there is a continuous unital morphism of topological algebras

8 W Cm
0 (C)! L(H)

such that8(z) D T , where z stands for the identical function onC and Cm
0 (C) for

the space of all compactly supported functions continuously differentiable of orderm,
0 � m � 1. An operator is said to besubscalarof order m if it is similar to the
restriction of a scalar operator of orderm to an invariant subspace.

DEFINITION 1.1. Let R 2 L(H) be given. We say that an operatorT 2 L(H) is
power similar to R if there exists a positive integern such thatTn is similar to Rn.

In this case, we use the notationT
ps
� R.

It is easy to check that the relation
ps
� is an equivalence relation. Indeed, ifT1

ps
� T2

and T2
ps
� T3, then there exist positive integersn, m and invertible operatorsX, Y such

that XTn
1 D Tn

2 X and Y Tm
2 D Tm

3 Y. Let s be the least common multiplier ofn and
m. Then s D nr D mt for some integersr , t . HenceY XTs

1 D Y XTnr
1 D Y Tnr

2 X D

Y Tmt
2 X D Tmt

3 Y XD Ts
3 Y X, i.e., T1

ps
� T3.

For a fixed operatorR 2 L(H), define the following subset ofL(H):

PSn(R) D {T 2 L(H) W Tn is similar to Rn}

wheren is a positive integer. We observe that the following relations hold:

PS1(R) � PSn(R) � PSn2(R) � PSn3(R) � � � �

for each positive integern. Set

PS(R) WD
1

[

nD1

PSn(R) D {T 2 L(H) W T
ps
� R}.

We remark that there exists a non-hyponormal operator powersimilar to a hypo-
normal operator. For example, letH 2 L(H) be a hyponormal operator and letN 2
L(H) be a nilpotent operator of orderm> 1. Since zero operators are the only nilpo-
tent hyponormal operators, the direct sumT WD H � N is not hyponormal, butT 2
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PSn(H � 0) for any integern � m. Let’s consider another example. Assume that
{�k}

1

kD0 and {�k}
1

kD0 are bounded sequences of positive real numbers, and letA and
B be the weighted shifts inL(H) with weights {�k} and {�k}, respectively, that is,
Aek D �kekC1 and Bek D �kekC1 for all k � 0, where{ek}

1

kD0 is an orthonormal ba-
sis for H. Suppose that{�k}

1

kD0 is an increasing sequence such that�k�kC1 D �k�kC1

holds for eachk � 0. Then A is hyponormal. In addition, we get that

�0�1 � � � �2k

�0�1 � � � �2k
D

�0

�0
and

�0�1 � � � �2kC1

�0�1 � � � �2kC1
D 1

for all nonnegative integersk. This implies thatA is similar to B from [8], and so
B 2 PS1(A). In this case, we can choose a non-increasing weight sequence {�k} for
B, which ensures thatB is not hyponormal; in particular, if we select the beginning
weight�0 satisfying that�2

0 > �0�1, then�0 > �1 and soB is a non-hyponormal opera-
tor power similar to the hyponormal operatorA. Furthermore, Example 3.17 also gives
B 2 PS4(A) where A and B are the weighted shifts with weights{1=3, 1=2, 1, 1, 1,: : : }
and {1=6, 1, 1=2, 2, 1=2, 2, : : : }, respectively; here, we observe thatA is hyponormal,
but B is not.

In this paper, we study power similarity of operators. In particular, we show that
if T 2 PS(H ) for some hyponormal operatorH , then T is subscalar. From this result,
we obtain that such an operator with rich spectrum has a nontrivial invariant subspace.
Moreover, we consider invariant and hyperinvariant subspaces for T 2 PS(H ).

2. Preliminaries

An operatorT 2 L(H) is said to have thesingle-valued extension property, abbre-
viated SVEP, if for every open subsetG of C and any analytic functionf W G ! H

such that (T � z) f (z) � 0 on G, it results f (z) � 0 on G. For an operatorT 2 L(H)
and x 2 H, the resolvent set�T (x) of T at x is defined to consist ofz0 in C such
that there exists an analytic functionf (z) on a neighborhood ofz0, with values inH,
which verifies (T � z) f (z) � x. We denotethe local spectrumof T at x by �T (x) D
C n �T (x), and by using local spectra, we definethe local spectral subspaceof T by
HT (F) D {x 2 H W �T (x) � F}, where F is a subset ofC. An operatorT 2 L(H) is
said to haveDunford’s property (C) if HT (F) is closed for each closed subsetF of
C. An operatorT 2 L(H) is said to haveBishop’s property(�) if for every open sub-
set G of C and every sequencefn W G! H of H-valued analytic functions such that
(T � z) fn(z) converges uniformly to 0 in norm on compact subsets ofG, then fn(z)
converges uniformly to 0 in norm on compact subsets ofG. It is well known [13] that

Bishop’s property (�)) Dunford’s property (C)) SVEP.

For an operatorT 2 L(H) and a subsetF of C, we define theglocal spectral subspace
eHT (F) to consist of allx 2H such that there is an analytic functionf W CnF !H for
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which (T�z) f (z)� x on CnF . Clearly, if T has the single-valued extension property,
thenHT (F) D eHT (F) for any subsetF of C. We say that an operatorT 2 L(H) has
property (Æ) if we have the decompositionH D eHT (U ) C eHT (V) for any open cover
{U, V} of C.

An operatorT 2 L(H) is called upper semi-Fredholmif T has closed range and
dim ker(T) < 1, and T is called lower semi-Fredholmif T has closed range and
dim(H=ran(T))<1. When T is either upper semi-Fredholm or lower semi-Fredholm,
it is called semi-Fredholm. The index of a semi-Fredholm operator T2 L(H), denoted
index(T), is given by index(T) D dim ker(T)�dim(H=ran(T)) and this value is an in-
teger or�1. Also an operatorT 2 L(H) is said to beFredholm if it is both upper
and lower semi-Fredholm. An operatorT 2 L(H) is said to beWeyl if it is Fredholm
of index zero. For an operatorT 2 L(H ), if we can choose the smallest positive in-
teger m such that ker(Tm) D ker(TmC1), then m is called the ascentof T and T is
said to havefinite ascent. Moreover, if there is the smallest positive integern satis-
fying ran(Tn) D ran(TnC1), then n is called the descentof T and T is said to have
finite descent. We say thatT 2 L(H) is Browder if it is Fredholm of finite ascent and
finite descent. We define the Weyl spectrum�

w

(T) and the Browder spectrum�b(T)
by

�

w

(T) D {� 2 C W T � � is not Weyl}

and

�b(T) D {� 2 C W T � � is not Browder}.

It is evident that

�e(T) � �
w

(T) � �b(T).

We say thatWeyl’s theorem holdsfor T if

� (T) n �00(T) D �
w

(T), or equivalently, � (T) n �
w

(T) D �00(T)

where�00(T) WD {� 2 iso� (T)W 0< dim ker(T � �) <1} and iso� (T) denotes the set
of all isolated points of� (T). We say thatBrowder’s theorem holdsfor T 2 L(H) if
�b(T) D �

w

(T).
Let z be the coordinate function in the complex planeC and d�(z) the planar

Lebesgue measure. Consider a bounded (connected) open subset U of C. We shall
denote byL2(U, H) the Hilbert space of measurable functionsf W U ! H such that

k f k2,U D

�

Z

U
k f (z)k2 d�(z)

�1=2

<1.

The space of functionsf 2 L2(U, H) which are analytic functions inU is de-
noted by

A2(U, H) D L2(U, H) \O(U, H)
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whereO(U, H) denotes the Fréchet space ofH-valued analytic functions onU with
respect to uniform topology. The spaceA2(U, H) is called the Bergman spacefor U ,
and it is a Hilbert space.

Now let us define a special Sobolev type space. LetU be again a bounded open
subset ofC and m be a fixed non-negative integer. The vector-valued Sobolev space
Wm(U, H) with respect toN� and of orderm will be the space of those functionsf 2
L2(U, H) whose derivativesN� f, : : : , N�m f in the sense of distributions still belong to
L2(U, H). Endowed with the norm

k f k2Wm D

m
X

iD0

k

N

�

i f k22,U ,

Wm(U, H) becomes a Hilbert space contained continuously inL2(U, H). Note that
the linear operatorM of multiplication by z on Wm(U, H) is continuous and it has a
spectral distribution8M W Cm

0 (C) ! L(Wm(U, H)) of order m defined by the follow-
ing relation:

8M (') f D ' f for ' 2 Cm
0 (C) and f 2 Wm(U, H).

Therefore,M is a scalar operator of orderm.

3. Main results

In this section, we first prove that ifT 2 PS(H ) for some hyponormal operator
H 2 L(H), then T has scalar extensions.

Theorem 3.1. If T 2 PSn(H ) for some hyponormal operator H2 L(H) and some
positive integer n> 1, then T is subscalar of order2n. Hence, if T 2 PS(H ) for some
hyponormal operator H2 L(H), then T is subscalar.

Proof. Suppose thatT 2 PSn(H ) for some hyponormal operatorH 2 L(H) and
some positive integern > 1. For any open diskD in C containing� (T), define the
map V W H! H (D) by

V hDA1
 h (� 1
 hC (T � z)W2n(D, H))

where H (D) WD W2n(D, H)=(T � z)W2n(D, H) and 1
 h denotes the constant func-
tion sending anyz 2 D to h. Let X 2 L(H) be an invertible operator such thatTn

D

X�1Hn X, and lethk 2 H and fk 2 W2n(D, H) be sequences such that

(1) lim
k!1
k(T � z) fk C 1
 hkkW2n

D 0.
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By the definition of the norm of the Sobolev space and (1), we have that

lim
k!1
k(T � z) N� i fkk2,D D 0

for i D 1, 2, : : : , 2n, which implies that

lim
k!1
k(Tn

� zn) N� i fkk2,D D 0

for i D 1, 2, : : : , 2n. SinceTn
D X�1Hn X, we ensure that

(2) lim
k!1
k(Hn

� zn)X N� i fkk2,D D lim
k!1
k(H � z)Q(H, z)X N� i fkk2,D D 0

for i D 1, 2, : : : , 2n where Q(�, z) D �n�1
C z�n�2

C � � � C zn�1. By the fundamental
theorem of algebra,

Q(�, z) D (� � p1z) � � � (� � pn�1z)

where p1z, : : : , pn�1z list the zeros ofQ(�, z) by multiplicities. Setpn D 1. Since each
p j is nonzero, we obtain from (2) that

(3) lim
k!1











n
Y

jD1

�

1

p j
H � z

�

X N� i fk











2,D

D 0

for i D 1, 2, : : : , 2n.

Claim. It holds for r D 1, 2, : : : , n that

lim
k!1











n
Y

jDr

�

1

p j
H � z

�

X N� i fk











2,Dr

D 0

for i D 1, 2,: : : , 2(n� r )C 2, where D1 D D and each Dr is an open disk containing
� (T) with DrC1 � Dr for r D 1, 2, : : : , n� 1.

To prove the claim, we will apply the induction onr . If r D 1, then the claim
holds clearly by (3). Suppose that the claim is true for somer D t < n, that is,

lim
k!1











�

1

pt
H � z

� n
Y

jDtC1

�

1

p j
H � z

�

X N� i fk











2,Dt

D 0

for i D 1, 2, : : : , 2(n � t) C 2. Since (1=pt )H is hyponormal, we obtain from [15,
Proposition 2.1] that

(4) lim
k!1











(I � P)
n
Y

jDtC1

�

1

p j
H � z

�

X N� i fk











2,Dt

D 0
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for i D 1,2,: : : ,2(n� t�1)C2, whereP denotes the orthogonal projection ofL2(Dt ,H)
onto A2(Dt , H). Hence

lim
k!1











�

1

pt
H � z

�

P
n
Y

jDtC1

�

1

p j
H � z

�

X N� i fk











2,Dt

D 0

for i D 1, 2,: : : , 2(n� t �1)C2. Since (1=pt )H is hyponormal, it has Bishop’s property
(�) and so

(5) lim
k!1











P
n
Y

jDtC1

�

1

p j
H � z

�

X N� i fk











2,DtC1

D 0

for i D 1, 2, : : : , 2(n� t � 1)C 2. From (4) and (5) we get that

lim
k!1











n
Y

jDtC1

�

1

p j
H � z

�

X N� i fk











2,DtC1

D 0

for i D 1, 2, : : : , 2(n� t � 1)C 2, which completes the proof of our claim.
From the claim withr D n, we have

lim
k!1
k(H � z)X N� i fkk2,Dn D 0

for i D 1, 2. SinceH is hyponormal, it follows from [15, Proposition 2.1] that

(6) lim
k!1
kX(I � P) fkk2,Dn D lim

k!1
k(I � P)X fkk2,Dn D 0

where P denotes the orthogonal projection ofL2(Dn, H) onto A2(Dn, H). Since X is
invertible, it holds that

(7) lim
k!1
k(I � P) fkk2,Dn D 0.

From (1) and (7), we see that

lim
k!1
k(T � z) Pfk C(1
 hk)k2,Dn D 0.

Let 0 be a curve inDn surrounding� (T). Then

lim
k!1
kPfk(z)C (T � z)�1(1
 hk)k D 0

uniformly for z 2 0, which yields that

lim
k!1









1

2� i

Z

0

Pfk(z) dzC hk









D 0
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by Riesz–Dunford functional calculus. Since (1=(2� i ))
R

0

Pfk(z) dzD 0 by Cauchy’s
theorem, we have limk!1khkk D 0, which means that the mapV is one-to-one and
has closed range.

The class of a vectorf or an operatorA on H (D) will be denoted byef , re-
spectivelyeA. Let M be the multiplication byz on W2n(D, H). As noted at the end
of section two,M is a scalar operator of order 2n and has a spectral distribution8M .

Since(T � z)W2n(D, H) is invariant under8M (') for every' 2 C2n
0 (C), eM is a scalar

operator of order 2n with spectral distributione8M . Since

V T hDB1
 T hDAz
 h D eMB(1
 h) D eMV h

for every h 2 H, we get the identityV T D eMV . In particular, ran(V) is invariant
for eM . Furthermore,ran(V) is closed by the argument above, and henceran(V) is a
closed invariant subspace of the scalar operatoreM . SinceT is similar to the restriction
eMjran(V) and eM is scalar of order 2n, the operatorT is subscalar of order 2n.

Corollary 3.2. Assume that T2 PS(H ) for some hyponormal operator H2 L(H).
If � (T) has nonempty interior, then T has a nontrivial invariant subspace.

Proof. The proof follows from Theorem 3.1 and [6].

Corollary 3.3. If T 2 PS(H ) for some hyponormal operator H2 L(H), then the
following statements hold.
(a) T has the single-valued extension property, Dunford’s property (C), and Bishop’s
property (�).
(b) If Q is a quasinilpotent operator commuting with T, then TC Q has the single-
valued extension property.
(c) If f is any function analytic on a neighborhood of� (T), then both Weyl’s and
Browder’s theorems hold for f(T) and �

w

( f (T)) D �b( f (T)) D f (�
w

(T)) D f (�b(T)).
(d) � ( f (T))��00( f (T))D f (� (T)��00(T)) for every analytic function f on a neigh-
borhood of� (T).

Proof. (a) From section two, it suffices to prove thatT has Bishop’s property
(�). We note that Bishop’s property (�) is transmitted from an operator to its restric-
tions to closed invariant subspaces and every scalar operator has Bishop’s property (�)
(see [15]). SinceT is subscalar by Theorem 3.1, we complete the proof.

(b) SinceT is subscalar from Theorem 3.1, the proof follows from (a) and[5].
(c) Let f be any function analytic on a neighborhood of� (T). SinceT is sub-

scalar from Theorem 3.1, so isf (T) and thus Weyl’s theorem holds forf (T) from
[1]. Moreover, sincef (T) has the single-valued extension property by [13], Browder’s
theorem holds forf (T) and the given equalities are satisfied from [1, Corollary 3.72].
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(d) Since both T and f (T) satisfy Weyl’s theorem by (c), it follows that
f (�

w

(T))D f (� (T)��00(T)) and �
w

( f (T))D � ( f (T))��00( f (T)). Since the identity
�

w

( f (T)) D f (�
w

(T)) holds from (c), we complete the proof.

Corollary 3.4. Let T 2 PS(H ) for some hyponormal operator H2 L(H). Then

the operator matrix
�

0 T
I 0

�

on H�H has Bishop’s property(�).

Proof. SetAD
�

a0 T
I 0

�

. SinceA2
D T�T andT has Bishop’s property (�) from

Corollary 3.3, we obtain thatA2 has Bishop’s property (�), and so doesA by [13].

Corollary 3.5. Let T1 2 PS(H1) and T2 2 PS(H2) for some hyponormal operators
H1, H2 2 L(H). If T1 and T2 are quasisimilar, then� (T1)D � (T2) and �e(T1)D �e(T2).

Proof. SinceT1 and T2 have Bishop’s property (�) by Corollary 3.3, the proof
follows from [16].

If T 2 L(H) and x 2 H, then {Tnx}1nD0 is called the orbit of x under T , and is
denoted byO(x, T). If O(x, T) is dense inH, then x is called a hypercyclic vector
for T . If there exists a hypercyclic vectorx 2 H, an operatorT 2 L(H) is said to
be hypercyclic. An operatorT 2 L(H) is called hypertransitiveif every nonzero vec-
tor in H is hypercyclic for T . Denote the set of all nonhypertransitive operators in
L(H) by (N HT). The hypertransitive operator problem is the open question whether
(N HT) D L(H).

Proposition 3.6. If T 2 PS(H ) for some hyponormal operator H2 L(H), then T
is nonhypertransitive. In particular, if T is invertible, then T and T�1 have a common
nontrivial invariant closed subset.

Proof. SinceH is not hypercyclic, any power ofH is not hypercyclic by [4].
SinceTn is similar to Hn for some positive integern, we obtain thatTn is not hyper-
cyclic, and neither isT by [4]. ThereforeT is nonhypertransitive. In addition, the
second result follows from the first statement and [11].

Corollary 3.7. Let T 2 PS(H ) for some hyponormal operator H2 L(H). If
�T (x) \ D ¤ ; and �T (x) \ (C n D) ¤ ; for every nonzero x2 H, whereD stands
for the open unit disk inC, then T� is hypercyclic.

Proof. Suppose that�T (x)\D ¤ ; and�T (x)\(CnD)¤ ; for all nonzerox 2H.
Then we get thatHT (C n D) D {0} andHT (D) D {0}. SinceT has Bishop’s property
(�) by Corollary 3.3,T� has property (Æ). Thus, by [13, Proposition 2.5.14], we can
infer that bothHT� (D) and HT� (C n D) are dense inH. By using [7, Theorem 3.2],
T� is hypercyclic.
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In the following proposition, we give some spectral properties under power similar-
ity to a hyponormal operator. An operatorT 2 L(H) is calledquasitriangular if there
is a sequence{Pk} of finite rank orthogonal projections onH converging strongly to
the identity operatorI on H such that limk!1k(I � Pk)T Pkk D 0. When bothT and
T� are quasitriangular, we say thatbiquasitriangular.

Proposition 3.8. If T 2 PS(H ) for some hyponormal operator H2 L(H), then
the following statements hold.
(a) �ap(T)� � �ap(T�) D �l (T�) D � (T�).
(b) T is invertible if and only if T is right invertible.
(c) Suppose that T is not a scalar multiple of the identity operator on H. If T has
no nontrivial invariant subspace, then T is biquasitriangular.
(d) T has finite ascent.

Proof. (a) SinceT has the single-valued extension property from Corollary 3.3,
we have� (T�) D �ap(T�) (see [1] or [13]). Hence it holds that

�ap(T)� � � (T)� D � (T�) D �ap(T
�) D �l (T

�).

(b) The proof follows from (a); indeed,�r (T) D �l (T�)� D � (T�)� D � (T).
(c) SinceT has no nontrivial invariant subspace, then�p(T�) D ;. Thus T� has

the single-valued extension property. Since bothT and T� have the single-valued ex-
tension property, we conclude from [12] thatT is biquasitriangular.

(d) If T 2 PS(H ), thenTn
D X�1Hn X for some positive integern. It suffices to

show the inclusion ker(TnC1) � ker(Tn). If x 2 ker(TnC1), thenT2nx D 0 andH2nXxD
0 sinceT2n

D X�1H2nX. By the hyponormality ofH , it holds that ker(H ) D ker(H2),
which implies thatHn Xx D 0 and soTnx D 0. Thus ker(TnC1) � ker(Tn).

Corollary 3.9. If T 2 PS(H ) for some hyponormal operator H2 L(H), then
ker(T) \ ran(Tn) D {0} for some positive integer n.

Proof. If T 2 PS(H ) for some hyponormal operatorH 2 L(H), then we obtain
from Proposition 3.8 that ker(Tn) D ker(TnC1) for some positive integern. If y 2
ker(T) \ ran(Tn), then T y D 0 and y D Tnx for some x 2 H. This implies that
TnC1x D T y D 0. Since x 2 ker(TnC1) D ker(Tn), we havey D Tnx D 0. Hence
ker(T) \ ran(Tn) D {0}.

In the following proposition, we show that the translation invariant property does
not hold in PSn(H ), in general.

Proposition 3.10. Let T, H 2 L(H). Then T2 PS1(H ) if and only if there exists
a positive integer n such that T� � 2 PSn(H � �) for all � 2 C.
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Proof. If there is a positive integern such thatT �� 2 PSn(H ��) for all � 2 C,
then we can choose an invertible operatorX 2 L(H) with (T � �)n

D X�1(H � �)n X
for all � 2 C, which implies that

n
X

kD0

(�1)n�k
�

n�kTk
D X�1

 

n
X

kD0

(�1)n�k
�

n�k H k

!

X

for all � 2 C. Since both sides are (�1)n�n when k D 0, we obtain the following
equation:

n
X

kD1

(�1)n�k
�

n�kTk
D X�1

 

n
X

kD1

(�1)n�k
�

n�k H k

!

X

for all � 2 C. Dividing both sides by�n�1 when � ¤ 0, we get that

n
X

kD2

(�1)n�k
�

1�kTk
C (�1)n�1T

D X�1

 

n
X

kD2

(�1)n�k
�

1�k H k

!

X C X�1((�1)n�1H )X

for all nonzero� 2 C. Set� D rei � with r > 0 and real� . Then
n
X

kD2

(�1)n�k ei (1�k)�

r k�1
Tk
C (�1)n�1T

D X�1

 

n
X

kD2

(�1)n�k ei (1�k)�

r k�1
H k

!

X C X�1((�1)n�1H )X

for all r > 0 and all real� . Letting r !1, we haveT D X�1H X. HenceT 2 PS1(H ).
Conversely, ifT 2 PS1(H ), thenT�� 2 PS1(H��) for all � 2 C, which completes

the proof.

We say thatT 2 L(H) has Dunford’s boundedness condition(B) if T has the
single-valued extension property and there exists a constant K > 0 such thatkxk �
Kkx C yk whenever�T (x) \ �T (y) D ;, where K is independent ofx and y.

Proposition 3.11. Let T 2 PS(H ) for some hyponormal operator H2 L(H). If
T has the property that�T (PF (x)) � �T (x) for all x 2 H and each closed set F inC
where PF denotes the orthogonal projection ofH onto HT (F), then it has Dunford’s
boundedness condition(B).

Proof. SinceT has Dunford’s property (C) by Corollary 3.3,HT (F) is closed.
Let x1, x2 2 H be such that�T (x1) \ �T (x2) D ;. Set F j D �T (x j ) for j D 1, 2.



844 S. JUNG, E. KO AND M. L EE

By the hypothesis, we have�T (PF2x1) � �T (x1) D F1. Moreover, it is obvious that
�T (PF2x1) � F2. Hence

�T (PF2x1) � F1 \ F2 D �T (x1) \ �T (x2) D ;.

SinceT has the single-valued extension property from Corollary 3.3, we get thatPF2x1D

0. This means thatx1?HT (F2). But since�T (x2)D F2, it holds thatx2 2HT (F2) and
so hx1, x2iD0. This implies that

kx1C x2k D (kx1k
2
C kx2k

2)1=2
� kx1k,

which completes our proof.

Lemma 3.12. Let T 2 PS(H ) for some hyponormal operator H2 L(H) with T ¤
�I for any � 2 C. If there exists x2 H n {0} such that�T (x) ¤ � (T), then T has a
nontrivial hyperinvariant subspace.

Proof. If there exists a nonzero vectorx 2 H such that�T (x) ¤ � (T), set

M WD HT (�T (x)), i.e., M D {y 2 H W �T (y) � �T (x)}.

Since T has Dunford’s property (C) by Corollary 3.3,M is a T-hyperinvariant sub-
space from [13]. Sincex 2M, we get thatM ¤ {0}. Suppose thatM D H. SinceT
has the single-valued extension property, it follows that

� (T) D
[

{�T (y) W y 2 H} � �T (x) ¤ � (T).

But this is a contradiction, and henceM is a nontrivialT-hyperinvariant subspace.

Theorem 3.13. Let T 2 PS(H ) for some hyponormal operator H2 L(H) with
T ¤ �I for any � 2 C. If there exists x2 H n {0} such thatkTnxk � Crn for all posi-
tive integers n, where C> 0 and 0< r < r (T) are constants, then T has a nontrivial
hyperinvariant subspace.

Proof. Put f (z) WD �
P

1

nD0 z�(nC1)Tnx, which is analytic forjzj > r ; in fact, ! D
z�1 for jzj > r , then f (!) D �

P

1

nD0!
nC1Tnx for 0< j!j < 1=r . Since the hypothesis

implies that lim supn!1kT
nxk1=n � r , the radius of convergence for the power series

P

1

nD0 !
nC1Tnx is at least 1=r . Setting f (0) WD 0, we get that f (!) is analytic for

j!j < 1=r , i.e., f (z) is analytic for jzj > r . Since

(T � z) f (z) D �
1

X

nD0

z�(nC1)TnC1x C
1

X

nD0

z�nTnx D x
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for all z 2 C with jzj > r , we have�T (x) � {z 2 C W jzj > r }, i.e.,

�T (x) � {z 2 C W jzj � r }.

Sincer < r (T), it holds that�T (x) ¤ � (T). Thus, we conclude from Lemma 3.12 that
T has a nontrivial hyperinvariant subspace.

Finally, we consider a special case of power similarity.

Proposition 3.14. Let T 2 L(H). Suppose that R2 L(H) is an operator satisfy-
ing the following conditions:
(a) Tn

D Rn,
(b) Tn�2RD Rn�1, Rn�2T D Tn�1, and
(c) Tn�1

C Rn�1
¤ 0

for some positive integer n� 2. If T has a nontrivial hyperinvariant subspace, then R
has a nontrivial invariant subspace.

Proof. Suppose thatR has no nontrivial invariant subspace. ThenT and R have
no common nontrivial invariant subspace. DefineA D Tn�1

C Rn�1 for some posi-
tive integern � 2. Then we haveAT D (Tn�1

C Rn�1)T D Tn
C Rn�1T and R AD

R(Tn�1
C Rn�1) D RTn�1

C Rn. Since Rn�1T D RRn�2T D RTn�1, we get thatAT D
R A. Similarly, AR D T A holds. By [14, Lemma],A D 0 or A is a quasiaffinity.
However, A is nonzero by (c), and so it should be a quasiaffinity. This implies thatT
and R are quasisimilar. SinceT has nontrivial a hyperinvariant subspace by hypoth-
esis, [17, Theorem 6.19] implies thatR has a nontrivial hyperinvariant subspace. So
we have a contradiction. HenceR has a nontrivial invariant subspace.

As some applications of Proposition 3.14, we get the following corollaries.

Corollary 3.15. Under the same hypotheses as inProposition 3.14,if T is a nor-
mal operator that is not a scalar multiple of the identity operator on H or T is nonzero
and is not a quasiaffinity, then R has a nontrivial invariant subspace.

Proof. If T satisfies the first condition, thenT has a nontrivial hyperinvariant sub-
space by [17, Corollary 1.17]. IfT is nonzero and is not a quasiaffinity, then�p(T) [
�p(T�) ¤ ;, and soT has a nontrivial hyperinvariant subspace. Hence, in both cases,R
has a nontrivial invariant subspace from Proposition 3.14.

Corollary 3.16. Let A2 PS2(B) for some B2 L(H), i.e., there exists an invert-
ible operator X such that A2 D X�1B2X, and X AX�1

C B ¤ 0. If B has a nontrivial
hyperinvariant subspace, then A has a nontrivial invariant subspace.
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Proof. SinceB2
D X A2X�1

D (X AX�1)2, taking R D X AX�1 and T D B in
Proposition 3.14, we obtain thatA has a nontrivial invariant subspace.

We observe that even ifT is hyponormal in Proposition 3.14, it is not necessary
that R is hyponormal from the following examples.

EXAMPLE 3.17. Let A and B be weighted shifts defined byAek D �kekC1 and
Bek D �kekC1 with positive weight sequences{�k}

1

kD0 and{�k}
1

kD0. Note thatA and B
satisfy the conditions in Proposition 3.14 if and only if

(8)

�

�k�kC1 � � � �kCn�1 D �k�kC1 � � � �kCn�1,
�kC1�kC2 � � � �kCn�2 D �kC1�kC2 � � � �kCn�2

for all nonnegative integersk. In particular, we note that ifA and B satisfy the con-
ditions in Proposition 3.14 forn D 3, then they must be the same by (8).

Let {�k}
1

kD0 D {1=3, 1=2, 1, 1, 1,: : : } and{�k}
1

kD0 D {1=6, 1, 1=2, 2, 1=2, 2,: : : }. Then
equation (8) holds forn D 4. Hence, we obtain thatA and B satisfy all conditions in
Proposition 3.14 fornD 4. Since{�k}

1

kD0 is increasing but{�k}
1

kD0 is not, we conclude
that A is hyponormal, whileB is not.

References

[1] P. Aiena: Fredholm and Local Spectral Theory, with Applications to Multipliers, Kluwer Acad.
Publ., Dordrecht, 2004.

[2] A. Aluthge: On p-hyponormal operators for0 < p < 1, Integral Equations Operator Theory
13 (1990), 307–315.

[3] A. Aluthge and D. Wang:w-hyponormal operators, Integral Equations Operator Theory36
(2000), 1–10.

[4] S.I. Ansari: Hypercyclic and cyclic vectors, J. Funct. Anal.128 (1995), 374–383.
[5] I. Erdélyi and R. Lange: Spectral Decompositions on Banach Spaces, Lecture Notes in Math-

ematics623, Springer, Berlin, 1977.
[6] J. Eschmeier: Invariant subspaces for subscalar operators, Arch. Math. (Basel)52 (1989),

562–570.
[7] N.S. Feldman, V.G. Miller and T.L. Miller:Hypercyclic and supercyclic cohyponormal opera-

tors, Acta Sci. Math. (Szeged)68 (2002), 965–990.
[8] P.R. Halmos: A Hilbert Space Problem Book, second edition, Springer, New York, 1982.
[9] I.B. Jung, E. Ko and C. Pearcy:Aluthge transforms of operators, Integral Equations Operator

Theory 37 (2000), 437–448.
[10] I.B. Jung, E. Ko and C. Pearcy:Spectral pictures of Aluthge transforms of operators, Integral

Equations Operator Theory40 (2001), 52–60.
[11] C. Kitai: Invariant closed sets for linear operators, Ph.D. thesis, Univ. of Toronto, (1982).
[12] R. Lange and S.W. Wang: New Approaches in Spectral Decomposition, Contemporary Math-

ematics128, Amer. Math. Soc., Providence, RI, 1992.
[13] K.B. Laursen and M.M. Neumann: An Introduction to Local Spectral Theory, Oxford Univ.

Press, New York, 2000.



POWER SIMILARITY OF HYPONORMAL OPERATORS 847

[14] V. Matache: Operator equations and invariant subspaces, Matematiche (Catania)49 (1994),
143–147.

[15] M. Putinar: Hyponormal operators are subscalar, J. Operator Theory12 (1984), 385–395.
[16] M. Putinar: Quasi-similarity of tuples with Bishop’s property(�), Integral Equations Operator

Theory 15 (1992), 1047–1052.
[17] H. Radjavi and P. Rosenthal: Invariant Subspaces, Springer, New York, 1973.

Sungeun Jung
Department of Mathematics
Hankuk University of Foreign Studies
Yongin-si, Gyeonggi-do, 449-791
Korea
e-mail: sungeun@hufs.ac.kr
e-mail: ssung105@ewhain.net

Eungil Ko
Department of Mathematics
Ewha Womans University
Seoul, 120-750
Korea
e-mail: eiko@ewha.ac.kr

Mee-Jung Lee
Department of Mathematics
Ewha Womans University
Seoul, 120-750
Korea
e-mail: meejung@ewhain.net


