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Abstract
We study the wellposedness in the Gevrey classes s and in C1 of the Cauchy

problem for 2 by 2 weakly hyperbolic systems. In this paper weshall give some
conditions to the case that the characteristic roots oscillate rapidly and vanish at an
infinite number of points.

1. Introduction

In this paper we shall consider the Cauchy problem, on [0,T ] � Rn
x,

(1)

8><
>:
�tU � nX

j =1

A j (t)�x j U + B(t)U = 0,

U (0, x) = U0(x),

where

(2) A j 2 AC([0, T ]), B 2 L1(0, T),

AC([0, T ]) denoting the space of absolutely continuous functions.
Here, we restrict ourselves to the case when theA j (t)’s are 2� 2 matrices with

real entries, whereasB(t) is a complex 2�2 matrix. We write, for (t , � ) 2 [0, T ]�Rn,

A(t , � ) =
nX

j =1

A j (t)� j =

�
a(t , � ) b(t , � )
c(t , � ) d(t , � )

�
, B(t) =

�
e(t) f (t)
g(t) h(t)

�
,

Finally, we assume thatA(t , � ) is a hyperbolic matrix, which means that

(3) 1(t , � ) = (a� d)2 + 4bc = (a� d)2 + (b + c)2 � (b� c)2 � 0.

We shall denote byCk([0, T ]), with k = �+� 2 R+, � = [k] 2 N, and 0� � < 1, the
space ofC� functions with�-th derivative�-Hölder continuous (if� > 0). Moreover,
C1 = C1(Rn) will be the space of infinitely differentiable functions, and  s =  s(Rn),

2000 Mathematics Subject Classification. 35L45, 35L80.



922 P. D’ANCONA, T. KINOSHITA AND S. SPAGNOLO

s� 1, the space of Gevrey functions of orders, i.e., the functions satisfying

sup
x2K

jD�
x'(x)j � CK3j�j

K �!s, for all K b Rn and � 2 Nn.

We say that the Cauchy problem (1) is well posed in s (resp. inC1) if, for any
U0 2  s (resp.U0 2 C1), there exists a unique solutionU (t ,x) in C1([0,T ]; s) (resp. in
C1([0, T ]; C1)).

Concerning the second order equationut t � tkuxx + t l ux = 0, with k, l � 0, in case
that k � 2l � 2 > 0 (resp.k � 2l � 2 = 0), Ivrii [10] proved the wellposedness in s

for 1 � s < (2k� 2l )=(k� 2l � 2) (resp. inC1). For hyperbolic equations of higher
order, suitable Levi conditions on the lower order terms were proved to be sufficient
for the wellposedness, by Kajitani, Wakabayashi and Yagdjian [12] and D’Ancona and
Kinoshita [4]. The first goal of the present paper is to find analogous Levi conditions
for 2 by 2 systems.

On the other hand, for the homogeneous equationut t � c(t)uxx = 0, with c(t) � 0
belonging toCk([0, T ]), Colombini, Jannelli and Spagnolo [1] proved the wellposedness
in  s for 1� s< 1+k=2 (see also [3] and [14]). For equations of the more general type
ut t � c(t)uxx� d(t)ut x = 0 with d(t)2 + 4c(t) � 0, wherec(t), d(t) belong toCk([0, T ]),
k � 2, Kinoshita and Spagnolo [9] proved the wellposedness in s for 1� s< 1 +k=2,
under the condition on the characteristic roots

(4)
�2

1 + �2
2

(�1 � �2)2
� M <1,

which is equivalent to each of the following ones on the coefficients:

(5)
jc(t)j

d(t)2 + 4c(t)
� M1,

d(t)2

d(t)2 + 4c(t)
� M2,

where, M, M1, M2 are constants independent ont , � . A similar result holds true also
for hyperbolic equations of higher order (see [9] and [4]).

Going back to the 2� 2 systems, Nishitani [15] found a necessary and sufficient
condition for theC1, wellposedness in case of analytic coefficients depending also
on x. In [13] (see also [6]), this result was partially extended to systems with non-
analytic, sufficiently smooth coefficients, by proving the s wellposedness fors< s(k),
wherek is the regularity of the coefficients. Here we shall prove a more precise result,
by relating the degree of Gevrey wellposedness also with theorder of vanishing of the
discriminant of the system.

On the other hand, in our previous paper [7] the result of [1] was extended to
m� m systems,m = 2, 3, with Hölder coefficients, i.e., with smoothness 0� k � 1.
Thus, the second goal of the present paper is to study the casek � 1, and in particular
to find a suitable generalization of (4) and (5) for 2� 2 systems withk � 2.



2 BY 2 WEAKLY HYPERBOLIC SYSTEMS 923

We must mention that, from the point of view of wellposedness, the 2� 2 sys-
tems obtained from a second order equation are not the best ones. Indeed, for some
systems with a special structure, we expect stronger results; for instance the Cauchy
problem for a symmetric system is always well posed inC1. This suggests that the
wellposedness can be related to the another quantity, besides the difference of the roots.

To formulate our result, we associate toA(t , � ) the tracelessmatrix

(6) A0(t , � ) = A(t , � )� Tr A(t , � )

2
I =

�
(a� d)=2 b

c (d � a)=2
�

.

Taking the matrix normkXk2 = Tr(X X�) =
P

x2
i j , we have

(7) kA0k2 =
1

2
f(a� d)2 + (b + c)2 + (b� c)2g � 1

2
1.

Next, for 0< " < 1, and� 2 Rn, we introduce the sets:

�" = �"(� ) = ft 2 [0, T ] :
p1(t , � ) � "j� jg,

�̃" = �̃"(� ) = ft 2 [0, T ] :
p

2kA0(t , � )k � "j� jg,
which depend only on�=j� j. The measure�(�") is a measure of the defect of strict
hyperbolicity. By (3) and (7) it follows that̃�" � �". Then, denoting by0 the deriv-
ative in time, we define

0(t , � ) =
1

4
f(a� d)2 + (b + c)2g,(8)

2(t , � ) =
1

8
(b� c)f(a� d)(b + c)0 � (b + c)(a� d)0g,(9)

Note that by (3) and (7), it follows

(10)
1

4
(b� c)2 � 0,

1

4
1 � 0 � 1

2
kA0k2 � 20,

and

(11) j2j � 1p
2
0kA00k.

By (11) and (2), it follows that (20�1)(t ,� ) belongs toL1(0,T) for all � , with uniform
norm asj� j = 1. We also note that

(12) Tr(A0B) =
1

2
f(a� d)(h� e)� (b + c)( f + g) + (b� c)( f � g)g.

The main result of this paper is the following:
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Theorem 1.1. Let Aj 2 AC([0, T ]), B 2 L1(0, T), and assume(3). Moreover
assume that, for some� � 0, � > 0, and some M> 0,

�(�") � M"�,(13) Z
[0,T ]n�"

j2=0 + Tr(A0B)jp1 dt +
Z

[0,T ]n�"
jp10jp1 dt +

Z
[0,T ]n�̃"

kA00kkA0k dt � M"��(14)

for all 0< " < 1 and all j� j = 1. Then, (1) is well posed in s for

(15) 1� s< 1 +
� + 1� .

Thus, in order to get largers� 1 in (15), we must take larger� � 0 and smaller� > 0.
Concerning the wellposedness inC1, we prove:

Theorem 1.2. Let Aj 2 AC([0, T ]), B 2 L1(0, T), and assume(3). Moreover
assume that, for some M> 0,

(16)
Z

[0,T ]n�"
j2=0 + Tr(A0B)jp1 dt +

Z
[0,T ]n�"

jp10jp1 dt +
Z

[0,T ]n�̃"
kA00kkA0k dt � M log"�1

for all 0< " < 1 and all j� j = 1. Then, (1) is well posed inC1.

REMARK 1.3. We can strengthen the assumptions (14) and (16) of Theorems 1.1
and 1.2, by replacing the first integral byZ

[0,T ]n�"
j2j=0 + jTr(A0B)jp1 dt.

The meaning of (14) and (16) is the following:

(i) the conditions onjp10j=p1 and kA00k=kA0k take care of the low regularity of
the coefficients,
(ii) the condition on2=0 is the analogous of (4) and (5) for a system, while the con-
dition on Tr(A0B) is a kind of Levi condition.

REMARK 1.4. The following are typical examples of “good” lower order terms.
(i) B = �(t)I , with �(t) scalar function. Therefore: Tr(A0B) = 0.
(ii) n = 1, B = A1(t) � A(t , � )��1. Therefore: Tr(A0B) = (1=2)1��1.
(iii) n = 1, B = A01(t) � A0(t , � )��1. Therefore: Tr(A0B) = (1=2)10��1.

In all these cases (note that10=p1 = 2(
p1)0 2 L1(0, T)), we haveZ

[0,T ]n�"
j2=0 + Tr(A0B)jp1 dt � Z

[0,T ]n�"
j2j=0p1 dt + C
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for some constantC. Hence, the presence ofB does not affect the Gevrey, orC1,
wellposedness ensured by Theorems 1.1 and 1.2.

EXAMPLE 1.5. Let n = 1, b = � , c = tk� , g = t l , a = d = e = f = h = 0. Then (1)
is equivalent to the equationut t � tkuxx + t l ux = 0, and

1 = 4tk�2, �" =

�
0,

1

2
"2=k�, 2 = 0, Tr(A0B) = t l � .

Let l � 0 andk� 2l � 2> 0 (resp.k� 2l � 2 = 0). Then, forj� j = 1,

Z
[0,T ]n�"

� jTr(A0B)jp1 +
jp10jp1

�
dt =

Z T

(1=2)"2=k t l + ktk=2�1

2tk=2 dt

� C
Z T

(1=2)"2=k t l�k=2 dt � C0"�(1�(2l+2)=k)

(resp.� C0 log "�1).

On the other hand, the third term in (14) is estimated byM"�� for all � > 0, sincekA0k = j� jpt2k + 1. Thus, applying Theorem 1.1 with� = 2=k and � = 1� (2l + 2)=k
(resp. Theorem 1.2), we get the s wellposedness for 1� s < (2k � 2l )=(k � 2l � 2)
(resp. theC1 wellposedness). This coincides with the result of Ivrii [10].

When the coefficients of the system are sufficiently smooth, the termsjp10j=p1
andkA00k=kA0k in (14) and (16) can be omitted, and from Theorems 1.1 and 1.2,we
derive:

Corollary 1.6. Let Aj 2 Ck([0, T ]) with k � 2, and B2 L1(0, T). Assume(3).
Also assume that there is M> 0 such that, for all j� j = 1,

(17)
Z T

0

j2=0 + Tr(A0B)j11=2�1=k dt � M.

Then, (1) is well posed in s for 1� s< 1 + k=2.

Corollary 1.7. Instead of(3), assume that1(t ,� )> 0 for all t > 0. Also assume
that the Aj (t)’s are analytic on[0, T ], and

(18)
j2=0 + Tr(A0B)jp1 � M

t
, 8t > 0,

with a uniform constant M forj� j = 1. Then, (1) is well posed inC1.
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To prove Corollary 1.7, we use the inequality

Z
fp1�"g

j10(t , � )j1(t , � )
dt � C log "�1,

which is an easy consequence of the fact that the quadratic form

1(t , � ) � 1,nX
i , j

Æi j (t)�i � j � 0,

has analytic coefficientsÆi j (t).
Let us now prove Corollary 1.6. Under our assumptions, we do not get any in-

formation about the sets�" and �̃". Thus, in order to derive the wished result from
Theorem 1.1, we are forced to take� = 0 in condition (13). On the other side, we can
take � = 2=k in (14). Indeed we have, forj� j = 1. putting8 = 2=0 + Tr(A0B),

Z
[0,T ]n�"

j8j + jp10jp1 dt � "�2=k Z
[0,T ]n�"

j8j + jp10j11=2�1=k dt

= "�2=k�Z
[0,T ]n�"

j8j11=2�1=k dt +
Z

[0,T ]n�"
j10j

211�1=k dt

�

� M 0"�2=k.

The last inequality follows from (17), and from the assumption that A 2 Ck([0, T ]),
whence1 2 Ck([0, T ]), thanks to the following lemma:

Lemma 1.8 ([1]). Let f(t) 2 Ck([0, T ]), k � 1, f (t) � 0. Then, f (t)1=k 2
AC([0, T ]) and there exists C= C(k, T) > 0 such that

(19)
Z T

0

j f 0(t)j
f (t)1�1=k dt � Cfk f kCk([0,T ])g1=k.

If we drop the assumption of positivity by considering an arbitrary function g(t) 2
Ck([0, T ])with k � 1, we can apply (19) withf = g2 to get the following estimate
(see [16])

(20)
Z T

0

jg0(t)jjg(t)j1�2=k dt � CfkgkCk([0,T ])g2=k.

A similar estimate also holds to any matrix functionX(t) 2 Ck, k � 1. Indeed, by
applying (20) to each entry ofX(t), we find:

(21)
Z T

0

kX0(t)kkX(t)k1�2=k dt � CfkXkCk([0,T ])g2=k.
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Now, for � running in fj� j = 1g the matrix function A0(t , � ) belongs uniformly to
Ck([0, T ]), and kA0k � " in �̃". Hence forj� j = 1 we get

Z
[0,T ]n�̃"

kA00kkA0k dt � Z
[0,T ]n�̃"

kA00kkA0k1�2=k"2=k dt � C"�2=k.

This concludes the proof of Corollary 1.6.

REMARK 1.9. In the case 1� k < 2, we obtain the same conclusion of Corol-
lary 1.6 without the assumption (17). Indeed, by applying Theorem 1.1 with� = 0 and� = 2=k, we get, recalling that2=0 2 L1(0, T),

Z
[0,T ]n�"

j2=0 + Tr(A0B)jp1 dt � C"�1 � C"�2=k,

while

Z
[0,T ]n�"

jp10jp1 dt =
Z

[0,T ]n�"
j10j
21 dt � Z

[0,T ]n�"
j10j

211�1=k("2)1=k dt � C"�2=k.

A similar estimate holds forkA00k=kA0k, as proved above.

Also in the case 0� k < 1, the result of Corollary 1.6 holds true without the
assumption (17): this was proved in our previous paper [7].

Summing up, we get the following:

Corollary 1.10. Let Aj 2 Ck([0, T ]) with 0 � k < 2, and B 2 L1(0, T). As-
sume(3). Then, (1) is well posed in s for 1� s< 1 + k=2.

EXAMPLE 1.11. Letn = 1. If a = d = 0, b = � , c = c(t)� , c(t) � 0, and B = 0.
Then, (1) is equivalent to the equationut t � c(t)uxx = 0, and (17) is trivially fulfilled.
Thus, if c 2 Ck([0, T ]), Corollary 1.6 ensures the wellposedness in s for s< 1 +k=2,
which is the result of [1].

EXAMPLE 1.12. Letn = 1. If a = 0, b = � , c = c(t)� , d = d(t)� , and B = 0, (1)
is equivalent to the equationut t � d(t)ut x � c(t)uxx = 0. Now, if 1 = d2 + 4c � 0, and
c, d 2 Ck([0, T ]) with k � 2, the assumption (17) in Corollary 1.6 is a consequence of
the condition (5). Indeed, forj� j = 1, such a condition impliesZ

[0,T ]n�"
j2j=011=2�1=k dt � C1

Z
[0,T ]n�"

jc0j + jd0jfd2 + 4cg1=2�1=k dt

� C2

�Z T

0

jc0jjcj1=2�1=k dt +
Z T

0

jd0jjdj1�2=k dt

� � M.
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Here we have applied the inequality (20) to the functiond(t), and then to the function
c(t) but with k replaced byh = 4k=(k + 2), so that 1=2� 1=k = 1� 2=h. Note that
k � 2 implies k � h, hencec 2 Ch since c 2 Ck. Thus, Corollary 1.6 gives the s

wellposedness fors< 1 + k=2, which coincides with the result of [9].

Before stating the next Corollary, we consider the following conditions, where the
constantsM are uniform forj� j = 1.

ja� dj � M
p1,(22)

jb + cj � M
p1,(23)

jb� cj � M
p1,(24)

noting that, by the identity (a� d)2 + (b + c)2 = 1 + (b� c)2, it follows

(25) (22) and (23)() (24).

Then, we have:

Corollary 1.13. i) Assume(24). Then, if A j 2 Ck([0, T ]), the Cauchy prob-
lem (1), for any B2 L1(0,T), is well posed in s for s< 1+k=2, while, if the Aj (t)’s
are analytic, (1) is well posed inC1.
ii) Assume either(22), or (23). Let Aj 2 Ck([0, T ]) (resp. A j analytic). Then, (1)
is well posed in s for s < 1 + k=2 (resp. in C1), provided B2 L1(0, T) satisfy the
uniform estimate, for j� j = 1,

(26)
Z T

0

j Tr(A0B)j11=2�1=k dt � M, (resp. jTr(A0B)j � M
p1=t).

Proof. i) Since 2kA0k2 = 1 + 2(b� c)2 (see (7)), by (24) it follows

1 � 2kA0k2 � (1 + 2M2)1.

Now j2j=0 � C1kA00k (see (11)), while, forB0(t) = B(t)� fTr B(t)gI ,

jTr(A0B)j = jTr(A0B0)j � C2kA0kkB0k,
hence we get, sinceB0(t) 2 L1(0, T),

j2=0 + Tr(A0B)jp1 � C
kA00kkA0k + (t), with  2 L1(0, T).

Proceeding as in the proof of Corollary 1.7, we reach the conclusion.
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ii) Writing (9) in the form

2 =
1

8
(b� c)(a� d)(b + c)f(b + c)0(b + c)�1 � (a� d)0(a� d)�1g,

and noting thatjb� cj � 2
p0, we see that each one among (22) and (23) implies

j2j=0p1 � 1

2
M

� j(b + c)0jjb + cj +
j(a� d)0jja� dj

�
.

Thus, applying (20) to theCk functions b + c, a � d, and using (26), we reach the
conclusion. The analytic case can be handled in a similar way.

REMARK 1.14. By (12) we derive that, under the assumption (22), the condi-
tion (26) is fulfilled, in particular, if one has

j f (t) + g(t)j + j f (t)� g(t)j � C
p1.

REMARK 1.15. It is easily seen that (24) is equivalent to say that thematrix
A(t ,� ) is uniformly symmetrizable(but, in general, not smoothly). Thus, Corollary 1.13
provides another proof of Theorem 1.3 of Colombini and Nishitani [2]. In the case
b = c, A(t , � ) is symmetric. On the other hand, recalling that1 = (a� d)2 + 4bc, we
get a special case of (22) by assumingbc � 0. In such a case,A(t , � ) is a pseudo-
symmetricmatrix in the sense of [5].

NOTATION 1.16. In the following we shall write, for the sake of brevity,

(27) � =
a + d

2
, � =

b + c

2
,  =

c� b

2
, Æ =

a� d

2
.

Moreover we put, accordingly with [13] and [15],

(28) D1 =  Æ0 � Æ 0, D2 = � 0 � � 0, D℄ = D1 + i D2.

Therefore, the quantities (3), (7), (8), and (9) take the form

1 = 4(�2 + Æ2 �  2), A2
0 = 2(�2 +  2 + Æ2), 0 = �2 + Æ2,(29)

2 =  (�Æ0 � Æ� 0) = �D1 � ÆD2,(30)

and by Schwarz’ inequality it follows

(31) j2j � p0jD℄j.
REMARK 1.17. Let B(t) � 0. By (31), we derive that the condition (17) of

Corollary 1.6 (resp. the condition (18) of Corollary 1.7) will be fulfilled if, for j� j = 1,

(32)
Z T

0

jD℄j=p011=2�1=k dt � M,

 
resp.

jD℄j=p0p1 � M

t

!
.
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Hence, in the case whenA 2 C1, this yields a new proof of the1 wellposedness
proved in [13] (see also [6]). In case of analytic coefficients, we obtain theC1 well-
posedness proved by Nishitani in [15] (where also the case ofx-depending coefficients
was considered).

REMARK 1.18. BesidesD℄ (see (28)), let us introduce the complex functiona℄ =� + i Æ. WhenA(t) is analytic, the following necessary and sufficient condition for theC1
wellposedness of (1) was given in [15]:

jD℄ + a℄ Tr(A0B)j + jD℄ + a℄Tr(A0B)j � Mja℄j
p1

t
,

or equivalently, since (a℄)�1 = a℄0�1,

(33)
jD℄a℄0�1 + Tr(A0B)jp1 +

jD℄a℄0�1 + Tr(A0B)jp1 � M

t
.

Now, a simple computation gives

(34)

D℄a℄ = (D1� + D2Æ) + i (D2� � D1Æ)
= f (�Æ0 � Æ� 0)g + i f(�2 + Æ2) 0 �  (�� 0 + ÆÆ0)g,
= 2 + i

�
1

4
1 0 � 1

8
10�.

In view of (33), we must estimate the complex functionD℄a℄0�1(
p1)�1. The imag-

inary part is easily estimated. Indeed, sincej 0j � CkA00k, p0 � (1=2)
p1,

p0 �
(1=2)kA0k, and j j � p0 (see (10)), we get

1j 0j
0p1 �

p1 � CkA00k0 �
p1 � CkA00k

(1=4)
p1kA0k = 4C

kA00kkA0k ,

j10j
0p1 �

p0j10j
0p1 � 2

j10j1 = 4
jp10jp1 .

Hence, by (34) it follows

j=(D℄a℄)j
0p1 � C

( jp10jp1 +
kA00kkA0k

)
.

Now, in the analytic case, the left hand side of last inequality is majorized, up to a

constant factor, by 1=t , hence in (33) we have only to take care of<(D℄a℄) � 2. In
conclusion, (33) is equivalent to

(35)
j2=0 + Tr(A0B)jp1 � M

t
,
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which is just our condition (18).
A similar argument applies to the non-analytic coefficients(see [6]).

2. The energy estimate

It is well known that the Cauchy problem (1) is well posed in the class of real
analytic functions. Therefore, in the following we shall assume s > 1. By Fourier
transform with respect tox, the system (1) turns into

(36)

�
Û0 = i A(t , � )Û� B(t)Û,
Û(0, � ) = Û0(� ).

Fixed a non-increasing, smooth function'(r ) � 0 for r � 0, such that' � 1 for r � 1,' � 0 for r � 2, and j'0j � 2, we define

!"(t , � ) = "j� j'("�1j� j�1
p1(t , � )),

!̃"(t , � ) = "j� j'("�1j� j�1
p

2kA0(t , � )k).
Then we have

(37) !"(t , � ) =

�"j� j, for t 2 �"(� ),
0, for t =2 �2"(� ),

and the same for ˜!", with �̃" in place of�". Moreover we have

j!0"j � 2jp10j.
Finally, recalling that

p1 � p2kA0k, it holds

(38) !̃"(t , � ) � !"(t , � ).

The basic tool in our proof is the energy density

(39) E(t , � ) =
jA0(t , � )Ûj2 + f(1=4)1(t , � ) + (1=2)!"(t , � )2gjÛj21"(t , � )

where we put

(40) 1" = 1 + !2" .
We note that

(41) E(t , � ) � 1

4
jÛj2 + jA0Ûj21�1" � jA0ÛjjÛjp1" � j(A0Û, Û)jp1" .

If A is symmetric, i.e., ifb = c, we see thatjA0Ûj2 = (1=4)1jÛj2. Hence, E(t , � )
equals (1=2)jÛj2, the classical energy for symmetric systems.
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Proposition 2.1. For every smooth solution̂U(t , � ) of (36), it holds

(42) E0(t) � C

( j2=0 + Tr(A0B)j + jp10jp1 + !2" +
kA00kkA0k + !̃" + !" + kB(t)k

)
E(t).

Proof. We differentiate (39) with respect tot . Since

�t (1=1") = �10"1�2" = �f10 + 2!0"!"g1�2" ,

�t

��A0Û
��2 = 2<f(A00Û, A0Û) + i (A0AÛ, A0Û)� (A0BÛ, A0Û)g,

�t jU j2 = 2<fi (AÛ, Û)� (BÛ, Û)g,
we find the equality

(43) E0 = f91(t , � ) +92(t , � ) +93(t , � )g1"(t , � )�1

where

91 = �f10 + 2!0"!"gE +

�
1

4
10 + !0"!"

�jÛj2,(44)

92 = 2<�i (A0AÛ, A0Û) +

�
1

4
1 +

1

2
!2"
�

((i A � B)Û, Û)

�
,(45)

93 = 2<f(A00Û, A0Û)� (A0BÛ, A0Û)g.(46)

We estimate the terms in the right hand side of (43):

Estimate of Ψ1∆
�1" . We recall the inequalities!" � p1", j!0"j � 2jp10j, and

the identity10 = 2
p10p1. Then, by (41) it follows

(47)
j91j1" � C

jp10jp1" E.

Estimate of Ψ2∆
�1" . From the definition (6), it follows the identityA2

0 = (1=4)1I .
Therefore

i (A0AÛ, A0Û) = i (A0(A0 + � I )Û, A0Û) = i

�
1

4
1(Û, A0Û) + �jA0Ûj2

�
,

where� = (1=2) Tr A is real. On the other side,�
1

4
1 +

1

2
!2"
�

(i AÛ, Û) = i

��
1

4
1 +

1

2
!2"
�

[( A0Û, Û) + �jÛj2]

�
.

Thus, noting that (̂U, A0Û) + (A0Û, Û) 2 R, we get the equality

92 =
1

2
!2"2<fi (A0Û, Û)g � �1

4
1 +

1

2
!2"
�

2<(BÛ, Û),
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from which, using again (41) and noting that!" � p1", we derive

(48)
j92j1" � C(!" + kB(t)k)E.

Estimate of Ψ3∆
�1" . Drawing inspiration from the ring ofquaternions, we con-

sider the following base of the space of 2� 2 real matrices:

e1 =

�
1 0
0 1

�
, e2 =

�
0 1
1 0

�
, e3 =

�
0 �1
1 0

�
, e4 =

�
1 0
0 �1

�
,

noting the relations

e2
2 = e1, e2

3 = �e1, e2
4 = e1,

e3e4 = �e4e3 = e2, e2e4 = �e4e2 = e3, e2e3 = �e3e2 = e4.

Thus, our matrixA takes the form:

A =

�
a b
c d

�
=

� � + Æ � � � +  � � Æ
�

= �e1 + �e2 + e3 + Æe4,

where�, �,  , Æ 2 R are defined in (27), while

(49) A0 = �e2 + e3 + Æ44 = e3 + Ke2.

where

(50) K = �e1 � Æe3.

The ringLfe1, e3g generated byfe1, e3g can be identified with the complex fieldC, via
the isomorphismx + iy 7! xe1 + ye3. In particular:

(51) K K � = (�e1 � Æe3)(�e1 + Æe3) = (�2 + Æ2)e1 = 0e1.

To estimate of (A00Û, A0Û), we put A00 in the form A00 = P + Q A0, for suitable
P, Q 2 Lfe1,e3g. More precisely, restricting ourselves to the non-singularsetf1(t ,� ) 6=
0g, we derive from (49) the equality

A00 =  0e3 + K 0e2 =  0e3 + K 0K�1(Ke2) =  0e3 + K 0K�1(A0 � e3)

= ( 0K �  K 0)K�1e3 + K 0K�1A0.
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But K�1 = 0�1K � by (51), hence we obtain

(52) A00 = 0�1H + 0�1K 0K �A0,

where we put

(53) H = ( 0K �  K 0)K �e3.

We observe that, up to a multiplicative constant, the functions  , kKk, kK �k andkA0k are majorized by
p0,while j 0j andkK 0k are majorized bykA00k. Consequently,kHk0�1 andkK 0K �A0k0�1 are majorized bykA00k, and hence belong toL1(0, T) for

all � . Thus, the identity (52) is a.e. true on the whole interval [0, T ].
Going back to (46), we note that for any 2�2 matrix X it holds X+Xco = fTr XgI ,

where Xco is the cofactor matrix. Thus, putting

� = Tr(A0B),

and noting thatAco = �A, we can write

(54) A0B = � I � BcoAco
0 = � I + BcoA0.

Introducing (52) and (54) in (46), we obtain

93 = 2<f(f0�1H � � I gÛ, A0Û) + 0�1(K 0K �A0Û, A0Û)� (BcoA0Û, A0Û)g.
Now, by (53) and (50) we easily derive, recalling (30), that

H = f (Æ� 0 � �Æ0)ge1 + f(�2 + Æ2) 0 �  (�� 0 + ÆÆ0)ge3

= �2e1 +

�
1

4
1 0 � 1

8
10�e3,

hence, noting thate1, e3 are matrices with norm
p

2, and thatjBcoA0Ûj � kBcokjA0U j,
we get

j93(t , � )j � 2

�����
�

(20�1 + � )e1 +

�
1

4
1 0 � 1

8
10�0�1e3

�
Û, A0Û

�����
+ 20�1kK 0K �kjA0Ûj2 + 2jBcoA0ÛjjA0Ûj

� 2
p

2

�j20�1 + � j + ����141 0 � 1

8
10����0�1

�jÛjjA0Ûj
+ 20�1kK 0K �kjA0Ûj2 + 2kBco(t)kjA0Ûj2.
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In order to estimate931�1" we first compute, recalling (41),�����141 0 � 1

8
10����0�1jÛjjA0Ûj

�1�1" � f1j 0j + j jj10jg0�1
q1�1" E

� C1

n1kA00k0�1
q1�1" + j10jp(01")�1

o
E

� C2

nkA00k(kA0k + !̃")�1 + jp10jq1�1" oE.

Indeed, from the inequalities1 � 40, kA0k2 � 40, it follows (by (38)):

10p1" =
1

0p1 + !2" �
40

0p40 + !2" �
4pkA0k2 + !2" �

4
p

2kA0k + !̃" ,

and j10j = j2p10p1j � 4jp10jp0.
Next we estimate the termf0�1kK 0K �kjA0Ûj2g1�1" . By (41) it follows

jA0Ûj2 � minf1"E, kA0kjA0ÛjjÛjg � minf1", kA0kp1"gE,

while kK 0k � CkA00k, kK �k � C
p0, kA0k � 2

p0. Hence we find

f0�1kK 0K �kjA0Ûj2g1�1" � C0�1kA00kp0 minf1", kA0kp1"gE1�1"
= CkA00kminfp0�1, kA0kp(01")�1gE
� CkA00kmin

np0�1, 2
q1�1" oE.

But minf1=x, 1=yg � 2=(x + y), thus we conclude that

f0�1kK 0K �kjA0Ûj2g1�1" � CfkA00k(kA0k + !̃")�1gE.

Finally, we have

kBcokjA0Ûj2 � kBk1"E.

Summing up, we have proved the estimate

(55)
j93j1" � C

( j2=0 + Tr(A0B)j + jp10jp1 + !2" +
kA00kkA0k + !̃" + kBk

)
E.

Inserting (44), (45) and (46) into (43), we get (42).
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3. Proof of Theorem 1.1

Since B(t) 2 L1(0, T), from (42) it follows

(56) E(t , � ) � C E(0, � ) exp

(Z T

0

"
Jp1 + !2" +

kA00kkA0k + !̃" + !" + 1

#
dt

)

where we put

(57) J(t , � ) = j2=0 + Tr(A0B)j + jp10j.
To conclude the proof of Theorem 1.1, we prove that the assumption (14) allow us to
estimate the growth of the the integral in (56), as"! 0. Thus, we prove the following
lemma:

Lemma 3.1. Let J(t) � J(t , � ) � 0 be a function in L1(0, T), homogeneous in� of degree1, with L1 norm bounded asj� j = 1. Assume that, for some� > 0 and
some C> 0, one has, for all j� j = 1 and " � 1,

(58)
Z

[0,T ]n�"
J(t)p1(t)

dt � C"�� .

Then, there exists C0 > 0 such that

(59)
Z T

0

J(t)p1(t) + !2" (t) dt � C0"�� .

Proof. i) Let � � 1. By the definitions of�" and!", we derive, for all� = 1,

1(t) + !2" (t)
(

= 1(t) + "2 � "2, for t 2 �"(� ),

� "2 + !2" � "2, for t =2 �"(� ).

Hence Z T

0

Jp1 + !2" dt � Z T

0

J" dt � C"�1 � C"�� .

ii) Let 0 < � < 1. We split the domain of integration in (60) as [0,T ] = �" [
([0, T ] n�"). By (58), it follows

Z
[0,T ]n�"

Jp1 + !2" dt � Z
[0,T ]n�"

Jp1 dt � C"�� .
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On the other hand, writing

�" =
1[
j =0

f� j n� j +1g, where � j := �"2� j ,

and recalling that, forj� j = 1, !"(t) � "j� j � " on �", we have

Z
�"

Jp1 + !2" dt =
1X
j =0

Z
� j n� j +1

Jp1 + "2
dt.

Now,

Z
� j n� j +1

Jp1 + "2
dt � sup� j

( p1p1 + "2

)
� Z� j n� j +1

Jp1 dt.

On � j it holds
p1 � "2� j , hence

p1=(p1 + ") � "2� j =" = 2� j ; while by (58) it
follows Z

� j n� j +1

Jp1 dt � Z
[0,T ]n� j +1

Jp1 dt � Cf"2�( j +1)g�� = C"��2�( j +1).

Thus, Z
� j n� j +1

Jp1 + "2
dt � 2� j � C"��2�( j +1) = C2�"��2� j (1��).

In conclusion we obtain, since� < 1,

Z
�"

Jp1 + !2" dt � 1X
j =0

C2�"��2� j (1��) = C0"�� 1X
j =0

2� j (1��) � C0"�� .

which concludes the proof of Lemma 3.1.

Let us go back to (56). Proceeding as in Lemma 3.1, we prove that (14) implies

(60)
Z T

0

kA00kkA0k + !̃" dt � C"�� .

Finally, recalling (37), we have

(61)
Z T

0
!" dt = "j� j�(�2"(� )) � "j� j � C"� = C"�+1j� j.
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In conclusion, if we introduce in (56) the estimates (59), (60) and (61), we obtain

E(t , � ) � C E(0, � ) expfC"�� + C"�+1j� jg.
We can now conclude the proof of the theorem. It is sufficient to give an estimate forj� j � 1, since forj� j � 1 we have directly the estimatejÛ(t , � )j � CjÛ0(� )j from the
ordinary differential system (36), with� as a parameter. Thus, forj� j � 1 we choose

" = j� j�1=(�+�+1)

and this leads to the final energy inequality

E(t , � ) � C E(0, � ) expfj� j�=(�+�+1)g.
Therefore, by a standard argument, we obtain the wellposedness in  s for s < 1 =
(� + 1)=�. This concludes the proof of Theorem 1.1.

4. Proof of Theorem 1.2

Theorem 1.2 can be proved quite similarly to Theorem 1.1. Theonly relevant dif-
ference is that, in place of Lemma 3.1, we must use the following lemma (which can
be proved in a similar way):

Lemma 4.1. Assume that, for all j� j = 1 and " � 1,

Z
[0,T ]n�"

Jp1 dt � C log "�1.

Then Z T

0

Jp1 + !2" dt � C0 log "�1.
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