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1. Introduction

Let G be a finite group and & be a field of prime characteristic p. All mo-
dules considered here are assumed to be finite dimensional over k. In [2],
Carslon introduced a certain condition on the cohomology ring of G to study
the structure of periodic modules by homological techniques. Let us denote
it by C(n), where n is a positive integer. If G satisfies C(n), then there are
homogeneous elements of degree # having an interesting property releted to his
notion of rank variety (see Section 3 for details). For a p-group P, he showed
that there exists an integer #n(P) such that P satisfies C(2n(P)). And using
this, he showed that the period of a periodic #P-module divides 2n(P).

The purpose of this paper is to extend Carlson’s results to an arbitrary
finite group G. In doing so, we shall give a stronger version of the condition
C(n), with a couple of equivalent conditions to it. Concerning Carlson’s number
n(G) which can as well be defined for an arbitrary G, we shall prove that there
exist cohomology elements of degree 2n(G) satisfying our new condition, so that
G satisfies C(2n(G)). As an application of this result, we shall show that the
period of a periodic RG-module divides 2#(G). As another application, we
also give a homoligical criterion for a kKG-module to be projective. A similar
criterion has been given by Donovan [6], in response to a problem of Schultz

[9].

2. Preliminaries

In this section we mention some preliminary facts needed in later argu-
ments. For a kG-module M, set Extfs(M, M)=3,5 Exite(M,M). If His a
subgroup of G, then M}, denotes the restriciion of M to a kH-module. First of
all, we prove the following general fact.

Proposition 2.1 Let 0—>N,—>MI>L—>0 and 0—Ny—~>MEL—0 be exact
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sequences of kG-moﬂules. If f-g factors through a projective RG-module Q, then
N,=N,.

Proof. Suppose that a: M—Q and B: O—L give a factoriaztion of f-g
through the projective module ). Then we have the following two pull-back
diagrams:

0>N,>S—>0Q—>0

N4 I8
0N, —>M->L—0,
f

where S={(x, y)EMPO| f(x)=B(»)},

0—>N,— T—>0—0

Iy I8
0-N,-M—-L—-0,
g
where T={(x,y)eM®Q|g(x)=pB(y)}. Since f-g=pL-a, we can define u.
S—T by u: (x,y)—(x, y-at(x)). Then it is easy to see that u is a kKG-isomor-
phism. Hence from S =N, and T =N,PQ, we have that N;=N,.

It is well-known that there is a natural isomorphism between Extjg(k, k)
and Hom,;(Q"(k), k). So, for an element 4 in Ext}¢(k, k), we denote by +j the
corresponding kG-homomorphism of Q"(k) into k.

Let {a) be a cyclic p-group. Define the k {a>-homomorphisms E: QX (k)==
k—k by £: 11, and £: Q(k)=Rad k {ad—k by £: (a—1)—1. Then we have
the following (see, e.g., [5]):

(2.2) Ext%s(k, k) = R[E]1Q A(Y),

where k[£] is the polynomial ring and A (¢)=k+kL. If |<a>|>2, then §?=0.
On the other hand, if |<{a>| =2, then {?=¢ and so 1QL*=EQR]1.

Let 4 be an abelian p-group and 4=<a,> X -+ X<a,> be a direct product of
cyclic subgroups. It is well-known that @: Ext¥, y(k, k)®--- QExt%, ,(k, k)=
Ext¥y(k, k) as k-algebras (see [4]). Let £,=0(I Q- -PE/Q--QI) and ;=0
IQ--Qbi®--Q®I), where £} and &/ are generators of Ext¥, (&, k) as in (2.2).
Then we have the following:

EthA(kJ k) = k[El’ ttty En]@A(gl, ) gn) .

Let E be the unique maximal elementary abelian subgroup of 4, According
to the decomposition of 4, we decompose E into the form E=<x,, :--, x,>
with x;&<{a;>. From this decomposition, we obtain

EXt;ka(k: k) =k[py, s Pl @ Ans **5 1) 5
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wjere p; and 75; are defined similarly as £; and &; in the above. Then since
QXk)=Fk, we see that res¢, , ¢;5(&;)=p;. Regarding Exti(, (%, k) as Hom(<a,, k),
we see that if [<a;>|>p, then res¢, ¢.,5(£;)=0. Hence, using the argument of
the tensor product of complexes (see [4]), we have the following.

Lemma 2.3. With the above notations, we have that res, z(&;)=p; for i=1,
0y 1, resy g1(§)=0 for |<a;>| >p and that res, z(§;)=mn; for |<a;>|=p.

Here we recall the notion of a Bockstein element (see [8]). Suppose that
H is a normal subgroup of a finite group G of index p. A Bokestein element cor-
responding to H is an element B in Exti¢(k, k) with infgy o(Extic/m(k, k)=
~k-B. Note that 8 is unique up to scalar multiples.

ReMARK 2.4. Let 0—k—k,®—k,°—k—0 be the part of the minimal pro-
jective k(G/H)-resolution of the trivial #(G/H)-module to the second syzygy.
Then the above 2-extension represents a canonical generator in Ext}m(k, k).
Thus the Bockstein element @ can be represented by 0—k—k,¢—>k,6—>k—0 as
a sequence of kG-modules. Furthermore, it is known that 8 can be defined as
the image under the Bockstein homomorphism of an element in Ext}¢(k, k) which
vanishes under the restriction map res; z. If G is an elementary abelian p-sub-
group and G=<{x> X H, then B can also be seen as a generator of the polynomial
subring of Ext¥s(k, k) which coiresponds to {x) in the decomposition G=<,x> X
H.

Lemma 2.5. Let A be an abelain p-group and E be the unique maximal
elementary ablian subgroup of A. Let H be a maximal subgroup of E and T be a
Bockstein element corresponding to H.  Then there exists an element o in Extia(k, k)
such that res, z(o)=r.

Proof. From Lemma 3.8 in [4], we have that, with the notation of Lemma
2.3, 7 belongs to k[p,, -**, p,]. So the result is clear by Lemma 2.3.

3. Carlson’s condition

Let G be a finite group and & be a field of characteristic p>>0. Let +» be
an element in Ext}s(k, k)=~Hom,;(Q"(k), k). Following Carlson, we let Ly be
the kernel of r: Q"(k)—k for 4r=£0. If 4»=0, let Ly=0"(k)PQ(k). Carlson’s
condition is the following (which was originally defined in the case of p-groups):

Carlson’s condition: Let # be a positive integer. We say that G satis-
fies condition C(n), provided that for any maximal elementary abelian p-sub-

group E=<x,, -+, x,> of G and for any element u,=14 21 a;(x;—1) (a=(a;)=*

0Ek"), there exists an element r in Ext}c(k, k) whose kernel Ly is free as a
k<u,y-module.
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Remark 3.1. (1) The kernel Ly of + is free as a k{u,>-module if and
only if resg, ¢,»(¥)=*0 (Lemma 3.9 in [4]).

(2) We may assume that & is an algebraically closed field. For, let K be
an algebraic closure of k. If G satisfies condition C(n) over K, then for any
element u, as above, there exists ¥ in Extke(K, K) with resge, ey (¥)F0.
Since Extie(k, k) QK =Extk (K, K), we may write r=23); V;®x; with {n,E
Extic(k, k) and x;,€K. Then since resgq, g (V)= r'eSic,rugy(Vi) @x;, there
exists 4Jr; such that resyg y¢,>(¥;)*0. That is, G satisfies condition C(n) over k.

(3) The condition C(n) does not depend on the choices of generators of
E (cf. Section 6 in [3]).

Now, we consider the following stronger condition than Carlson’s one.
Let 4y, +*+, Yr, be elements in Extjs(k, k). We say that G satisfies condition C(n)
with 4, -+, 4, provided that for any element u, as above, there exists 4r; in
{Yry, **+, Yrn} whose kernel Ly, is free as a k{u,>-module.

Before proceeding further, we put down here necessary results for the “co-
homology variety”. For a comprehensive treatment, we refer to [1] and [4].

Let K be an algebraically closed field of characteristic p>>0. Let H¥*(G, K)=
% Extie(K, K) if p=2 and H*(G, K)= é}o Ext¥c (K, K) if p>2. Then

H*(G, K) has an associated affine variety V;(K)=Max(H*(G, K)), which is the
set of all maximal ideals of H*(G, K). Let M be a KG-module and Jo(M) be
the annihilator in H*(G, K) of Extf¢(M, M). The variety Vg(M) of M is
defined as the subvariety of V(K) associated to J(M).

(3.2) Let E={x,, -+, x,> be an elementary abelian p-group and u,=1+4-
2’ a;(x;—1), a=(a;)eK’. For a KE-module M, let V,(M)={0} U{aceK’|
i=1

My, is not free as a K<u,>-module}. Then V,(M) is a subvariety of K’, and
via Vy(K)==K’, we have that Vy(M)=V (M).

Lemma 3.3. Let M and N be KG-modules.

(@) Vo(M)={0} if and only if M is projective.

(b) Ve(MQN)=Ve(M)NVe(N).

(c) For yweH(G, K), V4(Ly)=V(r), where V(<) is the variety of the ideal
H*(G, K)-\r. That is, \/ J(Ly) =VH*(G, K)-r

Proposition 3.4. Let n ke a positive integer and p,, ++-, \Jr; be elements in
Ext¥s(K, K). Then the following are equivalent.

(1) G satisfies condition C (2n) with r, +++, Yr,.

(2) Ly,®@---QLy, is projective.

) V@, -, W) =2is0 Extie(K, K), where V({ g, ooy ) = (P EExtke

(K, K)|v'e z: Ext}o(K, K)v; for some c>0}.
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Proof. By Chouinard’s theorem ([4]), (2) holds if and only if (Ly ®---®
Ly,) is projective for every maximal elementary abelian p-subgroup E of G.
Noting Lemma 3.3 and (3.2), we see that (Ly,®---®Ly,); is projective for every
E if and only if (1) holds.

By Lemma 3.3, (2) holds if and only if V()N - NV ({r)={0}. We recall
the fact that the point 0 in V4(K) is the maximal ideal 335, Extio(G, K) (o
Ext¥:(K, K) for p>2) and that if p>>2, the elements of odd degree in Ext¥¢
(K, K) are nilpotent. Then we see that V'(yr) N -+ NV (3r,)= {0} if and only if
(3) holds.

ReMARK 3.5. If p=2, then for any positive integer #, the above proposi-
tion is also true for elements r,, -+, Yr, of degree n.

4. The main theorem

As before, G is a finite group and & is a field of characteristic p>>0. The
following definition is due to Carlson [2]:

DrFINITION 4.1. Let E be a maximal elementary abelian p-subgroup of
G. Let Ag be an abelian p-subgroup of G which contains E and which has
maximal order among such subgroups. Define #n(E)=|G: 4z| and n(G)=
L.C.M.zer {n(E)}, where T is the set of all maximal elementary abelian p-
subgroups of G.

The next theorem is the main result of this paper.

Theorem 4.2. Let G be a finite group and k be a field of characteristic p>>0.
Then there exist vy, «++, r, in Ext{&®(k, k) such that Ly @@Ly, is a projec-
tive kG-module.

We shall prove the theorem with a series of lemmas. The first one is an
analogue of a result of Quillen (see, e.g., Lemma 2.26.5 in [1]).

For g&G and a subgroup H of G, we write £H=gHg™" and let £y be the
conjugation cong, ¢4(v) E Extisy)(k, k) for y=Extiy(k, k). Let A be an abelian
p-subgroup of G, E be the unique maximal elementary abelian subgroup of 4
and F be a elementary abelian subgroup of 4.

Let g be an element in G—Ng(F). We consider the following diagram:

gF(gA{ \
R
L N

tFFNX tANF,
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where X is a maximal subgroup of ¢F(£4 N F) which contains £ANF, and W|X
is a complement to £F(fANF)/X in ¢E/X. Let M=¢"W and L="_1(‘FDX).
Then M and L are maximal subgroups of E and F. Now let 7€ Extiz(k, k) be
a Bockstein element corresponding to M. Then we know that v=res; (7)€
ExtZr(k, k) is a Bockstein element corresponding to L.

Lemma 4.3. Le: A be an abelian p-subgroup of G and F be an elementary
abelian subgroup of A. Then there exists an element  in Ext}\¥ * 4\(k, k) such that
resg, r(Yr) is a product of Bockstein elements.

Proof. We write N=N(F) and let {g,, g, -**, g,} be a set of representa-
tives for the right cosets of V in G, with g;=1.

As before, let E be the unique maximal elementary abelian subgroup of 4.
Let L, be a maximal subgroup of F and M,/L, be the complement to F/L, in
E|L,. For the maximal subgroup M, of E, let 7,&Extiz(k, k) be a Bockstein
element corresponding to M,;. Then we see that v;=resy 5(1;) EExtir(k, k) is a
Bockstein element corresponding to L,. For each g,(i>1), we denote by +,&
Extiz(k, k) and v,=Extir(k, k) the Bockstein elements corresponding to M; and
L, respectively. Then by Lemma 2.5, there exists an element o; in Ext{,(, &)
such that res, z(o;)=r; for i=1,2,.:-,n. Now, define o €Ext;'{ ‘¥'(k, k) by
o=a, 0y°*0,. Then, for g; (i>1), we have that

resg.

i08idn F(g"a' ;) = Tesg,

‘nfianr

= TCS¢; & np (%i7;)

= resgmhgu or resg‘u.g‘x,-(giﬂ)
= resy, 2,540 x (Bir €Sk, M.-("' :))

=0.

resg, g, ()

Let x be an element in G—N. So x=ug; (W€ N, i>1) and we have

(i)
)

res res,

x
o’ —
"A,"AnF( ) “8i 0.*%ianp

= “(res

=0.

&igfisanrF

Therefore by the Mackey decomposition theorem for the norm map (Propo-
sition 2 in [7]), we have

resg p norm, o(14o) = norm
G,F A,G( ) xEI]':\IG/A SA n F,F

= lellvi[/Ares (1+%0).

res (1+%0)

%A,*ANF
*A,F

So, if Y» denotes the homogeneous part of highest degree of norm, ¢(1+a),
we have
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n
res(¥) = IT res,, (o) =TT i res,, ('r)
= II f[ ’”i .
fE€N[F i=1

Here “v; is a Bockstein element corresponding to “L;, and + belongs to Extj{f : 4!

(k, k). This completes the proof of the lemma.

The next result is Lemma 4.2 in Okuyama-Sasaki [8]. For the convenience
of the reader, we give here a proof to it.

Lemma 4.4. Let H be a normal subgroup of G of index p and B be a non
zero Bockstein element corresponding to H. If a kG-module M is projective as a
kH-module, then Lg@QM is a projective RG-module.

Proof. By Remark 3.6, we see that @ can be represented by 0—k—k,—
kzS—>k—0. Then we have a commutative diagram:

0 0 0
! ! V

0— Lg —Kerx, — Kerng—0
| | !

0->Qk)— P, - P, —k—0
I8 N Wl

0> k — kS — ks —k—0

! ! !
0 0 0,

where P, and P, are the projective covers of k and Q(k). By tensoring this
diagram with M, we find readily that L,QM is projective, since kz*QM=<M,°¢
is projective.

Lemma 4.5. Let M be a kG-module. For v, €Ext}i¢(k, k) and v, Ext};

(k, k), suppose that Ly @ M and L,, QM are projective RG-modules. Then Lyy,®
M is a projective RG-module.

Proof. If ¢, and v, are non-zero, then, as is given in the proof of Theorem
8.5 in [4], there exists an exact sequence:

0 — Q%(Ly,) = Ly, y,®(projective kG-module) - L, — 0.

Tensoring this sequence with M, we see that Ly ,,QM is projective. If ¢,=0
or v,=0, then the assertion is immediate from the definition of L,.

Lemma 4.6. Let »€Extic(k, k) and H be a subgroup of G. Then (Ly)gz==
L. esg.no D (projective kH-module).
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Proof. We have Q"(k),=Q"(k,)®Q with a projective kH-module Q. If
r=resg z(¥)=£0, then let h: Q"(k)y=Q"(ky)PQO—>ky be the kH-homomorphism
defined by (w, w’)—9(w) for weQ"(ky), w'€Q. By the definition of the re-
striction map, Jrgrum="7. ThusJr—%is a projective kH-map and so by Pro-
position 2.1, (Ly)g== Lreeg yoy® Q.  If resg 4(yr)=0, it follows from Lemma 8.1
in [4] that (Ly)z=Q"(kz)DQ(ky)D(projective kH-module). This completes the
proof.

Proof of Theorem 4.2. It suffices to show that given an elementary abelian
p-subgroup F of G, there exist Y, *-+, ¥, in Exi;¢®(k, k) such that (Ly, Q-
®Ly,)r is a projective kF-module. For, if this is shown, then consider all those
Ay ooy Y EExtFE9(k, k) taken over the elementary abelian p-subgroups of G.
Then by Chouinard’s theorem, we have that Ly ®---®Ly, is a projective kG-
module.

We now prove the above assertion by induction on |F|. If F is cyclic,
then our assertion has been proved in Lemmas 4.3 and 4.6. So we may assume
that F is non-cyclic and that there exist elements W, -, Yr, in Ext;4¥(k, k) such
that (Ly,®--@Ly, ), is projeciive for every maximal subgroup L of F. Now,
Lemma 4.3 implies that there exists an element 4, in Exti&®(k, k) such that
resg r(Yr,) is a product of Bockstein elements. Then by our assumptions and
Lemmas 4.4 and 4.5, we see that L .., )@ (Ly,® - QLy,)r is a projective kF-
module. So from Lemma 4.6, we see that (Ly,@Ly,®--@Ly, )r is projective.

5. Applications

Let G be a finite group, k be a field of characteristic p>0 and K be an
algebraic closure of k. Let #(G) be the integer given in Definition 4.1. Then
Proposition 3.4 and Theorem 4.2 yield:

Corollary 5.1 (Periodicity of periodic modules). The period of a periodic
kG-module divides 2n(G).

Proof. By Theorem 4.2, there exist vy, *--, Yo, E Ext}&9(k, k) such that
Ly,®---QLy, is projective, so that Vg(Ly @+ QLy*)=V(Ly,e:Q* @Ly,er)=
{0}. Then the assertion is followed by the same argument as in the proof of

Theorem 8.7 in [4].

Corollary 4.7 (Criterion for a module to be projective). A kG-module M
is projective if and only if Extis®(M, M)={0}.

Proof. If Ext{¢®(M, M)= {0}, then Ext¥{®(M¥, M¥)={0}. Taking +,
o, Y EExtid9(k, k) as in Theorem 4.2, we have from the assumption that
WL, -, ¥, QI €Ext¥§®(K, K) annihilate Ext¥q(M¥, MX), so that V Jo(MF)
D\/(\pl@], @) - Then from Proposition 3.4, we see that \/]G(MK)=
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Dol (G, K), that is, V(M¥)={0}. Therefore by Lemma 2.3, M¥ is pro-
jective and so M is projective.

Acknowledgement. The author thanks Dr. T. Okuyama for suggesting
the main theorem in this form, and the referee for a number of valuable com-
ments and refinements.
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