# On the Independence of Quadratic Forms in a Non-Central Normal System* 

By Junjiro Ogawa

The problem on the independence of quadratic forms in a normal system originates from the famous treatise of W. G. Cochran ${ }^{11}$. Cochran proved the following theorem: "Let $x_{1}, x_{2}, \ldots, x_{n}$ be independently distributed according to the identical normal law $N(0,1)^{22}$, $q_{1}, q_{2}, \ldots, q_{m}$ being $m$ quadratic forms of $x_{1}, x_{2}, \ldots, x_{n}$, and their ranks $r_{1}, r_{2}, \ldots, r_{m}$ respectively. If $\sum_{1}^{m} q_{j}=\sum_{1}^{n} x_{i}^{2}$, then the necessary and sufficient condition for $q_{1}, q_{2}, \ldots, q_{m}$ to be independent statistically is that $\sum_{1}^{m} r_{j}=n$. When these conditions are satisfied, then $q_{1}, q_{2}, \ldots, q_{m}$ are distributed independently according to the chi-square distributions of degrees of freedom $r_{1}, r_{2}, \ldots, r_{m}$ respectively". Then, in 1940, W. G. Madow ${ }^{3)}$ proved the generalization of this theorem for the non-central case, and he obtained the same condition.

On the other hand, A. T. Craig ${ }^{4)}$, H. Hotelling ${ }^{5)}$ and H. Sakamoto ${ }^{\text {6) }}$ have extended the theorem in the other direction, their point being as follows: Let $x_{1}, \ldots, x_{n}$ be independently distributed according to the normal law $N(0,1)$ and written as a vector $\mathfrak{x}=\left(x_{1}, \ldots, x_{n}\right)$, and furthermore let $A$ and $B$ be two real ymmetric matrices, then the necessary and sufficient condition for two quadratic forms $q_{1}=\chi A \mathfrak{x}^{\prime}$ and $q_{2}=\mathrm{r} B \mathfrak{c}^{\prime}$ to be independent statistically is $A B=0$. But their proofs were insufficient, and K. Matsushita ${ }^{7}$ and we ${ }^{8)}$ gave the complete proofs.

In this note we shall generalize the last theorem for the non-central case, and prove the following two theorems and show one example of their applications.

## § 1. Theorems.

Theorem I. Let $x_{1}, x_{2}, \ldots, x_{n}$ be normally and independently distributed with means $a_{1}, a_{2}, \ldots, a_{n}$ respectively and with the common variance unity. If we denote $n$ random variables $x_{1}, x_{2}, \ldots, x_{n}$ by a vector notation $\mathfrak{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, and make two quadratic forms $q_{1}=$
$\mathfrak{x} A \mathfrak{c}^{\prime}$ and $q_{2}=\mathfrak{x} B \mathfrak{x}^{\prime}$, where $A$ and $B$ are real symmetric matrices, then the necessary and sufficient condition of their statistical independence is

$$
\begin{equation*}
A B=0 \tag{1}
\end{equation*}
$$

Proof ${ }^{9)}$ : In the sequel we shall write $\mathfrak{a}$ for the $n$-dimensional vector ( $a_{1}, a_{2}, \ldots, a_{n}$ ), which is neither proportional to unit vector nor to zero vector. The moment-generating function $\rho\left(t_{1}, t_{2}\right)$ of the joint distribution of $q_{1}$ and $q_{2}$ is given as follows:

$$
\varphi\left(t_{1}, t_{2}\right)=(2 \pi)^{-\frac{n}{2}} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \exp \left[t_{1} q_{1}+t_{2} q_{2}-\frac{1}{2} \sum_{1}^{n}\left(x_{i}-a_{i}\right)^{2}\right] d x_{1} d x_{2} \ldots d x_{n}
$$

In vector notations,

$$
\begin{gathered}
\left.\varphi\left(t_{1}, t_{2}\right)=(2 \pi)^{-\frac{n}{2}} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2} \mathfrak{x}\left(E-2 t_{1} A-2 t_{2} B\right) \mathfrak{x}^{\prime}-2 \mathfrak{a} \mathfrak{x}^{\prime}+\mathfrak{a} \mathfrak{a}^{\prime}\right\}\right] \\
d x_{1} d x_{2} \ldots d x_{n} \\
=(2 \pi)^{-\frac{n}{2}} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2}(\mathfrak{x} 1)\left(\begin{array}{cc}
E-2 t_{1} A-t_{2} B & -\mathfrak{a}^{\prime} \\
-\mathfrak{a} & \mathfrak{a}^{\prime}
\end{array}\right)\binom{\mathfrak{x}^{\prime}}{1}\right] d x_{1} d x_{2} \ldots d x_{n},
\end{gathered}
$$

where $E$ is the unit matrix of degree $n$ and primes mean the transposed vectors.

We denote the matrix $E-2 t_{1} A-2 t_{2} B$ by $C$ for a system of fixed values of $t_{1}$ and $t_{2}$ for which the matrix is positive-definite and operate the variates transformation represented by

$$
(\mathfrak{x} 1)=(\mathfrak{y} 1)\left(\begin{array}{ll}
E & 0 \\
\mathfrak{b} & 1
\end{array}\right),
$$

where

$$
\mathfrak{y}=\left(y_{1}, y_{2}, \ldots, y_{n}\right)
$$

and

$$
\mathfrak{b}=\left(b_{1}, b_{2}, \ldots b_{n}\right)=\mathfrak{a} C^{-1}
$$

then

$$
\begin{gathered}
(\mathfrak{x} 1)\left(\begin{array}{cc}
C & -\mathfrak{a}^{\prime} \\
-\mathfrak{a} & \mathfrak{a} \mathfrak{a}^{\prime}
\end{array}\right)\binom{\mathfrak{x}^{\prime}}{1}=(\mathfrak{y} 1)\left(\begin{array}{cc}
E & 0 \\
\mathfrak{b} & 1
\end{array}\right)\left(\begin{array}{cc}
C & -\mathfrak{a}^{\prime} \\
-\mathfrak{a} & \mathfrak{a} \mathfrak{a}^{\prime}
\end{array}\right)\left(\begin{array}{ll}
E & \mathfrak{b}^{\prime} \\
0 & 1
\end{array}\right)\binom{\mathfrak{b}^{\prime}}{1} \\
=(\mathfrak{b} 1)\left(\begin{array}{cc}
C & 0 \\
0 & -\mathfrak{a} C^{-1} \mathfrak{a}^{\prime}+\mathfrak{a} \mathfrak{a}^{\prime}
\end{array}\right)\binom{\mathfrak{y}^{\prime}}{1},
\end{gathered}
$$

and the Jacobian of this transformation is unity.
Therefore, we have

$$
\begin{gathered}
\varphi\left(t_{1}, t_{2}\right)=(2 \pi)^{-\frac{n}{2}} \int_{-\infty}^{\infty} \ldots \int_{-\infty}^{\infty} \exp \left[-\frac{1}{2}(\mathfrak{y} 1)\left(\begin{array}{cc}
C & 0 \\
0 & -\mathfrak{a} C^{-1} \mathfrak{a}^{\prime}+\mathfrak{a} \mathfrak{a}^{\prime}
\end{array}\right)\binom{\mathfrak{y}^{\prime}}{1}\right] d y_{1} d y_{2} \ldots d y_{n} \\
\\
=|C|^{-\frac{1}{2}} \exp \left[\frac{1}{2} \mathfrak{a}\left(C^{-1}-E\right) \mathfrak{a}^{\prime}\right]
\end{gathered}
$$

i.e.

$$
\varphi\left(t_{1}, t_{2}\right)=\left|E-2 t_{1} A-2 t_{2} B\right|^{-\frac{1}{2}} \exp \left[\frac{1}{2} \mathfrak{a}\left\{\left(E-2 t_{1} A-2 t_{2} B\right)^{-1}-E\right\} \mathfrak{a}^{\prime}\right] .
$$

The necessary and sufficient condition of the statistical independence of $q_{1}$ and $q_{2}$, as is well known, is given by

$$
\varphi\left(t_{1}, t_{2}\right)=\mathcal{P}\left(t_{1}, 0\right) \varphi\left(0, t_{2}\right)
$$

which becomes after some calculations,

$$
\begin{align*}
& \frac{\left|E-2 t_{1} A\right|\left|E-2 t_{2} B\right|}{\left|E-2 t_{1} A-2 t_{2} B\right|} \\
& =\exp \left\{\mathfrak{a}\left(\left(E-2 t_{1} A\right)^{-1}+\left(E-2 t_{2} B\right)^{-1}-\left(E-2 t_{1} A-2 t_{2} B\right)^{-1}-E\right) \mathfrak{a}^{\prime}\right\} \tag{2}
\end{align*}
$$

So we have only to show the equivalence of (1) and (2).
First, (1) implies (2): If $A B=0$, then $A$ and $B$ will be brought into diagonal forms simultaneously by means of the same orthogonal transformation, say $P$, and so, we shall have no loss of generality by assuming that
where $r$ and $s$ are the respective ranks of $A$ and $B$.
If we operate the orthogonal transformation $P$ on both sides of the equation (2), then the left-hand side of the equation is clearly seen to be unity, therefore, to obtain the equality of both sides, it suffices to show that the matrix in the curled bracket on the right -hand side is zero matrix. It is certainly true, because

$$
\begin{gathered}
\left(E-2 t_{1} A\right)^{-1}+\left(E-2 t_{2} B\right)^{-1}-\left(E-2 t_{1} A-t_{2} B\right)^{-1}-E \\
=P^{\prime}\left[\left(E-2 t_{1} P A P^{\prime}\right)^{-1}+\left(E-2 t_{2} P B P^{\prime}\right)^{-1}-\left(E-2 t_{1} P A P^{\prime}-2 t_{2} P B P^{\prime}\right)^{-1}-E\right] P
\end{gathered}
$$

Second, (2) implies (1): (2) is an equation of the form

$$
\begin{equation*}
F\left(t_{1}, t_{2}\right)=e^{G\left(t_{1}, t_{2}\right)} \tag{3}
\end{equation*}
$$

where

$$
F\left(t_{1}, t_{2}\right)=\frac{\left|E-2 t_{1} A\right|\left|E-2 t_{2} B\right|}{\left|E-2 t_{1} A-2 t_{2} B\right|},
$$

and

$$
G\left(t_{1}, t_{2}\right)=\mathfrak{a}\left\{\left(E-2 t_{1} A\right)^{-1}+\left(E-2 t_{2} B\right)^{-1}-\left(E-2 t_{1} A-2 t_{2} B\right)^{-1}-E\right\} \mathfrak{a}^{\prime}
$$

so they are rational functions of $t_{1}$ and $t_{2}$ which are analytic at the origin.

Let $F\left(t_{1}, t_{2}\right)$ and $G\left(t_{1}, t_{2}\right)$ be analytic in the neighbourhood of the origin, $\left|t_{1}\right|<\varepsilon,\left|t_{2}\right|<\varepsilon$. If we fix a value of $t_{2}$ such that $\left|t_{2}\right|<\varepsilon$, then $G\left(t_{1}, t_{2}\right)$ is a rational function of $t_{1}$, which has no poles in the
whole complex $t_{1}$-plane including $\infty$. Otherwise, a pole of $G\left(t_{1}, t_{2}\right)$ would be an essential singularity of $e^{G\left(t_{1}, t_{2}\right)}$, which contradicts (3), where $F\left(t_{1}, t_{2}\right)$ was a rational function of $t_{1}$. So $G\left(t_{1}, t_{2}\right)$ is a constant in $t_{1}$, provided a value of $t_{2}$ is fixed such that $\left|t_{2}\right|<\varepsilon$. In the same way we can prove that $G\left(t_{1}, t_{2}\right)$ is a constant in $t_{2}$, provided a value of $t_{1}$ is fixed such that $\left|t_{1}\right|<\varepsilon$. Hence $G\left(t_{1}, t_{2}\right)$ is a constant in the domain $\left|t_{1}\right|<\varepsilon,\left|t_{2}\right|<\varepsilon$. From the equation (3), the same is true for $F\left(t_{1}, t_{2}\right)$, so that

$$
F\left(t_{1}, t_{2}\right)=F(0,0)=1
$$

i. e.

$$
\begin{equation*}
\left|E-2 t_{1} A-2 t_{2} B\right|=\left|E-2 t_{1} A\right|\left|E-2 t_{2} B\right| \tag{4}
\end{equation*}
$$

holds identically in the domain $\left|t_{1}\right|<\varepsilon,\left|t_{2}\right|<\varepsilon$. (4) is equivalent to (1) ${ }^{10}$.

Theorem 2. Let $x_{v}=\left(x_{1 v}, x_{2 v}, \ldots, x_{k v}\right) \nu=1,2, \ldots, n$ be a random sample of size $n$ drawn from a $k$-dimensional normal population

$$
(2 \pi)^{-\frac{k}{2}}|\Lambda|^{-\frac{1}{2}} \exp \left[-\frac{1}{2} \sum_{i j} \lambda^{i j}\left(x_{i}-a_{i}\right)\left(x_{j}-a_{j}\right)\right]
$$

where $\Lambda=\left(\lambda_{l i,}\right)$ is the moment-matrix of $x_{1}, x_{2}, \ldots, x_{k}$ and $\left(\lambda^{i j}\right)$ is its inverse. If $q_{1}$ and $q_{2}$ are the quadratic forms in $x_{i v}, i=1,2, \ldots, k, \nu=$ $1,2, \ldots, n$, then the criterion of the statistical independence of $q_{1}$ and $q_{2}$ is given by

$$
A \cdot(\Lambda \times E) \cdot B=0
$$

where $A$ and $B$ are the respective matrices of $q_{1}$ and $q_{2}$ and $\Lambda \times E$ 'denotes the Kronecker's product of $\Lambda$ and the unit matrix of degree $n$.

Proof: As in the previous paper ${ }^{11)}$, if we make use of the non-singular variate transformation, which brings $\Lambda$ into unit matrix, then the Theorem 2 reduces to Theorem 1.

## § 2. Application.

D. S. Villars ${ }^{12)}$ has recently treated the significance test and estimation of exponential regression. His point being as follows: Consider a variate $z$, whose distribution for a given value of a fixed variate, $t$, is:

$$
\begin{equation*}
f(z \mid t)=\frac{1}{\sigma \sqrt{2 \pi}} \exp \left\{-\frac{1}{2 \sigma^{2}}\left(z-a+b e^{-k t}\right)^{2}\right\}, \tag{5}
\end{equation*}
$$

where $a, b$ and $k$ are real-valued parameters. The regression of $z$ on
$t$ is exponential, for it follows from (5) that the expected value of $z$, given $t$, is:

$$
\begin{equation*}
E(z \mid t)=a-b e^{-k t} \tag{6}
\end{equation*}
$$

On the basis of a random sample $O_{N}\left(z_{1}, t_{1} ; z_{2}, t_{2} \ldots . z_{N}, t_{N}\right)$, it is required to test whether $k=0$ or $\infty$.

When $N$ is an even integer ( $\geq 6$ ), and times $t_{1}, t_{2}, \ldots, t_{N}$ at which measurements of $z$ are made are arranged such that

$$
\begin{equation*}
t_{2 \alpha}-t_{2 \alpha-1}=\Delta, \text { a constant }\left(\alpha=1,2, \ldots, n=\frac{N}{2}\right), \tag{7}
\end{equation*}
$$

the odd time intervals $t_{3}-t_{2}, t_{5}-t_{4}, \ldots$ do not have to be equal.
Let $x_{\alpha}=z_{2 \alpha-1}$ and $y_{a}=z_{2 \alpha}$ for $\alpha=1,2, \ldots, n$. From (5) and (7); it follows that $n$ pairs $x_{\alpha}, y_{\alpha}$ are normally and independently distributed with common variance $\sigma^{2}$, and that

$$
\begin{equation*}
\nu_{\alpha}=h+m \mu_{a}, \alpha=1,2, \ldots, n, \tag{8}
\end{equation*}
$$

where $\mu_{a}=E\left(x_{a}\right), \nu_{a}=E\left(y_{a}\right), h=a\left(1-e^{-k \Delta}\right)$, and $m=e^{-k \Delta}$.
And then, Villars proposed ${ }^{13)}$ the criterion

$$
\begin{equation*}
F^{\prime}=\frac{S_{x x}+2 m S_{x y}+m^{2} S_{y y}}{m^{2} S_{x x}-2 m S_{x y}+S_{y y}} \tag{9}
\end{equation*}
$$

for testing the null-hypothesis, where

$$
\begin{gathered}
S_{x x}=\sum_{\alpha=1}^{n}\left(x_{\alpha}-\bar{x}\right)^{2}, S_{x y}=\sum_{\alpha=1}^{n}\left(x_{\alpha}-\bar{x}\right)\left(y_{\alpha}-\bar{y}\right), S_{y y}=\sum_{\alpha=1}^{n}\left(y_{\alpha}-\bar{y}\right)^{2}, \\
\bar{x}=\frac{1}{n} \sum_{a=1}^{n} x_{\alpha}, \bar{y}=\frac{1}{n} \sum_{\alpha=1}^{n} y_{\alpha} .
\end{gathered}
$$

In this case,

$$
q_{1}=S_{x x}+2 m S_{x y}+m^{2} S_{y y} \text { and } q_{2}=m^{2} S_{x x}-2 m S_{x y}+S_{y y}
$$

are both non-negative quadratic forms of a non-central normal system, and so their statistical independence can be judged by the Theorem 1 of the previous section.

The non-central normal system to be considered here is:

$$
\begin{equation*}
(2 \pi)^{-n} \sigma^{-2^{n}} \exp \left[-\frac{1}{2 \sigma^{2}}\left\{\sum_{\alpha=1}^{n}\left(x_{\alpha}-\mu_{\alpha}\right)^{2}+\sum_{\alpha=1}^{n}\left(y_{\alpha}-\nu_{\alpha}\right)^{2}\right\}\right] \Pi d x_{\alpha} \Pi d y_{\alpha} \tag{10}
\end{equation*}
$$

Here we make use of the so-called "Helmert's orthogonal transformation', represented by the matrix

$$
P=\left(\begin{array}{cccccc}
\frac{1}{\sqrt{n}} & \frac{1}{\sqrt{n}} & \frac{1}{\sqrt{n}} & \cdots \cdots & \frac{1}{\sqrt{n}} & \frac{1}{\sqrt{n}} \\
\frac{n-1}{n}-\frac{1}{\sqrt{n(n-1)}}-\frac{1}{\sqrt{n(n-1)}} & \cdots \cdots & -\frac{1}{\sqrt{n(n-1)}} & -\frac{1}{\sqrt{n(n-1)}} \\
0 & \sqrt{\frac{n-2}{n-1}} & -\frac{1}{\sqrt{(n-1)(n-2)}} & \cdots \cdots & -\frac{1}{\sqrt{(n-1)(n-2)}}-\frac{1}{\sqrt{(n-1)(n-2)}} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots & \sqrt{\frac{1}{2}} & -\frac{1}{\sqrt{2,1}} \\
0 & 0 & 0 & \cdots \cdots \cdots
\end{array}\right)
$$

and write

$$
\begin{aligned}
& \left(\xi_{1}, \quad \xi_{2}, \ldots, \xi_{n}\right)=\left(x_{1}, x_{2}, \ldots, x_{n}\right) P^{\prime}, \\
& \left(\eta_{1}, \eta_{2}, \ldots, \eta_{n}\right)=\left(y_{1}, y_{2}, \ldots, y_{n}\right) P^{\prime}, \\
& \left(\mu_{1}^{\prime}, \mu_{2}^{\prime}, \ldots, \mu_{n}^{\prime}\right)=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{n}\right) P^{\prime},
\end{aligned}
$$

and

$$
\left(\nu_{1}^{\prime}, \nu_{2}^{\prime}, \ldots, \nu_{n}^{\prime}\right)=\left(\nu_{1}, \nu_{2}, \ldots, \nu_{n}\right) P^{\prime} .
$$

The Jacobian of this transformation being unity, so (10) is transformed into

$$
(2 \pi)^{-n} \sigma^{-2 n} \exp \left[-\frac{1}{2 \sigma^{2}}\left\{\sum_{a=1}^{n}\left(\xi_{a}-\mu_{a}^{\prime}\right)^{2}+\sum_{\alpha=1}^{n}\left(\eta_{a}-\nu_{a}^{\prime}\right)^{2}\right\}\right] \Pi d \xi_{a} \Pi d \eta_{\alpha}
$$

Further $q_{1}$ and $q_{2}$ are transformed into

$$
q_{1}=\sum_{a=2}^{n} \xi_{\alpha}^{2}+2 m \sum_{a=2}^{n} \xi_{a} \eta_{\alpha}+m^{2} \sum_{\alpha=2}^{n} \eta_{\alpha}^{2}
$$

and

$$
q_{2}=m^{2} \sum_{\alpha=2}^{n} \xi_{\alpha}^{2}-2 m \sum_{\alpha=2}^{n} \xi_{\alpha} \eta_{a}+\sum_{\alpha=2}^{n} \eta_{\alpha}^{2}
$$

respectively. So the matrices of $q_{1}$ and $q_{2}$ are transformed into
respectively, hence, for any real value of $m$, it is readily seen that

$$
A B=0 .
$$

Therefore, $q_{1}$ and $q_{2}$ are independent statistically. In addition, $q_{2} / \sigma^{2}$ ( $1+m^{2}$ ) is distributed according to the $\chi^{2}$-distribution of degrees of freedom $n-1$, and $q_{1} / \sigma^{2}\left(1+m^{2}\right)$ is distributed according to the noncentral $\chi^{2}$-distribution ${ }^{14}$. Therefore, from (9), $F^{\prime}$ is distributed according to the so-called "non-central $F^{\prime}$ distribution".
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