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1. Introduction

We study the semi-classical limit — 0 of solutionsuc: (¢, y) € R x R" — C of
the equation

1
iedu° + EEZAUE = V(y)UF + AuE|ouE

where A > 0 (the nonlinearity is repulsive), with concentrating ilitdata
0= (222 giowra,
9

Similar problems were studied for attractive nonlineastix < 0), by Bronski and
Jerrard ([1]), and Keraani ([15]). In that case, if the pouget.2-subcritical ¢ < 2/n)
and R is the ground state solution of an associated scalatieleéquation, then when
V is smooth withV € W2, the following asymptotics holds iX :EX(R; L3(R")),

loc

u‘f(t, y) — R <M) ei(y»n(r)/a)+,'9€(,)
e

=0 (Ve).

X

ev, (ua(t, ) — R (M) e,-(y.n(,)/g)+,-es(,)>
3

n/2
(1.1)
-0 (vE),

2
en/ ¥

where 6%(¢) € [0, 2n[, y*: R — R" is locally uniformly bounded andy(z (, )(z)) are
the integral curves associated to the classical Hamiltonia

1
(1.2) Py, 7.0) =7+ S+ V),

with initial data (o, 70).
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In this paper, we address the case of a defocusing nonlingari> 0), when the
potential is a polynomial of degree at most two.

In the case\ > 0, a different qualitative behaviour is expected. Inteilyy disper-
sive effects prevent the solution from keeping a concangyaspect as in (1.1), for it
is well known (see e.g. [5]) that the solutions to the nordin&chrodinger equation

13) 0+ 580 =27y

have the same dispersive properties as the solutions taniar ISchrodinger equation,
under suitable assumptions enand (0, y). In the case where the potentidl is the
harmonic potential,V y( ) =.?|y|?, it was proved in [2] that wheng = 79 = 0, the
nonlinear term is relevant so long as the dispersive effaptsnot too strong. This is
so in a boundary layer of size Past this boundary layer, the nonlinear term becomes
negligible, and the potentidt  imposes the dynamical behavof the solution. In the
case of anisotropic potential,

1 n
(L4) AOEED I
j=1

where all thew;’s are equal, then focusing at the origin occurs at timeskr =k € Z,
and each focus crossing is described in terms of the Masldexirfthis phenomenon
is linear) and the nonlinear scattering operator assatitie(1.3). The caseyp = O,
yo € R", is also discussed, and we explain below how to infer the ngereeral case
(yo, m0) € R* x R" (see (1.19)).

The case where the;’s are (all positive) not necessarily equal is also disadisse
in [2]. The conclusion is that the nonlinear term is not raldvoutside the initial
boundary layer if and only if two of they;’s are rationally independent. In the present
paper, we consider the case of a generalized quadratic tidterhich excludes this
case.

More precisely, we assume that the potential is of the form

(1.5) V)= Z QjkYj Yk +Zﬁj)’j+%
1<j.k<n =1

where the constanta;;, 3; and~y are real. We first notice that up to changing the
origin and the basis, we can assume that the potential hasre mgid form.

Lemma 1.1. LetV given by(1.5). There existy € R", and a familyfi, ..., f, €
R" of orthogonal unit vectors such thatvith y as a new origin the potential vV
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writes, in the basis(fi, ..., fu),
V B 1 n 5 2 2+ n b +
(x)"i EE: JwiXj ZE: X T
j=1 Jj=1

wherew; >0, §; € {—1,0, 1}, b;, c € R and for everyj, 6;b; = 0. The real numbers

are the eigenvalues of the quadratic part of
Proof. Consider the quadratic part of the potential

a0 = > apyin

1<j,k<n

It is well-known that there exists a familyy, ..., f, € R" of orthogonal unit vectors
such that, in this new basig, writes

U1 .
9 =5 D 8wy,
=1
wherew; >0, ¢; € {—1, 0, 1}. In this basis,V is of the form
~\ 1 - 2~2 - = o~
V) =5 Wiy + Y 5+,
=1 =1

with 3; € R. If §, = 0, we takeb; =0;, and if§;, # O, we use the one-dimensional
formula,

x?+2ax = (x +af — d°.
The lemma follows. O

In these new coordinates, the Laplace operator is not clianged the initial
value problem we are interested in becomes
1
i0,UF + Ze2AU° = V(x)uf + \us [ us |
2
(1.6)
u(0,x) =R (x—— xo> eivdo/ein/e
9

for somexg, & € R”, k € R. Notice thatte, defined byUs(z, x) := us(z, x)e!(*x)/e,
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solves
. ~e 1 2 ATyE ~e ~e|207T7E
iedu +§s AU° = (V(x) — c)u® + \[u?|7u°

2.7) x—x0\ .
U°(0,x) =R (T) PUCRYD) ,

We can thus assume = 0. We make an additional assumption goothkatial.

AssumpTioN 1.2.  We suppose that the potential satisfies the followirapenties.
1. It is of the form

1 n n
(18) V(x :§Z5jw12'sz+zbjxj’
Jj=1 Jj=1

wherew; >0, §; € {-1,0, 1}, b;, c € R and for every; ,§;b; = 0.
2. Either there existy such thd; # 1, or; = 1 for all j and thew;’s are not
pairwise rationally dependent:

3j #k “Lgq.
Wk

Remark. We allow negative coefficients for the potential (case= —1). In that
case, the energy af® which is formally independent of time,

1 1
W9 B =SV O+ 0 OREE + [ Veute P

contains negative terms which are not controlled by thetpesterms (in particular,
by the H'-norm). Therefore, even the issue of global existenceiinis not obvious.
We prove that for any’ > 0, u® cannot blow up for|¢z| < T, provided thate is
sufficiently small (0< ¢ < ¢(T)). Notice that in the case of an isotropic negative
quadratic potentiald; = —1 andw; = w for all j), global existence for fixed was
proved in [3].

Assumption 1.2 has a simple geometric consequence. Fdrgetanlinear term for
a moment, and consider the classical Hamiltonjan  given b®)(BecauseV is of
the form given by (1.8), the bicharacteristic curves startirom any point £o, &) €
R" x R" can be computed explicitly. They solve the differential @&ipn

1=1;x0)=£0) .
=0 &)= -VV(x() ,
x(0) =x0 ; £(0) =&
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Introduce the auxiliary functions,

sinw;t) .
— fo =1 .
wj To;=1. cosf;t) , if 6;=1,
(1.10) g ¢)= t,if8;=0, ; hi(t)= 1, if6,=0,
Sihto,1) e 52 g cosh(;r) , if 6;=—1.
wj

Then the bicharacteristic curves are given by

1
(1.11) x;€) =h; € )o; +8;(t)0j — Ebjtz s &) = hi()€o; — 0wig(t)xoe; — byt

As the analysis will prove later on, the second part of Asdionpl.2 implies that
except at timer = 0, the energy is never concentrated at om#. (fBdme new concen-
trations may happen far Z O (if 6; = 1 for at least ongj ), but on a vector space of
dimension at least one, for which the nonlinear term turnistowbe subcritical in the
limit £ — 0.

First, assume thatg = & = 0. Takingu® := ¢ /2\Y(9)Gc as a new unknown
turns (1.7) into

1
iéa,ue + §€2Au€ = V(x)ua +€’10'|u€|20'ua ’

- - 1 ({)
Ui=0= % ()

where ¢ is given by ¢ := \/@)R. As we mentioned already, we expect the caustic
crossing at time = 0 to be described by the scattering opeestsociated to (1.3).
For this operator to be well-defined, we make a second asgummtn the initial da-
tum and the nonlinearity.

(1.12)

AssumpTion 1.3.  The initial datumy and the powew are such that:
1.pex:={feHR") ; |x|f € L*R")}, whereX is equipped with the norm

1flls = 1 e + IV Fllee + [Ixf 22 -

2.1<n <5 ando > 1/2, so that the nonlinearityz|*z is twice differentiable.
3. If n=1, we assume in additioa > 1.
4. 1f 3<n <5, we takes < 2/(n — 2).
5. If n <2, we assume
e Eithero > (2—n++vVn2+ 120 +4)/(4n),

e Or ||¢llz < ¢ sufficiently small.

Remark. i) The assumptiorr € ¥ makes the energy (1.9) well defined at time
t=0.
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i) The assumptions < 2/(n — 2) is needed for a completd* theory on (1.3) to be
available (see e.g. [5]). The assumption> 1/2, used later on for the nonlinearity to
be twice differentiable, therefore imposes the restnictio< 5.

iii) The third and fifth points of the above assumption areehter insure the existence
of a complete scattering theory for (1.3). Wher> 3, this theory is available because
o > 1/2. DenotelUy(r) = ¢/*/?* the free Schrodinger group. From [12] and [6], since
¢ € I, there existy+ € ¥ such that the unique solution to (1.3) such that)= = ¢
satisfies

(1.13) lim [ Uo(=1)i(0) = ]l =0
We can now state our main result in the cage= § = 0.

Theorem 1.4. Suppose thafAssumptions 1.2and 1.3 are satisfied.
1. For any T > 0, there existss(7) > 0 such that forO < ¢ < ¢(T), (1.12) has a
unique solutionu® € C([-T,T]; X).
2. This solution satisfies the following asymptotics.
e For any A > 0,

limsup sup ( [lu“(1) = v (O)]2 + eV (0) = V.0 ()] o
(114) e—0 [|1|<Ae ) )
#|Zew-2vel,) =o.

where
- 1 t x
(1.15) V0= 550 (2 2).

and ¢ € C(R; ) is the solution to(1.3) such thati,=o = ¢.
e Beyond this boundary layewe have

imsup sup ([}u() ~ ui0)] 2 * eV (e) — Vi)
(1.16) e—=0 Ae<#i<T

+ vt ) = xui ()] 2 ) =0,

whereus € C(R; X) are the solutions to

. e 1 2 £ — €
ieOus + >€ Auf = V(x)us ,
(1.17)

€ :iw (f)
ui|t=0 en/2 + el’

and ¢y are given by(1.13)
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Remark. This result can be viewed as a nonlinear analog to a reselttalNier.
In [17] (see also [16]), the author studies the problem

1
iedu® + EnguE =V(xut+U (f) us,
3

- - 1 (1)
Uiz = 5%\ Z)

whereU is a short range potential. The potenWal in that cadeounded as well as
all its derivatives. In that paper, the author proves thateursuitable assumptions, the
influence ofU occurs near =0 and is localized near the origimjeaonly the value
V(0) of V at the origin is relevant in this régime. For times |¢| < T., the situation
is different: the potentiall' becomes negligible, white  dies the propagation. As
in our paper, the transition between these two régimes igsared by the scattering
operator associated tg

Assumption 1.3 implies in particulatc > 1, which makes the nonlinear term
short range. With our scaling for the nonlinearity, this tpdsation is relevant only
near the focus, where the potential is negligible, while tpposite occurs foe «
|t <T.

(1.18)

The casexg = { = 0 turns out not to be so particular in the case of a potential
V satisfying (1.8), when no linear term is present, thabjs =/, Introduce the
change of variables

us(r, x) = us(t, x — x(r))e' S0/

(1.19) , 1

with S(z,x) =x - £(t) — E(x(z) -E(t) — x0- &o)
where x ¢) andé(r) are given by (1.11). It is easy to check thatuif solves (1.12)
with xo = &p = 0, thenu® solves

1
ied,us + EEZAUE = V(x)us +e"|uf|us
1 xX—x0\ ;.
3 - ix-&o/e
u|t=0 811/2(’0 € € '

Corollary 1.5. Let (xo, &) € R" xR". Under Assumptions 1.2and 1.3, with b; =
0, Vj, we have
1. For any T > O, there existss(7) > 0 such that forO < ¢ < ¢(T), (1.20) has a
unique solutionu® € C([-T, T]; ).
2. This solution satisfies the following asymptotics.

(1.20)
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e For any A > 0,

imsup sup (U~ Vil + V.00 - <.V

e—0 |1|<Ae
=0 ,
LZ

ve(t, x) = 1 " (é LX(I)) ¢iStn)/e

(1.21)

x—x(t) . x—x() .
+ Tu (t)_TV (1)

where

en/? 5

¥ € C(R; X) is the solution to(1.3) such thaty,=o = ¢ and § is given by(1.19)
e Beyond this boundary layewe have

limsup sup (Hu‘f(t)—ui(t)||L2+||5qu€(t)—svxui(t)HL2
e—0 Ae<ti<T

(1.22)
+|(e = x(0) (U () — U5 () HLZ) .o

A—+o0
whereu§ € C(R; X) are the solutions to
. € 1 2 £ — €
lfalui + 56 Aui = V(.X)U:t s

1 X — Xo -
ui|t=0 = —5"/2¢i ( . ) oix 50/5’

and ¢4 are given by(1.13)

Remark. i) The functions us are also given byud(r,x) = u(t,x —
x(t))eiS(Lx)/s_
if) The change of variable (1.19) could also be used in thes adsan isotropic (at-
tractive) harmonic potential to generalize the results2jf [
iii) The above corollary shows in particular that the residtated in Theorem 1.4 are
independent of the fact that the concentrating point is &cafipoint for the poten-
tial V.
iv) After this article was written, it was noticed that we cga further into reducing
the assumptions. Denote  &(..., b,), and defineu; by

ug(t,x) :=u° tx—ib exps i tb-x—ﬁ|b|2 ey .
ﬁ ) 5 2 3

As noticed in [4], ifu® solves (1.12), them solves the same initial value problem,
with V replaced by

Vilx)=V(x)—b-x ,
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which satisfies Assumption 1.2 and has no linear part. Toerefthe conclusions of
Corollary 1.5 still hold without the assumptian =0.

This paper is organized as follows. In Section 2, we study lihear equa-
tions (1.17). We introduce some tools which are relevanti tionlinear setting, and
prove that under Assumption 1.2, possible refocusings roedth less intensity for
t # 0 than forr = 0. In Section 3, we establish local existenceltesn X for (1.12)
when ¢ is fixed, for general subquadratic potentials. In Sectiorwé, prove the first
asymptotics of Theorem 1.4, and the proof of Theorem 1.4 imspteted in Section 5.
Finally, we examine in Section 6 the asymptotic behaviouru®fsolution to (1.12)
whenV is a general subquadratic potential, not necessdritheoform (1.8).

2. The linear equation

In this section, we analyze some properties of solutionshefdquation
- € 1 2 £ — €
(2.1) iedu +§£ Au® =V(x)u® .
Under Assumption 1.2, it turns out that some tools which dassical in a linear set-

ting (Heisenberg observables) are very helpful to studylinear problems. Introduce
the unitary group

it [e?
(2.2) Us(t) = exng EA - V) ).
This group is well-defined for subquadratic potentials (g3, p. 199), and in partic-
ular under our assumptions.
We consider the following Heisenberg observables (see[20),
X . .
(2.3) HORES UE(I)EUE(—I) ; 5(1) = U()ieV, U (—1).
They solve
O AT(t) = US(2)iV, U (—1t) = gAg(t) v O A1) = =U(t)V VU(-1).
Therefore,
2 4€ — 1 € €
Or AL (1) = _EU ()9, VUS(-1)
= —8,L2U° () LU (~1) - bi
9 9
bj

= _51W12Ai.j(f) T
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We thus have explicitly,

X; . b;
0] ::?jhj(t) +ig;(1)0; — z—étz,

5.5(0) = = 0j0%x;g;(r) +ih;(1)ed; — byt

(2.4)

These operators inherit interesting properties which weldelow.

Lemma 2.1. The operatorsA; ; satisfy the following properties.
e They commute with the I|near part ¢£.12),

(2.5) A7 (1), igd; + %aZA — V(x)} =0, V(I j)e{l 2 x{1,...,n}.

e Denote

e (v )

k=1

1 (5k 2 k(1) 2

t3
oo(t, x) = _5 "h T ) ¢ + 2bytxy +§b,f> .

Theng¢; and ¢, are well-defined for almost every and

i.j(t) — igj (t)ei(bl(t.x)/e 8]_ (efi(bl(t.x)/e ) ,
(2.6) . _
5/(0) = ieh (1) #0012, (10000 )

eForr>2,andr <2n/(n—2)if n >3 (r <o if n =1), defined(r) by
1 1

n

P =TT (101 +<lnso])”

J=1

Define P<(¢) by

There existC, such thafor any f € X,

2.7) e 1 maxiar 1.

||f||L — Pa(t)5(r
e For any functionF € CY(C, C) satisfying the gauge invariance condition

3G € C(R+, R), F(z)=2G(1z?),
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one hasfor any (/, j) € {1, 2} x {1,...,n} and almost allz,

(2.8) [ JOF (w) = 0.F(w) A7 (0w — O:F (w) AT (Ow.

Proof. The first point follows the definition of Heisenbergsebvables (Von Neu-
mann equation). The second is straightforward computafitre third point is a con-
sequence of the well-known Gagliardo-Nirenberg ineqigslitand of (2.6). The last
point is also a consequence of (2.6). ]

RemaArk. i) In the definition of ¢y (resp.¢,), the factors®sZ/12 (resp.t3b?/3)
may seem artificial, for it plays no role in the formula (2.8)e introduced these
terms because their presence implies thatand ¢, solve the eikonal equation

O+ %lvx¢|2+ V(x)=0.

This point is discussed further in details in Section 6.1.

i) As noticed in [3], the fact that our operators enjoy thegerties to be Heisenberg
observablesnd factorized as in (2.6) is due to Assumption 1.2. We prove iotiSe 6
that other potentials cannot meet these two properties.

To conclude this section, we explain why the second point sgulnption 1.2 im-
plies that there is no “strong” focusing outside =0 for (3.18s we will see in the
proof of Theorem 1.4, this is so because the solutions to7{1dd not concentrate at
one single point for # 0.

Let (, j) € {1 2} x {1,...,n}. Because of (2.5)4} ;ug solve (2.1), and

"Aﬁjui(t)"Lz = ||Afju§E(O)HL2 =0(1), ase—0.

Thus, for anyr as in Lemma 2.1, there exists independent afidr such that,

C
lus @) < W

Notice that the concentration off. is equivalent to the cancellation of thg ’s. As-
sume that exactlyp functiong; ’'s cancel at time For the corresponding; 's, we
have; fo) = 1, and P=(to) is of orderexactlys”/" ase goes to zero. The functions
u% concentrate on a space of dimensior- p.

At time ¢ = 0, we have

o= f 1o ()

From the second point of Assumption 1.2, if fer7 0, p functionsg; 's cancel, then

(2.9) 14Z.(0)

"dx =0 (700
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necessarilyp < n, and
(2.10) Ju(to) - = O (270001

Comparing (2.9) and (2.10) (recall that < n) shows that the amplification of the
L"-norms cannot be so strong as at time = 0. Since the scalinghéomonlinear

term in (1.12) is critical for the concentration at one ppiittis subcritical for any

other concentration, this is why the nonlinear term is rafvonly near the origin in
the asymptotics stated in Theorem 1.4. This heuristic aegunis made rigorous in
Section 5, and uses the following lemma.

Lemma 2.2. Let V satisfyAssumption 1.2,and denotew = minw;. Let§ > 0
and k > 1 such thaték > 1. Then

1/k
m/(2w)
lim supe ~(/0*+ / _dr — 0
e—0 Ae Pe(t)ék A—+oo

Moreover for any T > 0, there existsC > 0 independent of €]0, 1], such that

, 1/k
dt
At N cLam-sm
(/ﬂ(zw) Ps(f)ék)

Sketch of the proof. The functiong; ’s may cancel at times/w;, for m € Z.
For 1 € [Ae, m/(2w)],

Pe(t) =

and the first part of the lemma follows. For the second palit 8@ considered inte-
gral into a sum of the form

T/ w—e T/ wte T/wj—e T
TSR ST AT
7/ (2w) T/ w—e T/ wte ™/ wite
We noticed that if at timenn/w;, g; cancels, then at most—1 functionsg; 's cancel,

and

mmw mm
PE(r) > Ce YY" | vre [— —e, — +6}
Wi wj

This shows that integrals of the form

/mTr/wj+€
mrjwj—e

yield the announced estimate. Other integrals are estimata similar fashion. [
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3. Local existence results

In this section, we establish local existence results fallinear Schrodinger equa-
tions with a general subquadratic potential. This is a m@tgeneralization of (1.12),
and will be needed in Section 6. Consider a poterifiaatisfying the following prop-
erties.

AssumpTion 3.1.  The potentiaV: R xR” — R depends on and , and satisfies:
1. For fixedr ,V(t,.) € C*(R",R). We also assume that is a measurable function
of (t,x) € R x R".
2. Fora € N*, define

Ma(r) = Sup |92V, x)| + sup|V(, x).
x€eR? x<1

We assume that for any multi-index satisfyifg > 2, M, € L2(R).

Notice that the first point of Assumption 1.2 implies Assuiopt3.1. Denote

(3.1) U @) = exp(i£ (E—ZA — V)) .
e\ 2

From [7], [8], there exist®) > 0 independent of such that for|z| < 4,
1

s [ K fG)ay

(32 U()f(x)=e /s
|2met|

where S solves the eikonal equation
1 2
O S + §|VXS| +V(t,x) =0,

and ke is bounded as well as all itsc(y )-derivatives, uniformly foe]0, 1] and|7| <
0.

The grouplF is unitary onL?(R"), and there exist > 0 and C > 0 independent
of ¢ €]0, 1] such that for|r| <,

C
Us(D)|lprpo < —.
|| ()||L1 L — |€t|"/2

As noticed in [5] (see also [14]), this yields Strichartz éymequalities forlF.

DeriNniTion 3.2, A pair @, r) isadmissibleif 2 <r < 2n/(n — 2) (resp. 2<r <
o ifn=12<r<ooif n=2) and

SZé(r)En<%—%>.
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The following proposition is a consequence of (3.2) and .[14]

Proposition 3.3 (Strichartz inequalities). The groupU: () satisfies
1. For any admissible pail(g, r), any finite intervall, there existsC,(I) such that

(3.3) e Ol pogripry < Cr(D)lu]| 2.

2. For any admissible pairdq1, r1) and (g2, r2), and any finite intervall, there exists
C,,.r,(I) such that

(3.4) s“/‘“)*(l/fm/ Ut — 5)F(s) ds < CounD) |IF|
IN{s<t}

LI(1:L"2)

L91(I;L"1)
The above constants are independent of
For (g, r) an admissible pair anfi a time interval, define
Y, () = {¢ € C(I;); By € LIUI;L")NL>¥(I; L?), VB € {Id, V,, |x|}} .
The main result of this section is the following.
Proposition 3.4. Let V satisfying Assumption 3.1, and o satisfying Assump-

tion 1.3 There existT > 0 and a unique solution) € Yo,42(] — T, T[) to the initial
value problem

5) {ic‘w * S0P =V DY+ 0P
Yy=0=¢ .
This solution actually belongs t&(] — 7', T'[), where
Y(1) = {¢ € C(I;2); By € LI L"), VB € {Id, Vs, x|}, Y(g, r) admissibl%.
If the potentialV does not depend on timave have the following conservation laws

e Mass [[¢(t)[|2 = [l 2, V[t] < T
e Energy

1 1
B0 = 5Vl + 7 OIS + [Vwloe 0P dx = E©). vir <.

Proof. First, notice that Duhamel’s principle for (3.5) tes

(3.6) bax) = U — i /O (- ) ([0[24) (s) ds.
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where U(r) := UY(r). To estimate the nonlinear term, we use Gagliardo-Nieeghkn-
equalities, which demand estimates ®hvy. We have,

1 1
io; + EA —V(t, x), Vx} =V, V(t, x) ; {i@, + EA — V(¢ x), x} =V,.
Therefore, Duhamel’s principles f&v,¢) andxv are, for B € {V,, x},

By(t, x) =U({t)Bp — i /o Ut — s)B (|¢|2"¢) (s)ds +i /o U — s)hp(s)ds,
with  hy(t, x) = V V@, x)0(t, x) ,  he(t, x) = V(e x).

(3.7)

Recall from Assumption 3.1, the potenti® is subquadratic,V,V(¢,x) = O({x)),

locally in time. We formally have to solve a closed system lofee equations with

three unknowns. This is achieved thanks to Strichartz ialtips, provided by the case

e = 1 in Proposition 3.3. The method is classical, and we redej5t for a complete

proof. O
4. Inside the boundary layer

In this section, we prove that for anx > 0, the solutionu® to (1.12) is in
C([—Ae, Ac]; X) for e sufficiently small, and satisfies the asymptotics (1.14).

Introduce the remaindew® := u® — v°. From Proposition 3.4, there exist& > 0
such thatu® € C([-T¢, T¢]; ¥). Recall thatv® is given by (1.15), where) is the
solution to

: } — 20
w {za,w+2A¢—|w| o,
w|1:0 = p(x).

It is well-known (see e.g. [5]) that ifp € %, theny € C(R, X), thereforev® €
C(R; %), andw® € C([—T¢, T¢]; ). This remainder solves

1
iedw* + EszAwE = V(x)u® +e" (|u‘€|2gu‘S - |v€|2”v€) ,
W= =0
We rewrite this problem as
iedw® + }52Aw5 = V(x)w® + V() +e" (Juf[*7u® — [v°*v°) |
4.2) 2
wls,zo =0.

We shall actually prove a more precise result than that ¢tetelrheorem 1.4.
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Proposition 4.1. Suppose thaAssumptions 1.2and 1.3 are satisfied. LetA > O.
Then for0 < € < e(A), u® € C([—Ag, Ae]; ) and

imsup sup (J[we(®)]2 +[[A7, (0w .) =0, V. )€ {12} x {1, n}.

e—0 |f|<Ae

Recall that U<(¢) is the group associated to the linear part of (1.12), given
by (2.2). It satisfies Strichartz inequalities stated ing@mition 3.3. Duhamel’s prin-
ciple for (4.2) is

we(r) = —ig"° ! /I Us(t —s) (|u‘€|2”u‘S — |vE|20v€) (s)ds

(4.3) 70

— igfl/ Us(t — s)V(x)v°(s) ds.
0

To apply the results of Proposition 3.3, we introduce spdoidexes in the following
algebraic lemma, whose easy proof is left out.

Lemma 4.2. Letos as in Assumption 1.3 There exisly, r, s and k satisfying

R = X
+

Sl by

(4.4)

1
+

MR YR

and the additional conditions
e The pair (¢, r) is admissible
00 < 1/k < 8(s) < 1.
If n =1, we choos€g, r) = (c0,2), s =00 and k = 2o.

From Proposition 3.3 applied with the above indexes, anttiétdinequality, (4.3)
yields, for /¢ 5 0 a time interval contained inH7¢, T¢],

10—1-2 2 2
lw||Lagre;rny S "7 /2 (||u€||LZ(15;L1) + ||U€||LZ(1€;L1)) lwe |l zeqre;Le

(4.5) o
+et l/EHVUEHU(F;LZ)-

We now have two tasks:

e Estimate the source terfw v || 1(z.12).

o Control the factoru®(|77 ..,y + [[v° 13-
Recall thatv® is given by (1.15), so

2 1 n 2 n 2
VO ize = 3 D wiet [lefiter, x|+ Y b3 bt x)l ze
j=1 j=1
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If o € %, theny € C(R, X), and the above quantities are infinite in general.

4.1. Further regularity for ¥y when ¢ € S(R"). If we assume that belongs
to the Schwartz spac&(R"), then we can prove additional regularity for

Lemma 4.3. Let ¢ € S(R"), and ¢ be the solution of the initial value prob-
lem (4.1). Let o satisfyingAssumption 1.3and A > 0. Then

|x|¥y € C([—A, Al, L?), Vk <3,
|x[¥V.¥ € C([—A, A], L?), Vk < 2.

Proof. As mentioned above, it is well-known thate C([—A, A], ¥). Using the
simple remark,

. 1
[lat + EA, x:| = Vx,
the functionx ;¢ solves, for 1< j <n,

. 1 20
(4.6) 10+ S0 ) Xy =05 + [T .
For 1< k < n, we have,

(4.7) <i8, + %A) xXjxp = Oy ) + i j0 + [ 27 x ).

This shows that to know that;x;y») € C([—A, A], L?), it is enough to prove that
x V) € C([—A, A, L?), for any! . Differentiating (4.1) with respect to  yields,

4.8) (fa + %A) Vo = (0 + DIV ap + o220,
Therefore,

. 1 — 20 20—2 127 /.
49) (10 +38) uV.0 =050+ (04 VWPV olul 2T

This shows that it is enough to know that) € C([—A, A], L?). This is well-known,
from an idea due to Kato ([13], see also [5]). The idea cosdistdifferentiating (4.1)
with respect to time and proving th&wy € C([—A, A], L?) whenp € H?(R"). Then
from (4.1), we deduce thahy € C([—A, A], L?). Thus, |x|*¢ € C([—A, A], L?) for
k <2 and|x|*V,y € C([—A, Al, L?) for k < 1.

Now, we can apply Kato's method to (4.8), and prove that if tlenlinearity
F(z) = |z|?°z is twice differentiable (hence the assumptien> 1/2 in Assump-
tion 1.3), thend, V¥ € C([—A, A], L?). When using this information in (4.6), Kato’s
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method proves thak;0,¢) € C([—A, A, L?). Using the equation (4.6), we deduce
that x; Ay € C([—A, A], L?). This information is enough to complete the proof of
Lemma 4.3. Multiplying (4.7) byy; vyields,

1
(i& + EA) xjxexi) = Oy (x00) + X1 0k (x ;) + X160 + |27 x jxpx1%).

Reasoning as above, it is enough to know that) € C([—A, A], L?) and x®V ¢ €
C([—A, A], L?) for |a] < 2. We saw how to prove the first point. We know that the
second holds fota| < 1, thus we just have to multiply (4.9) by,
) 1
(laz + §A> XX Vb =0 (i V) + X0V
* (0 + DY 7Vt + o[ 220 V.

Since xAy € C([—A, A], L?), we deduce thatx|?V ¢ € C([—A, A], L?), which
completes the proof. ]

RemaArk. The assumptions > 1/2 could be removed if we considered a
smoother nonlinearity. Indeed, if we replaceg?y by f(|v|?)v, with f smooth and

F(v?) < %% when || — 0,

we could prove Lemma 4.3 without the assumpton- 1/2, and even more regular-
ity for ¢ (see for instance [10], [11]). This means, for (1.12), tha& would replace
8ncf|ua|2crua by f(€"|u€|2)u€.

We apply Lemma 4.3 to study (1.12) thanks to the followinguligsvhich can be
found for instance in [9], Proposition 3.5.

Proposition 4.4. Let ¢ and o satisfying Assumption 1.3Letd > 0 and 5 €
S(R™) such that|l¢ — ¢s||z < 4. If 5 denotes the solution tl.3) with initial datum
ws, then

| Uo(—1) (¥(t) — ¢5(t))||L°°(R:E) EO ’

and in particular, for every A > 0,

[ = ¥slle=q-aa13) ;30 -

4.2. The coupling term. We want to estimatdiu5||%‘g(leﬂ) + ||v5||§‘§(15;w.

Gagliardo-Nirenberg inequalities and the propefty C(R; ) yield

—5(s —&(s 1-65(s (s —5(s
[V @)l = 29 w(en) |1 S e O p(en)| 32 I Va(en) |09 < Cae™O),
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for |r| < Ae, whereC, does not depend an We expect a similar estimate to hold
also foru®. From (2.7), it will be so if we know that® is bounded inL?, as well as
Aj ;u® for anyl andj . The first point is easy: so longsis defined and sufficiently
smooth, itsL2-norm is constant (see Proposition 3.4). Showing the sei®rnmart of
our proof. Sincey € C(R; X), it is easy to check that for anx > 0, there exists
C(A) independent ot €]0, 1], such that

IAS (00", e < C(A) . V(L J) € {1, 2} x {1, ..., n}, Vli| < Ae .

Sincew® =0 at timer =0 andw® € C([—T*¢, T¢]; ) for some T*¢ > 0, there exists
t¢ > 0 such that for¢| < ¢°,

(4.10) A5 (0w (2, |2 < C(A) , VU, j) € {1, 2} x {L,....n} .

So long as (4.10) holds, we can estimdi€ (r)|| .. like ||v*(#)|| ., up to doubling the
constants, but with the same power «of

Let > O to be fixed later, and. C [—ne, ne] such that (4.10) holds ot.. If
» € S(R"), Lemma 4.3 and (4.5) yield

(411) ||w€||Ll(16;LL) 5 En07172/27206@)-'—20/&7]20/& )+Elfl/g‘

||w5 ||Li(15;LL
From Lemma 4.2,

no—l—g—205(§)+2—020,
q k

and forn > 0O sufficiently small, the first term of the right hand side ofl{®) is ab-
sorbed by the left hand side,

(4.12) [wellLagreiin < g,
Apply Strichartz inequality (3.4) again, with now =2 andr; =r,

(4.13) lw || poeresr2y) S 6M_l_1/1_2(75@+20/K772°—/E||w5||L1(1€;L£) +teSe,

from (4.12).
Assuming for a moment that we know that (4.10) holds figr< Ae, the above
computation, repeated a finite humber of times, yields amagt of the form

(4.14) [ w® | Loo - ac.acpr2) < Cee™ .

To prove that indeed (4.10) holds fgf < Ae, we follow the same lines as above,
replacingw® by Aj;w®. Since Aj; commute with the linear part of (1.12) (see the
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first point of Lemma 2.1), the analog of (4.3) faf ;w* is

Apj(Ow =— "1 /I Us(t — s)Af ;(s) (|u5|2"u5 - |v5|2‘7v5) (s)ds

(4.15) 70

- is_l/ US(t — s)A7 ;(s) (V(x)v°(s)) ds.
0

From Lemma 4.3, the source term (the last term in the aboveession) is estimated
as before. From (2.8) and (2.7), we can estimate the first tdrthe right hand side
of (4.15) as above. This yields finally, so long as (4.10) badaid for|z| < Ae,

(4.16) ||Al€.jws||L°°(1€;L2) <c(, j)Eec(l'j)A .

4.3. Conclusion. Let § > 0, andys € S(R") such that||¢ — ps||s < é. Define
s as the solution to (1.3) with initial datum;s, and v§ by
c 1 rx
Ué(tvx) - 6n/2¢5 (E’ E) .

The remaindemws$ := u® — v5 solves

1
iedws + Engwg = V(x)ws + V(x)vs +€"7 (|u5|2‘7u5 - |v§|2"v§) ,
(4.17) ) .
€ = f— p—
wi(0.x) = 550 — ) (%) -

which is the analog of (4.2), with an initial datum which isnzero, but arbitrarily
small in £ (asd goes to zero).

Our method proves both the existenceudfin ¥ up to time Ae for ¢ sufficiently
small, and the asymptotics (1.14). This approach is claksicgeometrical optics (see
e.g. [18]). From Proposition 3.4, it is well defined Ih  on tlme interval |-7¢, T¢]
for someT* > 0. Sincevi; € C(R; X), we want to prove thaiv exists inX up to
time Ae for ¢ sufficiently small, and is asymptotically small. By constian, we have

(4.18) RO > |AF; (Ows]|,, <6 .
He{L 2y x{1,....n}

From Proposition 3.4, eithepj (hencex®) exists inX on the time intervaHAe, Ae],
or the maximal solution belongs 6 ([0¢[; X) with 0 < 7¢ < Ae and

IimiTnf lws@)]|s =0 .
t—T¢=
In the latter case, for any > 0, there is a first time7s such that

(4.19) &= (TE)|| 2 + > A7 (1)@, =T5 .
(,))e{1.2} x{1,....n}
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We prove that there i§" > 0 independent ofA and, and a constanC = A )
independent ot such that fore <1 and¢® < Tf,

r
(4.20) sup | ws@le+ > (AR 0w . ) < 5o+ ce
|t <Ae (,)e{l.2}x{1,....n}

Choosinge sufficiently small so thaCe < I'/2 contradicts (4.19). This proves that we
can taker® = Ae in (4.10).

Resuming the computations of Section 4.2 yields the samenasts as (4.11),
plus a term estimated b&s‘l/i, due to the initial datum. This means that in (4.13),
(4.14) and (4.16), we have to replageby ¢ + § in the right hand sides; this
yields (4.20). We infer,

. r
limsup sup | lwi@)],. + > A7, @ws| 2 | <50,
e=0 Ji|<Ae .)e{L2}x {1, ...n}

where C does not depend a@n Choosingé arbitrarily small, the above estimate and
Proposition 4.4 yield Proposition 4.1.
Finally, Proposition 4.1 implies the asymptotics (1.14)ewRite the definition

of Afj,
AT h; gj/e xj/e Y 1?/(2)
Aij —s5jw12-gj hj i&faj J t ’
The determinant of the above matrix is
hf + 5jwjzgf =1,

and we have

' 2
9045 00, (- L50)

. . . t?
ied; = £6,w7g;(1)AL (1) + h;(1)A5 () +b; (5jw,2-§gj(f)+fhj(t)> :

5= ()AL () —

(4.21)

Sinceg; ¢) =0 () ag goes to zero, it is clear that Proposition hplies the asymp-
totics (1.14).

5. Beyond the boundary layer

In this section, we complete the proof of Theorem 1.4. The ehthe proof is
divided into two parts; we first study the transition betwdba two régimes (1.14)
and (1.16), then prove the existence «5f along with the asymptotics (1.16). Since
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the proofs are similar for positive or negative times, wetrretsto the case of positive
times.

5.1. Matching the two régimes. In Proposition 4.1,A was a fixed parameter;
in any boundary layer of sizé\e around the origin, the asymptotic behaviour 5t
is given byve. Fort > ¢, the behaviour ok® is asymptotically the same as that of
us. We now prove that the transition between these two régiocesrrs in a boundary
layer of sizeAe, when A goes to infinity.

Proposition 5.1. The functionu$ becomes an approximate solution :5f whent
reachesAce, for large A.

im sup (|l (Ae) — (A2 + |47 (A0) ( ~ ) 2) = O

A—+o0

V(L j) e {1, 2} x{1,...,n}.

Proof. From Proposition 4.1, we only have to prove the abawé Wwhen u® is
replaced byve. We proceed to another reduction of the problem, by noti¢hrag for
|t| < Ae, the role of the potentia¥ is negligible not only faf, but also forus.
Define v§ by

1
ieovi + EezAvJ, =0,
(5.1)

o= e (2)

By scaling, we have

R 1 rox
U+(t7 x) - 6”/2¢2 (g’ g) ’
where(t, x) = exp@t A /2)+(x).

Lemma 5.2. Let A > 1. The potentialV is negligible fob < < Ae in (1.17),

limsup sup (||ui(t)—vi(t)||Lz+HA,i,(t) (ui—vi)HLz) 0,

e—0 0<t<Ae

V(I j) € {1, 2} x {1,...,n}.

Proof of Lemma 5.2. Denotes = u$ — vS. We have,

1
iedws + EszAw+ = V(x)ws + V(x)s,

€ —_
Wyj=0 = 0.
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From the classical energy estimates (which are also a coasegq of Strichartz in-
equalities),

Ae
sup [wi(t)lpe < et / IV Ol Y2 d
0<t<Ae 0

A
< /0 IV, Yz dr -

By density (for ¢»,), we can assume that? has the same smoothness as in
Lemma 4.3 (the proof is even easier since we now condidear problems). In that
case we have

sup [[wi(®)ll.2 = OCe) -
0<t<Ae

The proof thatAj ;(r)ws satisfies the same property is straightforward. Finallgheuit
the smoothness assumption of Lemma 493¢) i§ replaced byo (1), and the proof of
Lemma 5.2 is complete. U

Recall that we have

vi(Ae, x) = ETl/zUO(A)w* (g) , v°(Ae, x) = gn—l/zw (A, f) ,

€
Jim | Uo(—r)uste) — v

=0,
z

where the last line is nothing but (1.13). This implies intfgadar, sincelUy is unitary
on L?,

limsup|jv®(Ae) — vi(Ag)|,. — O,
A—+o0

e—0

which is the first asymptotics in Proposition 5.1.
To conclude the proof, the idea is that the operator appgann1.13) are close
to the operatorsi; ;(¢) for |t| < Ae. Using the identity

Uo(t)xUo(—1) = x +itV,,
and the fact that the group is unitary onL?, we can rewrite (1.13) as

[0) = o) 12 + IV 0) — Vo) Vet
+ |G+ i1V (600) — Uola))l2 — 0.

From the definition of the functio®; ’'s angl; 's, we have,ras: 0,

hi()=1+0() ; g)=t+0@) .
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Therefore, we have, in the case of
Xi . v
| (41,000 = Z —ia0)9;) v (ae. )|
= H (%(hj(Aa) — 1) +i(g;j(Ae) — Ae)O; — %Aza) v°(Aeg, )

= ’ ()Cj(hj(l\c?) — 1)+i

=0(e).

LZ
b;

dj — —Aza) P(A, -)

8j(Ae) — Ae
€ 2

L2

for any fixed A > 1, sincey € C(R;X). Similar computations hold with; ;, and
when v is replaced bys. The proof of Proposition 5.1 is complete.

5.2. The linear regime. We now complete the proof of Theorem 1.4. Hix>
0. From (4.21), it is enough to prove that(r), as well asA; ;(f)u® for any/, j, re-
mains bounded inL?, up to time T , provided that is sufficiently small. The rela-
tion (4.21) shows in addition that we can prove the asymg#ofl.16) when the oper-
atorseV andx are replaced by thej (¢)'s.

Our method is the same as in Section 4. Introduce the renmainde

wi =u® —uj.

From Proposition 4.1, it is well defined iR up to time=s for any A > 0O, provided
that ¢ is sufficiently small. It solves

o1, ~
iedw*® + EszAwE = V(x)w® + " |uf|*uc .

Sincev; € C(R;X) (see in particular (2.5) and (4.21)), we want to prove thét
exists inX up to timeT fore sufficiently small, and is asymptotically small in the
sense of (1.16). From Proposition 5.1,

i sup (1 (A2 + |47 (A 1) = O V(. ) € {12} x {1,...n).

Let 6 > 0. From Proposition 5.1, there exis§ > 0 and Ao such that for O< ¢ < g9
and A > Ay,

(5.2) |we(Ae)|] 2 + > | AF ;(Ae)ie ||, <6 .
.)e{1,2} x{1,....,n}

From Proposition 5.1 again, there exists> Ae such that

(5.3) sup | [[@(0)ll,. + > AS,(0we||,, | <26 .
Aesi<ie (.)e{L 2y x{L,...n}
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Let 0 < e < gg and A > Ap. From Proposition 3.4, eithei® (henceu®) exists in
2 on the time interval [0T ], or the maximal solution belongs@oO, (<[; X) with
0<Te<T and

IimiTnf [lwe@)||s = 0 .
t—T¢

From (4.21), in the latter case, there is a first tirfig, such that

(5.4) [T 12 + > | A7 (T5)we|,, =45 .
(L )E{L2x{1....n}

We prove that, up to choosing even larger, there is a constanC(7') independent
of e and A such that foe <1 and¢® < Ty,

55)  sup [ @)+ 3 A7, (0)w°||,, | <36+
Ae<t<te )L x L}

Choosinge sufficiently small so thatCe27%®/" < § contradicts (5.4). This proves that
we can taker® = T in (5.3), hence the first point of Theorem 1.4, along with the
asymptotics (1.16), sincé > 0 is arbitrary (recall that for any fixed > 0, we have
to chooses small andA large, so that (5.2) holds).

Recall thatu$ solves the linear equation (1.17); ifs’>-norm is independent of
time, and from (2.5), the same holds fdf ;u$, for any/ andj . So long as (5.3)
holds, we thus have ah? bound foru® and Af jus,

(5.6) sup | [wll+ Y [lA00f] ) <.
Aesr=ie . )E{L2y x{L,....n}
Denote J¢ := [Ag, t°]. From Strichartz inequalities and Lemma 4.2,
8[| e ey < 107 (ML) 2+ C" M2 1% | ogeney -
From (5.6), (2.7) and Lemma 2.2, we infer thatrif < = /(2w),
[0 || Lo rera2) < 105 (ML) 22 + P(A)e™ 2|1 | ase;1ey

where p(A) is a function independent of that goes to zero aa  goes to infinity.
Using (5.6) and (2.7) again, we have

4| Laggernry < ClIEME < CTHE
Therefore,

105 || =122y < [[0°(Ae)|| 2+ CTH2p(A) .
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Taking A even larger if necessary, (5.2) implies that€if< 7/(2w), then
W || oo (re;r2) < [wE(AE)|[ 2 +6 .

For t¢ > 7 /(2w), the second part of Lemma 2.2 implies

5% || oo res22) < |05 (Ae) | 2+ C" 2| |32 1| oo

< (@ (A)|| L+ CTH 4" 243 .
(5.7) < ||{DE(AE)||L2+CT1/15”0_1_2/1”ME||%Z([As,7r/(2£)];Li)
HCTY A2 | sy

< ||wE(Ag)| 248 + C(T)e270/m

Computations forAj ;(r)w® are similar. SinceAj; acts like a derivative on the nonlin-
ear term (Lemma 2.1), we have

AT ;0% Lo ey < AT j(AL)BF[| 2 + Ce™ Y| 32 ey | AT ju Nl 10seinsy -

Estimate (5.6), along with Proposition 3.4, implies tharthexistsC T ) such that for
t° <T,

51/1||Afj“s||Li(J€:L£) <C(T) .

We thus have the same estimate as aboveAfor  sufficientlg,larg
~ ~ )
(5.8) A7 ;W (| Loo o2y < AL j(A)w®|| 2 + ot C(T)e* 0/
Summing (5.7) and (5.8) yields (5.5), which completes theopiof Theorem 1.4.

6. Partial results for general subquadratic potentials

Intuitively, there is no reason why Theorem 1.4 should notribe for more gen-
eral potentials than (1.5), in particular for potentialgisfging Assumption 3.1. We
prove in particular that (1.14) still holds for this class mitentials. However, we can-
not prove (1.16). From the technical point of view, this issdo the lack of operators
such asAj ;. For the linear régime, these operators have three majanaages:

e They commute with the linear part of the equation, includitige potential,
see (2.5).

e They yield modified Gagliardo-Nirenberg inequalities,7{2.

e They act on the nonlinear term like derivatives, (2.8).
As we mentioned in the proof of Lemma 2.1, the last two pointfow from the for-
mula (2.6). We first prove that there exists an operatorfgats a similar formulaand
commuting with the linear part of the equation, (2.5), if eowly if the potential is of
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the form we consider, (1.5). We then prove (1.14) for genpaéntials satisfying As-
sumption 3.1.

6.1. Lemma 2.1 holds only for potentials of the form (1.5). Let V satisfying
Assumption 3.1jndependent of timéV = V(x)), and define an operatot®(¢) by

(6.1)  AS() =if;()e! D=9, (e_i¢("x)/€') = ffT(’)aqu(t,x)ﬂf,-(t)a ,

where f; and¢ are real-valued functions, to be determined. The operafois de-
fined as A = (A%)i<;j<.. Note that the weightf; may depend on the indgx
(anisotropy), but nots. This is the generalization of (2.6). Such an operator fdlyma
satisfies (2.8) and an analog to (2.7). Notice that in (218, phasesy (I = 1 or 2)
solve the eikonal equation

6.2) 010+ 3 V.0P +V(x) = 0.

Proposition 6.1. Let¢ € C4(J0, T]xR";R) and f; € C*(]0, T]) for someT > 0.
Assume that for any < j < n, f; does not cancel on the interv§d, T']. Then A®,
defined by(6.1), satisfies(2.5) if and only if V is of the form(1.5).

Remark. i) We do not assume that solves the eikonal equation (6.2). How-
ever, we will see in the proof that it is essentially necegsar
i) Since from Von Neumann equation, Heisenberg obsergableays satisfy (2.5),
the above proposition implies that such an observable canwbgen under the
form (6.1), for some functionsf ane, if and only if the potentialV is of the
form (1.5).

Proof. We now only have to prove the “only if” part. Compudeis yield

1
63) icd, + EEZA — V(x), Aj(t)} =f1(00;0 + ;)% 0 + £;()0;V

v F00; + [OV0,0) - Ve + 5 [0)A0,0))-

This bracket is zero if and only if the terms #? and ¢! are zero. The term im is
the sum of an operator of order one and of an operator of oreler. 1t is zero if and
only if both operators are zero. The operator of order oneei® #f and only if

[i0%0=fit) . 05%0=0 if j#k.

In particular,@qub is a function of time only, independent af , and we have
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From the above computations, the first two terms:9nalso write

- 1
Fi00;0+ £;005,6= ) (000050 + £;0)07,6 = f;0)0; (a,<z> *5 |vx<z>|2) :

k=1

Canceling the term in® in (6.3) therefore yields, sincg; is never zero on70 |,

(6.4) 0, (910+ 519,02+ V) ) =0.

Differentiating the above equation with respectjo  amd  tedl terms withg van-
ish, since we noticed that the derivatives of order at |elastet of  are zero. We de-
duce that for any triplet f; &, )6fk,VE 0, that is,V is of the form (1.5).

Notice that since (6.4) holds for anye {1,...,n}, there exists a functiore of
time only such that

1
0,6+ 5/V0f + V() = E().

This means that is almost a solution to the eikonal equation (6.2). Replaeinby
o(t, x) == o(t, x) — f(; E(s)ds does not affect (6.1), and solves (6.2). [l

6.2. Heisenberg observables for general subquadratic patdals. We now
suppose thaV = V(t, x) satisfies Assumption 3.1. Define the Heisenberg observabl

AC() = P () U (1),

where the groupF is defined by (3.1). The latter is in general not a differdniger-
ator, but a pseudo-differential operator (Egorov theorseg e.g. [20]). We saw that if
V satisfies Assumption 1.2 however, then it is explicit. Thawdrack of this approach
is that we cannot assess the action of this operator on mamliterms in general. The
operatorA® satisfies two of the three properties we use to study the meenli problem:

Lemma 6.2. The operatorAs(z) satisfies the following properties.
e The commutation

1
NOL%&+§§A—V@x):Q

e The modified Sobolev inequality. #f € X, then for2 < r < 2n/(n — 2), there
existsC, such thatfor |¢] <9,

CV 1-5(r S(r
ol < gy o2 A )39,
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Proof. The first point stems from the definition &f(¢z). For the second, let
g°(t, x) = F(—t)v(x). We know that for anyf € LN L?,

£z = U @) fl 2,
and for |¢| < 6, from (3.2),
1@ flle= < let| ="/ f |-
Interpolating these two estimates yields,
U@ flle < let =N £l
therefore,

1T Og @Iz < letl g @] -

Let A > 0, and write,
IO = / () dx + / (. )| dx.
x| <A S

Estimate the first term by Holder’s inequality,

1/p
/ g, x)|" dx S AP </ |g€(;,x)|”f’dx> ,
[x[<A x| <A

and choosep =2’ (> 1). Estimate the second term by the same Holder's inegualit
after inserting the factox as follows,

/ |85t x)|" dx :/ e[~ x| g%, )| dxe
x| >A

[x|>A

1/p 1/p
< / |x|7’/”/ dx / |xg®(r, x)[*dx
[x[>X |x|>X

SN g (1, 07
In summary, we have the following estimate, for aky- 0,
(6.5) lg= @l < X/E g @llaz + A E I xg® (1, x) | 2.
Notice thatn/(p'r’) = §(r), and equalize both terms of the right hand side of (6.5),

_ xe*(, O
=),z
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This yields,
lg* @)l < Nl @Iz " lxg . )II7E.
Therefore,
1Tl S let| eI llxe* %) 12
S Ol P
Back tov, this completes the proof of the lemma, sikE¢) is unitary onZ?. U

6.3. A partial result for general subquadratic potentials. To conclude, we
prove that the asymptotics (1.14) still holds\Mfsatisfies Assumption 3.1.

Proposition 6.3. Let V satisfying Assumption 3.1,such thatV is continuous at
(t, x) = (0, 0), with V(0, 0) = O Suppose thaAssumption 1.3s satisfied. Then for any
A > 0, the following holds
1. There exists(A) > 0 such that forO < e < ¢(A), the initial value problem

1
iedus + Ze?Aut = V(t, x)uf + " |u?7uc |

2
. _ 1 X
M‘,:O—mﬁp (g) s

has a unique solutiom® € C([—Ae, Ac]; X).
2. This solution satisfies the following asymptatics

(6.6)

limsup sup ( lus(t) — v (2)|| 2 + |Vt (2) — eVv= (1)) 12

6.7) e—0  |1|<Ae
o[-0, ) -0

where v¢ is given by(1.15)

Proof. The proof mimics the approach used in Section 4, éxitest we do not
use intermediary operators such 4s;. Denotew® =u® —v°. It solves

1
iedw® + Z Aw® = V(t, x)w® + V(t, x)v° +&"7 (|u5|2"us — |v5|2"v5) ,
(6.8) >
w‘lg,zo =0.

Obviously,

(69) “u€|20ua _ |U€|20'U€| 5 (|U€|20' + |wa|20> |wa|.
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We know that there exist€ such that for any
leVive ()2 < Co .
Since wﬁ:o =0 andw*® € C(0,t%; ¥) for somet® > 0 (Proposition 3.4), we have
(6.10) leViws(@#)]|z2 < Co

for ¢ in some interval [0zf]. So long as (6.10) holds, we can get energy estimates
from (6.8), proceeding as in Section 4 and using the Gagli&ilenberg inequality

—_5(r 1-6(r S(r
1F1le < Ce™ O £132°P eV 125

Notice that we have,

. 1 2 . 1 2 X

ico, + EE A —=V(t,x),eVy| =V, V(t, x); |ied + 56 A —V(t, x), - =eV, .
Proceeding as in Section 4 yields,
(6.11) Wl Lo (0.r22) < C(A)e™H|VLs, )0 L20,:22) -
along with

||vaw6||L°°(O.t;Lz) < C(A)(HVXV(S, x)wEHLl(O,f:LZ) + ||V (V(s, x)UE)”Ll(o,z;LZ) )v

X _
H—wa < C(A)(||vxw6||L1(0,,;L2) te 2||xV(s,x)v€||L1(o’,;Lz)).

3

L°>°(0,1;L2)
In particular, so long as (6.10) holds, with < Ae,

€

X
0 w02 + 170w w0z + || w

£ L>(0,t;L2)

< SN (s, X0 3012 * [V (VG5 909 oz
+ &% xV(s, x)v° ||L1(0.t;L2)) -
Now,

- _ 1 s x
€ l”V(Sv X)UEHLl(O’[;LZ) =€ ! HV(S’ x) ”/zdj <_v _)
3 g &

LY(0.1;L2)

=¢1 HV(S, ex)y (g, x) ‘

= [[Vles, ex)y(s, )l 110, e:1.2)
< [[V(es, ex)y(s, x)HLl(O,A;LZ) ’

LY(0,¢;L2)
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Notice that for|z| < 4,
V(t, x)] S 1+x2

From Lebesgue’s dominated convergence theor¥nis (continuous at the origin and
V(0, 0) = 0) and Lemma 4.3, it follows, up to approximatiggin S(R") as in Sec-
tion 4,

||V(€S, Ex)¢(sv x)||L1(0.A;L2) 3 0.
Similarly,

IV (Vs )0 o aerry + € 2lIxVCs, X)0° | s a2y — .
( ) e—0

Therefore (6.10) remains valid up to time A=, provided thats is sufficiently small
(0 < e < &(A)). This completes the proof of the proposition. U
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