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A VANISHING THEOREM

F. LAYTIMI and W. NAHM

Abstract. The main result is a general vanishing theorem for the Dolbeault
cohomology of an ample vector bundle obtained as a tensor product of exterior
powers of some vector bundles. It is also shown that the conditions for the
vanishing given by this theorem are optimal for some parameter values.

§1. Introduction

The main result of the paper is a vanishing theorem, which is the

strongest possible immediate generalization of the vanishing theorems of

Sommese [13], Manivel [11], Le Potier [8] and Laytimi-Nahm [7].

Let Ei be vector bundles of ranks di, i = 1, . . . ,m over a compact

complex manifold X of dimension n and L a line bundle on X.

Theorem 1.1. If
⊗m

i=1

∧ri Ei ⊗ L is ample, then

Hp,q
(
X,

⊗m
i=1

∧ri Ei ⊗ L
)

= 0 for p + q − n >
m∑

i=1

ri(di − ri).

One might suppress the explicit mention of the line bundle L by in-

cluding it among the Ei as a vector bundle of rank 1.

Sommese’s result yields the vanishing with the same inequality for p+q

but with all Ei ample. The ampleness of Ei is not equivalent to that of
∧ri Ei; for example the universal rank-r bundle Q on the Grassmannian

G(r, d) is not ample, but ΛrQ is. Moreover, as follows from our theorem, it

suffices to assume only that the tensor product of several terms of the form
∧ri Ei is ample.

The result of Le Potier is a particular case of Sommese’s theorem for

m = 1.

For p = n and all Ei, i = 1, 2, . . . ,m ample vector bundles, Ein-

Lazarsfeld obtained less restrictive vanishing condition on q [4].
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With our ampleness condition we conjecture that Theorem 1.1 is the

best possible, as explained in Section 4.

A partition R = (r1, r2, . . . , rm) is a sequence of decreasing positive

integers ri, its length is m and its weight is |R| =
∑m

i=1 ri. Let R̃ be the

transposed partition.

To each partition R corresponds the canonical irreducible Gl(V )-mod-

ule SR(V ). The functor SR is called the Schur functor (for a precise defi-

nition see [5, p. 45]). In particular SkV = S(k)V , and
∧h V = S(1,1,...,1)

︸ ︷︷ ︸
h times

V .

We use the notation
∧

R = SR̃, where R̃ is the transpose of the partition R.

Schur functors were initially defined on the category of vector spaces

and linear maps, but by functoriality the definition carries over to vector

bundles on X.

Theorem 1.2. Let E be a vector bundle of rank d over a compact

complex manifold X of dimension n and L a line bundle on X, then for

any partition R̃ = (r1, r2, . . . , rm), if
∧

R E ⊗ L is ample, then

Hp,q
(
X,

∧

R E ⊗ L
)

= 0 for p + q − n >

m∑

i=1

ri(d − ri).

This is Manivel’s vanishing theorem with a weakened hypothesis; we do

not assume the ampleness of E, as Manivel does. In fact Manivel’s result

is an immediate consequence of Sommese’s.

It is crucial to have the optimal ampleness hypothesis as well as the

optimal vanishing conditions in a vanishing theorem, specially for the geo-

metrical applications like the study of degeneracy loci [6].

§2. Proof of Theorem 1.1

Let Ei be as above and Yi = Gri(Ei) the relative Grassmannian of

subspaces of codimension ri in the fibers of Ei. Let Qi be the universal

quotient bundles over Yi.

Lemma 2.1. Let L be a line bundle on X,

πi : Gr1(E1) ×X · · · ×X Grm(Em) −→ Gri(Ei),

π : Gr1(E1) ×X · · · ×X Grm(Em) −→ X

the natural maps. Then
⊗m

i=1 ΛriEi ⊗ L ample =⇒
⊗m

i=1 π∗
i (det Qi) ⊗ π∗L ample
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Proof. Let us introduce the following notations

W =
⊗m

i=1 ΛriEi ⊗ L

Y = Gr1(E1) ×X · · · ×X Grm(Em)

Z = P(Λr1E1) × · · · × P(ΛrmEm)

T = P(Λr1E1 ⊗ · · · ⊗ ΛrmEm)

Yi = Gri(Ei)

Zi = P(ΛriEi)

φ : Y −→ Z the Plücker embedding

γ : Z −→ T the Segre embedding.

The commutative diagram

Y
φ

↪−−−−→ Z
γ

↪−−−−→ T

πi



y



ypi

Yi
φi

↪−−−−→ Zi

yields

OT (1)|Y ' φ∗
(⊗m

i=1 p∗i (OZi
(1))

)

'
⊗m

i=1 π∗
i (φ

∗
iOZi

(1)) '
⊗m

i=1 π∗
i (det Qi).

Hence

OP(W )(1)|Y ' OT (1)|Y ⊗ π∗L '
⊗m

i=1 π∗
i (det Qi) ⊗ π∗L,

and we are done.

For the sequel we need to recall the Borel-Le Potier spectral sequence

in our context.

The projection π : Y → X yields a filtration of the bundle ΩP
Y of

exterior differential forms of degree P on Y , namely

F p(ΩP
Y ) = π∗Ωp

X ∧ ΩP−p
Y .

The corresponding graded bundle is given by

F p(ΩP
Y )/F p+1(ΩP

Y ) = π∗Ωp
X ⊗ ΩP−p

Y/X ,
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ΩP−p
Y/X is the bundle of relative differential forms of degree P −p. For a given

line bundle L over Y , the filtration on ΩP
Y induces a filtration on ΩP

Y ⊗ L.

This latter filtration yields the Borel-Le Potier spectral sequence, which

abuts to HP,q(Y,L). It is given by the data X, Y , L, P and will be denoted

by PEB. Its E1-terms

PEp,q−p
1,B = Hq

(
Y, π∗(Ωp

X) ⊗ ΩP−p
Y/X ⊗L

)

can be calculated as limit groups of the Leray spectral sequence p,PEL as-

sociated to the projection π, for which

p,PEq−j,j
2,L = Hp,q−j

(
X,Rjπ∗(Ω

P−p
Y/X ⊗L)

)
.

Now we start to prove the main theorem.

Denote the fibers of Ei at a point x ∈ X by Vi, and consider the line

bundle on Y L =
⊗m

i=1 π∗
i (det Qi) ⊗ π∗L. We have

Rjπ∗

(
ΩP−p

Y/X ⊗L
)

' Hj
(
Gr1(V1) × · · · × Grm(Vm),ΩP−p ⊗m

i=1 det Qi

)
⊗ L.

Using

Hp,q(Gr(V ),det Q) = 0 if (p, q) 6= (0, 0),

and the Künneth formula, we get the degeneracy at the first step of both

Leray and Borel spectral sequences. Now

H0(Gri(Vi),det Qi) '
∧ri Vi,

thus

Hp,q(Y,L) ' Hp,q
(
X,

⊗m
i=1

∧ri Ei ⊗ L
)
.

The result follows from Lemma 2.1 and Kodaira-Akizuki-Nakano vanishing

theorem [1].

§3. Proof of the Theorem 1.2

Let’s state this particular case of Theorem 1.1 as a

Corollary 3.1. Let E be vector bundles of ranks d over a compact

complex manifold X of dimension n and L a line bundle on X, then if
⊗m

i=1

∧ri E ⊗ L is ample, then

Hp,q
(
X,

⊗m
i=1

∧ri E ⊗ L
)

= 0 for p + q − n >
m∑

i=1

ri(d − ri).
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Actually we prove below

(∗) Corollary 3.1 ⇐⇒ Theorem 1.2

Recall the definition of the dominance partial order for arbitrary par-

titions [7].

Definition 3.2. Let I = (i1, i2, . . . ), J = (j1, j2, . . . ) be any parti-
tions of arbitrary weights. We define the dominance relation

I � J if for all l
i1 + i2 + · · · + il

|I|
≤

j1 + j2 + · · · + il
|J |

.

We write
I ∼ J if I � J and I � J.

Modulo this equivalence, this dominance relation is a partial order.

We recall from [9] that

If |I| = |J |, then (I � J ⇐⇒ Ĩ � J̃).

We have [7]:

Theorem 3.3. Let I, J be any partitions and E a vector bundle.

If I � J , then SIE ample (resp. nef ) =⇒ SJE ample (resp. nef ).

In particular, if I ∼ J , then

SIE ample (resp. nef ) ⇐⇒ SJE ample (resp. nef ).

This theorem gives in particular

SkE ample (resp. nef) ⇐⇒ E ample (resp. nef),

and for any k ≥ 0

∧m E ample (resp. nef) =⇒
∧m+k E ample (resp. nef).

Lemma 3.4. Let R̃ = (r1, . . . , rm) be a partition, then

⊗m
i=1

∧ri E ample (resp. nef ) ⇐⇒
∧

R E ample (resp. nef ).
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Proof. For the direct implication, the vector bundle
∧

R E is a direct
summand of

⊗m
i=1

∧ri E, by the Littlewood-Richardson rules. For the op-
posite direction, all direct summands SλE appearing in

⊗m
i=1

∧ri E satisfy
by also Littlewood-Richardson rules λ � R̃. Hence the result follows from
Theorem 3.3.

Lemma 3.4 and the fact that the vector bundle
∧

R E is a direct sum-

mand of
⊗m

i=1

∧ri E, yields Theorem 1.2.

Conversely it is easy to see that Theorem 1.2 implies the special case

of Theorem 1.1 for which Ei = E, i = 1, . . . ,m. Indeed for any
∧

µ E which

is a direct summand of
⊗m

i=1

∧ri E, we have

(∗∗) µ � R,

where the partitions R = (r1, r2, . . . , rm), µ = (µ1, µ2, . . . , µl), l ≤ m have

the same weight.

To get the wanted vanishing condition, we need to show that

m∑

i=1

ri(d − ri) ≥
m∑

i=1

µi(d − µi), with µi = 0 if i > l

or equivalently
m∑

i=1

µ2
i ≥

m∑

i=1

r2
i .

When we write

µi = ri + (αi − αi−1)

with α0 = 0, the inequality (∗∗) implies that the αi are non-negative. With

m∑

i=1

µ2
i =

m∑

i=1

r2
i +

m∑

i=1

(
2αi(ri − ri+1) + (αi − αi−1)

2
)

we are done.

Remark 3.5. This gives a very short proof of our result in [7]. It still
uses Theorem 3.2 proved in [7].

The following examples show that the numerical condition obtained in

Theorem 1.1 is optimal for certain triples (p, q, n).
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§4. Example

Let V be a complex vector space, Gd(V ) is the Grassmannian of co-

dimension-d subspaces of V , Q and S the universal quotient bundle and the

universal subbundle on Gd(V ).

For the sequel we need to recall Proposition 3 in [10] which is a gener-

alization of a method developed in [12].

Proposition 4.1. Let r, d, l be integers such that 0 ≤ r < d, and

P (d, l, r) = (l − 1)
d(d + 1)

2
− dl + l + rd −

(
r + 1

2

)

.

Then if p ≥ P (d, l, r),

Hp,q
(
Gd(V ),

∧r Q ⊗ (det Q)l
)

=

l−1⊕

α=0

⊕

ε∈{0,1}d
r

δp,p(d,l,ε,α)δq,q(d,l,ε,α)SβV.

Here {0, 1}d
r is the set of sequences ε = (ε1, . . . , εd), εi ∈ {0, 1} with

∑d
i=1 εi = r,

p(d, l, ε, α) =

d∑

i=1

(d + 1 − i)εi − dα + (l − 1)
d(d + 1)

2
,

q(d, l, ε, α) = p(d, l, ε, α) − d(l − 1) − r + α, and

β = (α + 1, 1, . . . , 1), |β| = dl + r.

Note that here we have removed the first condition of the Proposition 3

in [10] which is not necessary.

Let a = (1, . . . , 1
︸ ︷︷ ︸

r times

, 0, . . . , 0
︸ ︷︷ ︸

d − r times

). We have p(d, l, ε, α) ≤ p(d, l, a, 0), with

equality only for ε = a, α = 0. The latter case gives the following

Example 4.2. Let V be a vector space of dimension r+d, with r ≤ d.
If p = dr −

(r
2

)
, and q = p − r, then

p + q − dimGd(V ) = r(d − r)

and
Hp,q

(
Gd(V ),

∧r Q ⊗ detQ
)

= detV.

Moreover detQ ⊗
∧r Q is ample.
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A generalization of this example to products of Grassmannians by the

use of the Künneth formula gives

Example 4.3. Let G = ×m
i=1Gdi

(Vi), where Vi are vector spaces of
dimension ri + di. Let p0 =

∑m
i=1 pi, q0 =

∑m
i=1 qi, where pi = ridi −

(
ri

2

)

and qi = ridi −
(ri+1

2

)
. Then

Hp0,q0
(
G,

⊗m
i=1(

∧ri Qi ⊗ detQi)
)

=
⊗m

i=1 det Vi

and p0 + q0 − dimG =
∑m

i=1 ri(di − ri).

In the formula we have suppressed the symbol for the obvious pull back

of the universal quotient bundles Qi to the product G.

It is well known that the Kodaira-Akizuki-Nakano vanishing theorem

is optimal. In particular, for any triple p′, q′, n′ with p′ + q′ − n′ ≤ 0 one

can find a Cartesian product of n′ curves X and an ample line bundle L on

X such that Hp′,q′

(X,L) 6= 0. Taking the Cartesian product of X with the

Grassmannian product G of the previous example, one finds examples with

Hp,q
(
X × G,L

⊗m
i=1(

∧ri Qi ⊗ detQi)
)
6= 0

for any triple (p, q, n) such that p ≥ q0, q ≥ q0 and p+ q−n ≤
∑m

i=1 ri(di −

ri), with p0, q0 as above and n = dimX × G.

Finally one has for dimV = d + 1,

Hd,d−1(GdV,Λd−1Q∗ ⊗ (det Q)2) = detV,

since Λd−1Q∗ ⊗ detQ = Q. Note that this example is legitimate, since we

only demand that Λd−1Q∗ ⊗ (det Q)2 is ample, without any assumption on

Q∗.

These examples are sufficiently diverse such that we conjecture that

Theorem 1.1 is optimal in the full non-trivial parameter range of the triples

(p, q, n).
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