
CYCLES ON ALGEBRAIC VARIETIES

HISASI MORIKAWA

In the present note, applying the theory of harmonic integrals, we shall

show some results on cycles on algebraic varieties and give a new birational

invariant.

NOTATIONS :

V: a non-singular algebraic variety of (complex) dimension n in a pro-

jective space,

V1CV2) the first (second) component of V x V,

δ(Y): the diagonal sub-manifold of V x V,

W r : a generic hyper-plane section of (complex) dimension r of V,

Q, R, C: the fields of rational, real, complex numbers respectively,

Hr(\, Q), Hr{V, R), Hr(y, C) : the r-th homology groups of V over Q, R

and C respectively,

Hr(Y, Q), Hr(Y, R), Hr(Y, C): the r-th cohomology groups of V over

Q, R, C respectively,

Hp,q{Y, * ) : the subgroup of Hp+Q(V, *) consisting of all the classes of

type (p, q),

HP'Q(\, *): the subgroup of HP*Q{\, *) consisting all the classes of type

(A Q),

€v(V, Q): the subgroup of i72r(V, Q) consisting of all the classes con-

taining algebraic cycles,

Br' the degree of HAY, Q),

{Γ\, . . . , Γp-}: a base of HΛYi, Q),

{Λr, . . . , Δΐr): the base of Ήr(Y2, Q) corresponding to {ΓΛ

r, . . . , Γ? r},

{Γr+, . . . , Γrr+): the base of H2n-ΛYi, Q) such that KΓi

rr{-+) = δij i, j

= 1, 2, . . . , Br,

{Jr+, . . . , Jrr+}- the base of H2n-r(Y2, Q) corresponding to {Γr+,

• , ί r h

ccx, cc¥2, ocz, <xu'- the harmonic forms on V, V x V, Vi, V2 corresponding
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to cycles X, Y, Z, U on V, V x V, Vi, V2 by means of Hodge's theorem respec-

tively,

Ω{p'q): the period matrix of harmonic forms of type (p, q) on Vi with

period cycles Γ\, . . . , Γ?r such that p + q~r ί=n, p ^ q,

Q{n-q,n-p). t ^ e pe rj0 (j m a t π X of harmonic forms of type (n — q, n-p)

with period cycles ΓΪ+, . . - , Γ?r+ such that pΛ-q-r, p ^ q.

<a, X> = f or,

Z ^ 0: Z is homologous zero over Q.

δ(Γ): the cycle on δ(Y) corresponding by the natural correspondence to

a cycle Γ on V,

δ^iX): a cycle on Vi corresponding by the natural correspondence to a

cycle X on

: Kronecker index of the intersection of cycles X, Y of

<5(V) along to δ(Y).

LEMMA 1. Let C be a cycle of dimension 2r. Then

'(KCxd+δiΓί*)) = (I(CΓΪTJr+)).

Proof. By virtue of intersection theory,υ

where

Since

we have

4 + δ(rί+)) i(c x 4 +

g = 0μ, v

μ, V

See S. Lefschetz, Topoloyg (New York), 1930.
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This proves our lemma.

LEMMA 2. 7/* <z cycle X of dimension r on δ{\) is not homologous to zero

over Q on δ(Y). Then it is not homologous to zero over Q on V xV, too.

Proof. Let {ωi, . . . , ωBr) be a base of harmonic forms of degree r on

Vi. Then they can be considered as harmonic forms on V x V and on δ(Y)

and they are linearly independent on V x V and on d(\). Therefore, by

d'Rham's theorem our assertion is ture.

LEMMA 3. Let C be a cycle of dimension 2r. Then

cx 4+ δ(v) % Σ/(c x 4+ δ(rϊ+)) d{rk

r).

Proof By Lemma 2 H(δ(V), C) is inbedded in H(\9 C). Hence

/((Cx 4+-3{\))δ(Γk

r

+) δ(V)=/(C x 4+-δ(rk

r)). Therefore

C x 4 )
k

PROPOSITION 1. Let C be a cycle of type (r =f s, r ± s) with complex coef-

ficients. Then

Λ{C) Ω{n'Q±s'n'pτs) = Ω{p-q\l{CΓVrΓί+)),

with a matrix Λ(C), where p + q = r <n.

Proof. Let {cti, . . . , α:/} be a minimum base of harmonic forms of type

(p, q) on Vi. We denote by the same notations oci, . . . oci the harmonic forms

on VxV induced by αi, . . . , aι. Then we have

(<ah δϊ1(Cx4+'δ(V))>)

= (<α:, , Cx Jί+^(V)>)

= ( < α:/, Σ/(C X 4+ ^ ^

= (<«ΐ, Σ/(Cx JΓ

= (<«/, Γ
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On the other hand

Cx4+d(\)>)

, ac A a\^+ A tfs

A a\ A αβfv),

\ at A a\

The type of the form

is (/>, q) Λ in, n) — (r ̂  s, r ± s) = (n - q ± s, n-p =F S).

Hence

( < α:, , C x 4 + 5 ( V ) > ) = Λ{C) Ω{n-q±s>np

with a matrix Λ(C). Therefore

LEMMA 4. Let r <= n. Then (I(WrΓr+ ΓJ

r

+)) is non-singular.

Proof. Since {Γι

r

+, . . . , Γ?r+) is a base of H2n-ΛV, Q), by virtue of

theory of harmonic integral on a Hodge variety,2) {WrΓΪ+, . . . , W r Γ r r + ) is a

base of Hr(Y, Q). Hence (I(WrΓr+ ΓJ

r

+)) is non-singular.

THEOREM 1. Let r ^ n. Let C be a cycle of type (r, r). Then

Λo(C)

where
Aίrβ](C) Λ

2, r/2)

for odd r,

for even r.

2) See J. Igusa, On Picard varieties § II, 6. Proposition 3 American Journal, 74, 1-22
(1952).
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This is an immediate consequence from Proposition 1.

THEOREM 2. Let r be an odd integer less than n. Let

base of the module of rational matrices S= (s/y) such that

. . . , si) be a

Let K2ΛV, Q) be the sub-module of ϋ/2r(V, Q) consisting of Z such that

I(ZΓr+ Γr+) =0 i, j = 1, 2, . . . , Br. Then there exists an isomorphism from

Hr,Λv, Q)/Hr,Λ\, Q)nκ2r(v, Q)

onto the module of rational matrices M satisfying

i) ΩinM= ΛΩin with a matrix Λ,

where

r-2,2)

i,r-i)

(Ω{r'Q) \
)(r-l,D

for odd r,

for even r.

it)

\ \ Ω{rj2,rl2)

- i

r

+ r l + ) ) = O * = 1 , 2 , . . . , / .

Proof. Let A , . . . , Dm be independent generators of Hr,r(\, Q)/Hr,r(V, Q)

Γ\ ̂ 2r(V, Q). Let ̂  be the linear mapping such that

Then, by virtue of Theorem 1,

with a matrix A.

On the other hand we get

p = l, 2,
k i, j

Conversely we assume that a rational matrix M satisfies the condition i),
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ii). From ii) it follows that there exists a cycle with rational coefficients C

such that

(i(cr?rϊ+)) =

We assume that C is not homologous to a cycle of type {r, r) modulo K2r(V, Q)-

We put ac = <xc0 + (ad + occ'χ) + . . . + (occr + occ'r), where

acv is of type (r—v,r+v) v = 0, 1, . . . , r,

«cμ is of type (r-f-z>, r - zθ A« = 1, 2, . . . , r

and Cv, Cl are cycles with complex coefficients corresponding to harmonic

forms acv, <xc'μ by means of Hodge's theorem respectively. Then, since C is

real, necessalily we get ac{, = <*cv. By virtue of the assumption on C, there

exists PQ such that

On the other hand from Proposition 1, putting

we have that for any ί, y at most one /, ̂ '-element of T(C0), T(Ci + Ci), . . . 9

T(Cr + C'r) does not vanish. From (7((CV0 + Clβ(ΓJ-+Γί+)) # 0 we see that

Γ(CVo + Cίo)#O. By virtue of Proposition 1 T(C^ + Cl0) varies of the type of

integrants. This is a contradiction to our assumption. Therefore our theorem

is proved.

THEOREM 3. Let {Si, . . . , Si} be a base of the module of rational matrices

S= (s/y) such that

Let Ktn-ziy, Q) be the sub-module oj iί>«-2(V, Q) consisting of Z such that

I(W2ZΓi+Γ{+)=0 i, j = l, 2, . . . , Bu

Then there exists an isomorphism from

©»-i(V, ©)/ξ>w-i(V, Q) Γ\K?n-2(V, Q).

onto the module of rational matrices M satisfying

i) Λf/h0) = Ωa'0)M with a matrix Λ,

ii) S^SvM(/(W1Γί fΓΓ))=O? p = l, 2, . . . , / .
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Proof. Let Όu . . . , D m be independent generators of ©«-i(V, Q). Then

DiW 2 j . . . , DmW2 are independent generators of ξ>i(V, ζ>).3) On the other

hand, by virtue of Lefschetz-Hodge's theorem,4* i7i,i(V, Q) = ξ>i(V, Q). Hence

if we put

Then, by the strictly same reason in the proof of Theorem 3, ψ gives our

isomorphism.

We call the degree of ©«-i(V, Q)/€>«-i(V, Q) Γ\ if2V2(V, Q) the restricted

Picard number of V.

Then we get the following.

THEOREM 4. Restricted Picard number is a birational invariant.

Proof. Let V be another non-singular algebraic variety, which is equivalent

to V by a birational correspondence T. Then T induces isomorphisms from

i/i(V, Q), H{1'0)(Y, C) onto fli(V, Q), HihQ){Y'9 C) respectively." We denote

by / and /* these isomorphisms.

We denote by DϊHV, C)l, tH\Ψ, O ] the sub-rings generated by ^(V, C),

i7x(V, C) respectively. Then /* induces an isomorphism from [i/HV, C)] onto

WHY, C)] ? for /* mapps H\Yf

9 C) onto HHV, C) and /* induces a homo-

morphism from [_H'{V, C)], onto IH'(V, C)].

On the other hand, since

and

we have

=/*ία>(r{)+ A α/(rί)+) =

3),4) ^γ# γ# j)β Hodge, The theory and applications of harmonic integrals, IV. 51, 2
(London), 1940.

5) See J. Igusa, On Picard varieties §11, 11, American Journal, 74, 1-22(1952).
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Therefore

if and only if

This shows that

if and only if

Let oc[, . . . , ocBdz be differentials of the first kind on V such that Ωil>0) is the

period matrix of /*(αί), . . . ? /*(0:^/2) with period cycles Γ\, . . ? Γ*\ Then

the period matrix of αrί, . . . , 0:̂ /2 with period cycles /(Γ})? . . . , /(Γf1) is

also i2(1'0). Therefore, by virtue of Theorem 3, we get

2(Y, Q) A ©Λ.i(V, ©)

-2(Ψ, Q) A ©»-i(V, 0).

This proves our assertion.
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