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AN ELEMENTARY PROOF OF ABRAMOV’S RESULT
ON THE ENTROPY OF A FLOW"

SHUN]JI ITO

§1. Preliminaries
Let T be an automorphism on a probability space (2,B,P). Given a
finite partition « of 2, into disjoint measurable sets A;, As, -« +, A4,, its

entropy is

(D.1) H(a) = — 3} P(A)logP(4).
Put

(D.2) hla, T) = lim H(aVTaV n V T=10)09

then, the entropy %(T) of T is defined by
(D.3) n(T) = sup A(a,T),

where the supremum is taken over all finite measurable partitions.
When {7} is a measurable flow on a Lebesgue space (2,B,P), L.M.
Abramov [2] proved the formula

() h(T;) = |t|h(T,) for every t=R.

He proved with use of representation of measurable flow and formulas of
entropy of derived automorphism and skew product automorphism. Recently,
G. Maruyama [4] pointed out that measurability for {T,} can be raplaced by
the continuity of {T,}.

In this paper we will given a simple proof of (F), when {7} is subject
to the continuity assumption
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1 This paper is chiefly due to Pinsker’s work [1].

2) aV 8 means the partition formed by the sets A; N B;A; Ea, B;E8.
3) According to [3], the limit exists.



SHUNJI ITO

111£1P(T;AAA) =0 for every A=B.

(D.4)
In what follow, (2, B, P) denotes an arbitrary abstract probability space.

For later use, we will mention the well-known relations for the entropy

[3]:

(1.1) 0 < H(a/B),
(1.2) H(aVB[T) = H(a[T) + H(BTV &),
(1.3) if «> B (modo)
then H(efr) > HP/T) and H(rla) < H(7/B),
(1.4) if T is an automorphism on Q then H(e/B) = H(Ta/T§).
§2. The theorem.

We need the following lemma.
eyl laf,af, «+ +,an} be sequences of finite measur-

LemmA, Let {ay, s,
able partitions, and € be an arbitrary positive number.

If Hialla)<e for i =12 ,n, then H(V a) = H(V al) >~ ne,

Proof. (1.1) (1.2) and (1.3) together imply

H( Y «) — H(V a)

L<s

= H(V @) V (V a0) = H(V 2l V @)
—H(Y @)V (Y al) + HY al ¥ a)

—H(V ol V a)
=1 i=1

i

v

n n k—
31 Hiell ¥ @) V (V. al)

H(al]ay) > — ne.

Mz

> —
k=1

f

If {T:} is a continuous flow on a probability space (2, B, P)

ProposiTION.
and if « is a finite measurable partition, then
= i1
= lim-—— h(a,T;) .

t—0 !tl

2.1) sup -2 (e, T,)
tx0 |E]
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Proof. Since
lg{)} H(Tele) = %11101 (H(aVTax) — H(a)) =0

by (D.1) and (D.4), for any ¢ >0, there exists a >0 such that
(2.2) H(Tala)<e for [t|<a.

On the other hand, if 7 and #' are arbitrary positive numbers, there exists
an integer » such that 7—¢# < (n — 1)’ <T. For any ¢ satisfying 0< ¢ <
min (3, ¢'), there exists an integer m such that (m—1)¢ < T < mt.
Consequently, there exists a subsequence {m;};zi of 1,2, - .-, m such that
|kt —mt| <6 for k=1,2,+++,m—1.

From (2.2) one obtains
(2. 3) H(Tg/ka/T’Z‘ka) = H(Tku_mk;a/a) <e.

From Lemma and (2.3) follows

n-—1

m—1 n—-1
(2.4) H(ky0 Tta) > H( V0 Ty eet) > H( k\—/o Ts/fa) — ne.

Then, since 1T1m T/m =t and hm T/n = ¢/, on making 7 —co in (2.4) divided

by T and in view of (D.2) we have the relation

k@, To) = .

1 1
T h (a y Tc) Z -7
Since ¢ is arbitrary and since

h(a’,T;) = h(a,T-;) fOI‘ all tER,

(2.5) lim —— h(a,T:) = —~ hla,Te)
750 lil [ 2]
holds. We obtain from (2.5),
lim -1 (e, T2) > sup -5 h(a,T.).
=0 ltl t/ +0 t l

Thus, there exists ltmoxﬁ he,T,)
and

1 —sup-l k
fim gy Ml Te) = sup 4 Ml To).
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TueoreMm. If {T.} is a continuous flow, then

R(T:) = |t W(T,) for any real t.

Proof. Define now A({T,}) = sup-l—

tF0 l t I

taken over all finite measurable partitions and all non-zero numbers.
On the one hand, from (D.3)

h(a, T;), where the supremum is

(2.6) R{T:)) = J— W(T,) > Tim L h(T);

On the other hand, from (2.1)

2.7) lim - A(Ty) > Ln—l—« h(a, Ty
50 It T >0 |t
= lim -1 (a,T,) for all a.
-0 ltl

According to (2.1),
— .1
(2.8) BT o)) = sup (lim g b (e, T2).
Combining (2.6), (2.7) and (2.8), we obtain
(2.9) lim 2 T ” h(T,) = h({T:}).

Finally by the formula #(T* = |k|#(T) in [3], which holds for any auto-
morphism T and integer %, one gets for any real ¢ (= 0)

llTlh(T,)—- h(Tt) n=1,2 ;
2"&
so that from (2.9),
T%T R(T,) = lim WT 1) = h{T.))

27}

for any real ¢ (% 0).
This proves the theorem.

In conclusion I would like to express my thanks to Professor G. Maru-
yama for his encouragement and valuable discussions.
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