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SOME REMARKS ABOUT GENERALIZED FUNCTIONALS

OF COMPLEX WHITE NOISE

FRΪEDRICH JONDRAL

1. Introduction

Let us start with a short survey concerning complex white noise (for

details see Hida [3]): Let Sf be the space of real valued rapidly decreasing

testing functions and 9> c = Sf + iSf = {ζ; ζ = ξ + iη\ ξ, v e ^} i t s complexi-

fication. The dual space έf* of 6fc is the space of tempered distributions.

By S3 we denote the σ-algebra generated by the cylinder sets of Sf*. On

ϊf* and iϊf* the measures μx respectively μ2 are given. Both are measures

of real white noise with variances 1/2. On 6f* the product measure v =

μt X μ2 is introduced. Hida [2] proved the equality

(1.1) C(ζ) = ί ζ e

!| || is the L2

c(Rι)-noγm. The form (z, ζ> = (x + iy, ξ + ίη}, which connects

Sf* and ^ c is linear in z and antilinear in ζ.

The measure space (^*, S3, v) is called complex white noise.

Remarks. (1) Every ze£f* may be interpreted as a realization of

the complex white noise, which is the time derivative of a complex Brown-

ian motion.

(2) If ζ e ¥c is fixed, (z, ζ> is a random variable on (£"*, S3, y).

We are interested in the space (Lξ) = L2

c(yf, S3, v) of square integrable

functionals of complex white noise.

Let {ωn;ωne^c} be a complete orthonormal system (cons) in LKR1).

The subspace J(?(TO>n) of (LJ), which is spanned by the family

ί Π /-i— f HP*, **«*> wή>> <Z^ΊC»> 71 P* = m> Σ ?* = 4 ,
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is called complex multiple Wiener integral of order (m, ή), where HPkf(lk(zy z)

is the complex Hermite polynomial of degree (pk, qk).

The Wiener-Itδ-decompositίon of (Lξ) is given by

(1.2)

The transformation &~, defined by

(1.3) {TφXO = ί ei<^>+ί<^φ(z)dv(z), ζe<7c,φe (LI),

maps (Lξ) onto a reproducing kernel Hubert space. Moreover, SΓ is an

isomorphism between f̂(TOfn) and Uc(Rm) ® L2£Rn), which is the space of

square integrable functions, symmetric in the first m and in the last n

variables.

Another important tool of the white noise analysis is the following

theorem, concerning the integral representation of φeJ^(mtn):

For every φ e 2?{m,n) there exists one and only one function Fψ e L2

c(Rm) ®

Ll(Rn)9 which satisfies:

( 1 . 4 ) (3Γφ)(ζ) = i^C(ζ) f f F ψ ( u u - . - , u m ; um+ί, • , u m + n )
JRm+n J

X ζ(ut) - ζ(wm)ζ(wm+1) ζ(um+n)duι dum+n,

2. Generalized complex Brownian functionals

Let φ n = {Δk} be an uniform partition of R\ Formally {(dB(t))lVdt}9

the projective system of {(JkB)/VJJk~\, Λ e Sβn}, defines an equally dense

cons in Jf ( l j0).

Remark. For the notion of equally dense cons see P. Levy [6],

chapitre III.

Starting from the coordinate system in Jfill0), we define coordinate

systems in every ^f{m,n) by using complex Hermite polynomials with para-

meter, which are given by

(2.1) H*q(z, z; σ2) = ( ~ ^ q <f*ι* ζ^ e-*<" , σ2 > 0; p, q ^ 0 .

As coordinate systems in Jf (m>w) we get
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(2.2) fi fe(S'(*Λ B\t}); ±)Vdίj) Π5 \HdBXQ, S'(ί,); JL) Vdίj) ,

<2 3) ί
(all ί/s are different), Yljpj = p, ΣiQi = <?•

Remark. (2.2) and (2.3) are not to be considered as actual coordinate

systems. They are only formal expressions, but, just as in the case of

real white noise, they are consistent with the partitions ψn by an addition

formula:

(2.4) H+fa + z2, zx + z2; σ\ + σf)

= Σ Σ H*.kiq_j(zu zx\ a$H*j(z2, z2; σl

Formula (1.4) tells us, that the integral representations of 2f(m,0>-

functionals are regular functionals in P. Levy's sense. We are going to

generalize the ^f(m)W)-functionals in such a manner, that also normal

functionals in the sense of P. Levy may be integral representations of

complex Brownian functionals. The following example suggests, how to

define generalized functionals of complex white noise:

EXAMPLE 1. Let a version of complex Brownian motion be given by

(2.5) B(t, z) = <*, χ[ίΛO,ίVo]>

and {3fc}, 8fc — {At}, be a sequence of partitions of R1 into disjoint intervals

AkJB(t, z) = B(tkJ+l9 z) - B(tkp z) = <*, χJkίy .

The functional

(2.6) ftW = Σ ^ F «

belongs to 2tf(2f0). Applying SΓ, we get

(2.7) (3Γψk){ζ) = ? C(ζ) Σ -LatJ f f ζ(u)ζ(v) W ^ W ^ dudv

We now assume

(2.8) « ^Σ
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Then we suppose 3& to be so fine, that the double integral in (2.7) may be

replaced by a Riemannian double sum. We find

(2.9) CT^XO = i2C(ζ) * Σ akjχ4tj(uk)C(uk)\Δkj\ .
y Δ kj

Now, since k increases, $h becomes finer and finer, which finally implies

(2.10) (J~φk)(ζ) ^^> i2C(O-^Jγ j f{u)ζ\u)du

(i* - v)ζ(u)ζ(v) dudv .

From (1.4) we know, that ί2 C(ζ)(llV~2) ί f(u)ζ\u) du is not the image of

an Jf(2)0)-functional under <J\ Because F is a one-to-one transformation,

we now consider a limit procedure, similarly to the procedure described

before, in the space J?^γ We see, that a sequence of Jf(2>0)-functionals

converges to a limit, which may not be found in ^ ( 2 , 0 ) . However, this

limit is uniquely determined by the sequence of ^^orfunctionals. For-

mally the limit may be written as

It can be proved, that this limit is an element of Jf^M (for definition see

below).

Now we are able to give a definition of generalized complex Brownian

functionals:

The space

(2.12) Sm(Rn) = {v;ve ^f(R% (1 + |af)m / 2g(ι<«)) e L%Rn)} ,

where gf denotes the Fourier transform, is called the Sobolev space of

(fractional) order m over Rn (Lions/Magenes [7]). Provided with the norm

(2.13) IIMIUa , = 11(1 + \X\Ύ»%W))\\LIW

Sm(Rn) becomes a Hubert space. We are interested in the symmetric

Sobolev space, which is defined by

(2.14) s(m+ί)/2Λn+1)/2(Rm+n) = [ S ( m + 1 ) / 2 ( I T ) (g) S{n+1)/2(Rn)] Π Φc(Rm) <g> Vc(Rn)] .

DEFINITION 2.1.

(2.15) JP$-$ : = {φi Fψ e &m+w><n+ί)/2(Rm+n)} .
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On tf $+$ we introduce the norm

(2.16) ll?>] | ( O T , n ) = V m ! n\ \ \ \ F ψ \ \ \ s ( m + x ) / H R m ) ® S t n + 1 ) / H R n ) .

Now JflZ+rf is a Hubert space and the injection tf^β c ^(m,n) i s con-

tinuous. ^ f ^ Γ ^ t h e d u a l space of J f g S } is defined in the following

manner:

To every G 6 S- ( m + 1 ) / 2 ' - ( w + 1 ) / 2 (/r + n ) , which is the dual space of

g(m+i)/2,(«+i)/2(Λm+»^ w e adjoin a functional ^ by using ^~-1 in such a way,

that

(2.17) {φG9 φF}{m>n) = m ! n ! [G,

holds for every φFe Jf&ff. The function F is the kernel of the integral

representation of φF. {•, •} respectively [ , •] are the forms, which connect

Jfϊtri1* and &<%£$ respectively S' ( m + 1 ) / 2 '-u + 1 ) / 2(i?m + n) and s^+v/^+w(R™+*y

DEFINITION 2.2. Every φ e ^ l ^

Brownian functional of degree (m, ή).

is called a generalized complex

EXAMPLE 1 (continued). It is now easy to show, that the Fourier

transform of the kernel f((u + υ)l2)δ(u — v), which appears in (2.10) is a

member of S~3/2(J?2). Consequently the functional (2.11) may be found in
-(2,0)
(2,0)

Finally in this section, we present the relations between the spaces,

which were considered: Here Q means continuous injection, while «->

denotes one-to-one correspondence between two spaces:

kernels of the
integral repre-
sentation

complex multiple
Wiener integrals

integral
representation

functionals

I (

i

Picture 1

Λ - Λ

Q Vm! n\ Uc(Rm)®L\{Rn) Q Vm! n\ S

I I
Q

I

Q

, um;

) ; i Λ + - C ( ζ ) ί / ( ζ , ζ ) e S ) ( W i 7 i ) } .
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In the next sections we restrict our attention to the complex multiple

Wiener integral JP (TOf0)> i.e. n = 0.

3. Generalized complex random measures

With the results of section 2 in mind and with the assumption

f(ul9 - - , ue) e Ll(R£), it is quite easy to show, that the functional

(3.1) φ ) = J -Re• ]>(«,, •••,ue) j j {fl*,,(*•(«,), B (u3); -~)du3}

Uj different for j = 1, •••,•#; 2 L m ί = m> belongs to &"$$.

The product

(3.2)
f Π {H*JB\UJ), B (Uj);-^-)duλ, u, Φ uk, iίjΦk,

[0 otherwise,

Σj nij = /n, is a complex random measure. Integrals with respect to this

measure are members of 3^^^% and it follows, that the kernel of

(3.3) rίfl-M^idu,)} is - L Π ( ^ dux d^wy) ,

where the measure ^̂ dMj dwm is given by

(3.4) ί [f(uu , um)d™dux -" dum = \ f(u, , u)du .
J R™ J J Ri

Remarks (for the case of real white noise see Hida [3]):

(1) Integrals with respect to generalized complex random measures

are not integrals in the usual sense, but they are continuous analogues

of polynomials.

(2) Integrals with respect to W^-M^dUj) are members of, £?(m,0), the

complex multiple Wiener integral of degree (m, 0).

(3) There exist elements of £?~{£% which may not be represented as

integrals with respect to a generalized complex random measure.

EXAMPLE 2. If we choose a function η from Sfe9 we are able to show,

that the generalized stochastic process
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lives in ^

F we get

ή(u) = is the Fourier transform of η(t). Applying

ψ- Γ v(u)ζm(u)du
ml J-«

and the kernel of the integral representation of X(η) turns out to be

τp _ Jui +
L m

Now we have to prove FX{η) e S " ( m + 1 ) / 2 : Take ψeS?c(Rm), then

J Λ2^ J L m

X ώ j dtmduλ

i> > O<&i dtm ,

X

J «« J ( i + 2%ml ήym+ it, • • • dtm < co .

EXAMPLE 3. Take F e LKR1), then the stochastic process

- u)Mm(dύ)

lives in 2^\^% and it turns out to be a stationary process. The shift of

t comes from the flow of the Brownian motion.

4. Analytic functionals of complex white noise in the sense of
Gateaux

Instead of the space jP^Jfy we may—because of isomorphism—consider

the space Φ^£$, which is a space of functionals with domain £fc and with

values in C This remark enables us to refer to the theory of Gateaux

[1] and Taylor [8], which must be modified only a little bit:



120 FRIEDRICH JONDRAL

DEFINITION 4.1 (Taylor). Let D be an open subset of yc and U(ζ) a

functional defined on D. U(ζ) is called analytic in D, if it is continuous

in D and admits a Gateaux variation at every point of D. U(ζ) is called

analytic at ζ0, if it is analytic in a neighbourhood of ζ0.

By $ + we denote the space Σ ϊ = o θ / j ϊ V A linear continuous func-

tional on $+ must be a linear combination of members of the Jf^% 's,

m = 0, 1, 2, :

/A -\\ ,Λ x ' XΛ /- (/\- , Λ n iό?—('m-)
\fi.l.) Φ — / , wm \z Cy , ψm ^ e ^ (m 0)

ra = 0

Take ψ = 2^=0 Ψm β ίς>+, then the form ] , [ connecting ^>" and ξ>+ is given

by

(4.2) J ψ} ψ [ ί == y~! {φm, 'Ψ'mlίm 0)
m=0

Now we got the space tripel

oo

ra=0

DEFINITION 4.2. ^ = Σ m = o ^ m e § " is called an analytic functional of

complex white noise in the sense of Gateaux, if a sequence {imC(ζ)Um(ζ);

m = 0,1, 2, } of integral representations is adjuncted to the sequence

{<pm; m = 0,1, 2, •}, such that Σ ^ = o ^ ( 0 is an analytic functional in Sfe.

EXAMPLE 4. ^(2) = eί<z>°, ζ e ̂ c , is an analytic functional of complex

white noise in the sense of Gateaux.

Remark. Note, that the functional φ{z) = βί<z'° is an element of ̂ g>~.

In the case of real white noise ei<x'°, ξ e y, may not be found in φreai> but

with a normalization we have ei<Xt*>+Wdt) e fcai

5. Differential calculus for functionals of complex white noise

With every ψ e 34?\™\o) is associated its integral representation

(5.1) C^»(ζ) = imC(ζ) ί ί Fφ(uu , lOCfai) * ζiujdu, - - - dum

J R m J

We compute the functional derivative of U(ζ) in P. Levy's sense and get

(5.2) U'S; ζ) = m f ί Fφ(t; u2, • • •, um)ζ(u2) • • • ζ(um)du2 • • • dum .
J Rm * J
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If t is fixed, we can associate a new complex Brownian functional with

U& Q:

(5.3) ί{t; ζ)) eZ(t; z) = r-\V*

is then called the G?/dε(2)-derivative of φ(z).

Remarks. (1) The system {Z(t; z); teTa R1} may be interpreted as

a stochastic process with values in ^ S l ϊ V

(2) If we interpret p(2, z) = φ(x + iy, x — iy) = φ(x, y) as a functional

of the two variables x, y e S?*9 we may define the d/dx(t)- and d/dy(i)-

derivatives of φ by the help of U'€(t; ξ, η) and U'η(t; ξ,y). Also higher order

derivatives may be defined via the higher order functional derivatives of

U(ζ) in the sense of P. Levy.

EXAMPLE 5. P. Levy's stochastic area may be written in the form

(5.4) S(T) = ~\T {B(s)dB(s) - B(s)dB(s)} ,
2ι Jo

where B(t) is a version of the Brownian motion. S(ϊ) is a member of

^f(lfl) (Hida [2]).

The kernel of the integral representation of S(l) turns out to be

1

F(u, v) - J

2i

- 1
2ί

0 elsewhere

Picture 2

F(μ, ϋ) = -F(v, u)

> u
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We consider the integral representation

(5.5) (^S(DXC) = i2C(ζ) jj F(u, v)ζ(u)ζ(v)dudv

= ?C(ζ)U(ξ,v)

and compute

(5.6) U'ξ(t ξ, η) = J F(t ι;){ζ(ι>) - ζ(v)}dυ.

From (5.6) it is easy to conclude, that, if t e [0,1]

= ίB(t, z) - ±B(1, z) - iB(t, z) + | β ( l , z) € *-„.., Θ * a . n .
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