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CONNECTION PROBLEM IN HOLONOMIC q-DIFFERENCE

SYSTEM ASSOCIATED WITH A JACKSON INTEGRAL

OF JORDAN-POCHHAMMER TYPE

KATSUHISA MIMACHI

§ 0. Introduction

Fix a complex number q with \q\ < 1. Let Tl9 , Tn be n-commuting

^-difference operators defined by

T j f ( x u , x n ) = f(xlf , q x J 9 • • - , * „ )

for a function f(x), x = (xu , xn) e (C*)\ Consider a system of linear

g-difference equations in several variables for a matrix valued function

Ξ(x) on (C*)n as follows:

(1) Tβ{x) = Ξ(x)Aί(x) (l<i<ή).

We assume that each At(x) is a matrix valued rational function satisfying

the following conditions:

(2) Aί(x)TίAj(x) = A^TsAίx) (1 < £, j < ή).

Then (1) defines a holonomic q-dίfference system. It is known [3] that

there is a solution of the system (1) characterized by asymptotic behavior

at a boundary point of (C*)\ More precisely, we denote by Lv(x) =

{(qnmx» , qvnm%r)\meZ} the trajectory through x e (C*)n of the trans-

formation (yl9 - -,yn) -+(qvιyu '-'iQ^yn) which is determined by integers

v = (ι>u . . ., vn). Under Ass 1 and Ass 2 in the direction Lv for A^JC)

stated in [3] the above solution denoted by Ξv(x) is characterized by the

following asymptotic behavior along Lv at m = oo:

^(x) - x ί 1 ^ 2 ••• 5cί t/y,

where ί7υ denotes a certain non-singular lower triangular matrix which
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is constant, and Λu -- ,Λn denote constant diagonal matrices. We call

Ξv(x) the solution determined along the trajectory Lv. We take two

trajectories Lv and Lμ for two sequences of integers v and μ. Then there

exists a linear relation between the corresponding solutions 3v(x) and Bμ(x)

along the trajectories Lv and Lμ respectively as follows:

where Pv,μ(x) denotes a matrix valued function satisfying

TόPv>μ{x) = Pyιμ(x) (l<j<ή).

The matrix PVffi(x) is called a connection matrix between the two solutions

determined by the trajectories Lv and Lμ.

The main purpose of this paper is to solve the connection problem,

namely to compute the matrices Pv,μ(x), in holonomic g-differenee system

associated with a Jackson integral of Jordan-Pochhammer type under a

generic condition. Jordan-Pochhammer type is a natural extension of

Heine's basic hypergeometric series.

The contents of this paper are as follows. Section 1 gives basic notation

in the g-analysis and a short review of a system associated with a Jackson

integral of Jordan-Pochhammer type. Section 2 is devoted to give relations

among Jackson integrals over suitable g-intervals of the first kind, which

play a key role in our argument. We remark that, as a bonus of these

relations, a connection formula of the basic hypergeometric series is

obtained. In Section 3 we compute asymptotic behavior of the solutions

along generic trajectories, and solve the corresponding connection problem.

§ 1. Preliminaries

Fix a complex number q with \q\ < 1. Following F.H. Jackson [12],

for a nonzero complex number ceC*, define on a half-line [0, c]

f F(t)dqt = Γ F(t)dqt = e(l -
J[O,c] JO

which is a g-analogue of the Riemann integral and is called a Jackson

integral. We also consider a Jackson integral on a whole line [0, oo(s)]

f F(t)dtt = Π S ) F(t)dtt = s(l - q) Σ
J[0,oo(s)] J o -<«<n^ + o

for a complex number s e C*. We shall call [0, c] a q-ίnterval of the first
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kind or of the second kind according as c e C* or c = oo(s). The following

is easily deduced.

C F(t)dqΐ = c C F(ct)dqt.
Jo Jo

Here we define a Jackson integral of Jordan-Pochhammer type by

(3) f t**-1 Π (^Xj)o° dqt,

where (α)^ = Π«>o(l — aqn), MJZ C (0 <j < ή) and # denotes a suitable

^-interval. The Jackson integral (3) tends to a Jordan-Pochhammer type

integral:

(V1 Π (l-—Tdt,
J l<j<n \ Xj I

as q -> 1. In fact, if (a)n = (a)ool(aqn)ζ>o, then we have

by the g-binomial theorem ([2], [7])

(4) Σ Ά χ * ^ .
n*° (θ)n Woo

The holonomic q-difference system associated with a Jackson integral

of Jordan-Pochhammer type is given as follows. Set

Φβ) = Φ(t)l(l - t/Xj).

The following lemma has been communicated to the author by Prof. K.

Aomoto ([4]):

LEMMA 1. 1) A holonomic q-dίfferenc2 system for the function Φdqt

can be derived in an explicit way

(5) Tk(j Φxdqt, • , J Φndqt) = (J Φ4qt, , J Φndqt)Ak (l<k<ή).
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Here each Ak. = («S)i<i(J<n is an n X n matrix valued function of x with

the entries which are rational in x

(1-(T) Π
\<ι<

Π
\<ι<n \ ι J

(£, jψk,iφ j) ,

IΦi

(i Φ k),

1 - JΪL- (1 - q ") Π (1 - — <

/
nil-
Iφί

π ί 1 -
= q" . χ

lilinX

χ V ; „ χ (k Φ
([Q— - QaΊ Π (1 - —

\ X, ) i<tί» \ Xι
J 1 -I-V

n(k) _ πa0 TΊak,k — H 11
l<l<n -i

IΦJc 1 —

2) A fundamental solution matrix is given by

3(x) = (ΞiJ1<i^n = (\ Φβ)dqt)

where wt denotes a q-ίnterval [0, Xj] for 1 < i < n.

We investigate the behavior of Ξ(qvimxl9 , qVnmxn) at m = 00 along

all generic trajectories L, determined by the n! inequalities yσα) < va(2) <

• * < ^<n) where σ run over the symmetric group of order n. If we put

#! = x1g
ι'im, ••-,£* = x%^VnW for ^ e C * , then the condition va{X) < < va{n)

is equivalent to the condition |xσ(1)| > > \xσ{n)\ when m is sufficiently

large. Therefore the connection problem is reduced to find a relation

between Ξ(x) in the region 1̂ 1 > > \xn\ > 1 and Ξ(x) in the region

l*σ(nl > * > \χσ(n)\ > 1, which will be denoted by Ξe(x) and Ξa(x) respec-

tively.
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§ 2. Relations among Jackson integrals of the first kind

In this section we give relations among Jackson integrals of Jordan-

Pochhammer type, which will be essential in the sequel, and also give a

connection formula for the basic hypergeometric series as its corollary.

See [7], [15], [16] for related formulae.

We shall frequently use the theta function Θ(t) = (

LEMMA 2. Let k = 1, , n — 1. Under the condition \q~ak an\ <

\qao\ < 1 and xjxj Φ 1, q±\ q±2, , we have relations

"-1 δ -$ferv
θ(xjlxk)

X

k<i<n
iΦl

Remark. If a function F(x) = Πi<ϊ<n^/(4 where f(x) is a meromor-

phic function on (C*)n, satisfies TjF(x) = F(x) for j — 1, - -, n, then we

say F(x) to be pseudo-constant, which is also said to be g-periodic by

C.R. Adams, G.D. Birkhoff, R.D. Carmichael, and W.J. Trjitzinsky ([1],

[5], [6], [9]). The above functions Ck>ι (1 < k < n - 1, k + 1 < / < ή) are

pseudo-constant.

Proof of Lemma 2. We show these relations by residue calculus,

which is an extension of the method as in our previous paper [13]. Set

Γ \t) — 11 ,

and

Then F(ί) is a meromorphic function on C*. The residues of F(ί) at each

point q~l~ak~\ x1ixιιq~1~ak~i, qι (j = 0, 1, 2, •) are expressed by the follow-

ing Jackson integrals.
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Σ
Q

Σ
j>o

Res F(t) = -f f-> f{ -r$rγ-dqt,t=q-i-**-i Jwt i-k (qattjx^m

Res F(t) = -CkΛ f *•-> ft /*/*;>- d,
ί-n Γ'β-1-*-' J w ί >-* (9"'/*,)-

and

y Res

X I t Λ 0 °n Σ —γ- : v—~dqt ,
JLOΛI j=k (XjXfcqakt)co

where 1Rest=xF(t) denotes the residue of a function F(t) at t = x. There-

fore it remains to prove

Σ Res F(t) + Σ Σ R e s F(ί) + Σ Res F(£) = 0.

Here we set two circles # m , ^ m for a natural number m as follows:

<£V.= ^ m e x p ( ^ Λ Λ = Ί ) | ^ : = 1(|g |» + I^ΓO, 0 < ? < 2τr} ,

^ m : = 1 ^ exp ( 9 ^ = 1 ) 1 ^ : = A-|qr—*-*|(|qr|-«-1 + |qr|-»), 0 < 9 <

with the counterclockwise direction. Then we have

m n m(l) vt

Σ Res F(t)+ Σ Σ Res F(t) + Σ Reβ F(£)

= 9 ^ f. ί ω* - 9 ί-T f
2 τ r γ — 1 J«m 2πv—lJ9

where each τn(Z) (I = k + 1, , n) is a certain positive integer. And

theer exists a positive number M such that

for 0 < ζ» < 2τr. Indeed

= / .-

1+°l 9
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x

Hence we get the following estimates.

F(t)dt

Thus we have

Fit)dt

< pm Max

ζ, poM\q

(m-+oo),
2πV^ΐ

when |g-«°-α* α*| is less than one. By the same argument we can show

— *j=- f F(t)dt > 0 (m -> co),

when \qao\ is less than one. This completes the proof. •

As a corollary of Lemma 2, a connection formula of the basic hyper-
geometric series, which tends to that of hypergeometric series as q -> 1,
can be deduced. To state the corollary, we recall the definitions of the
basic hypergeometric series 2φί and a g-analogue of the gamma function

rq(χ) =

Refer to [2], [5], [6], [11] for details.

COROLLARY.

- r

Proof. Consider the case of k = 1 and TZ = 2 in (6). Putting aQ

1 + β — ϊ, ^ = 7 — 1 — a, a2=—β and x^x^1 = qr"ax"x

9 one has

i
Jo
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Γ tt-r {qt)Jff-'*ιx-ιt)~ d t

Jo (qr-"t)^qr+ι-'-fχ-1t)o. "

θ(gηθ(qx) Γ , (qtUtf'xy. d ,
θ(q1+<-e)θ(x) Jo (q1-nh(qr+1-''^χ-H)ca " '

Thanks to the Jackson integral representation of the basic hypergeometric

series

we obtain the required relation.

§ 3. Solution to the connection problem

Let s = max {\xjx1\, \xjx2\, , |xjxn-i|}. For A = 1, 2, ., n, we have

the following estimates, which are easily shown by the g-binomial theorem

(4)
1) For / = k, • • ,n,

f Φ(t)dQt = f ί - ft . ( y ° ! dcf(l + O(s)) (8-0).

2)

tt0+"+-+<") f ...-.. fr (« y«ΓV*-^). d t

= - ^ r * " ' — - " - — - - W = _ d ί(i + O(β))

Γq(l + α 0 + ock + • • • + an)

By the above estimates 1), the left hand side of (6) is

( ί Φdqt + £ Ctll f ΦdQt)(l + O(s)) (

and by 2) the right hand side of (6) is

Γq(l
Γq(l + aQ + ak + - + an)

ao-ak an

χ χ ? fj (1 + 0

y-*+i Θ(xjxkq
aή

Therefore, by Lemma 2, we obtain the following.
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LEMMA 3. Let k = 1, ., n — 1 and W}c be the q-interυal wk +

k+iCk,iwi' Then we have

f + 4" #7i)

n

Π

α» + + a n)

+ 0(8)) (8-+0),

where

c = π
k jλ[

π CV
jλ[

+i\χkj Θ(xjxkq
aή

Remark. The functions Cfc (1 < fe < n — 1) are pseudo-constant.

By using Lemma 3, we give the asymptotic behavior of fundamental

solutions of the system (5) in the region l^l > > \xn\ > 1. In fact,

if the variables aj and xά are changed by aό — 1 and xfl"1 respectively,
then Φ(t)dqt is transformed into Φβ)dqt for l<j, I < n, and Ct:, Ck)l

J wι J wι

remain invariant. Hence if we put Wn = wn, we have

(7)

ί Φidqt, , ί Φndqt

ί Φidqt, , f Φndqt
.Jwn Jwn

 q

c 1 ; 2

1

ί Φidtt, , f Φndqt

[ Φχdqt, , ί Φndqt

where

Q Γq(l + <xk)Γq(a0 + ak+i + • • • + « » ) Q\-aQ-ak an

Γq(l + a0 + ak + + an)

*ί° Π
l k

l-a0-ak an

Γq(aQ + ak

X to"1**)-

an)

Π f^-)^ (1 < * < n - 1, j = *),
=k+i \qxι/
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Γq(a, -

Xxμ?-1 ft

an)

Γq(a0)Γq(an)
Γq(aQ + αrn)

= n, j = n).

The matrix on the left hand side of (7), which will be denoted by Ξe9

may be taken as a fundamental solution of system (5) in the region

l^il > * > l̂ nl > l Then the matrix expressed by

(8) B.{x) =

(1 σ(C1Λ) • • • σ{CUn)

0

ί Φ1dίt, ..., Γ Φn

f Φ^t, •••, ί Φn

defines a fundamental solution in the region \xσW\ > ••• > | ^ ( n ) l > 1,

where a is an element of the symmetric group of order n. By the expres-

sions (7) and (8), we can get the connection matrix Pa,e(x) between the

solutions Ξe(x) and Ξσ(x). Indeed,

B.(x) =

\1 σ(Clι2) • • • σ(CUn)

l . :
• . σ{Cn_hn)

0
1

1 σ(CU2) • • • σ(CUn)

l . :
• σ(Cn_lιn)

0
1

1 σ{Cud • • • a(C,,J

l . :

0
1

where S, is a permutation defined by

Ί

f Φ4qt, •••, f Φndqt

•S.'3(x),

c ! ; 2

1

0
B.(x)»
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\Xn/ \Xσ(n)/

and the action of σ on Citj is defined by

Hence we finally come to the main theorem of this paper.

THEOREM. The connection matrix between the solution Ξe and Ξσ is

given by

1 σ(C lt2) σ(CUn)

•s.

1 C1;2

1

0

• c,.,
•

1

Pσe - σ(Cn. l i n)

1

Remark. The connection matrices P f f)β satisfy the following cocycle

conditions: Pστ = PσeP-], PσV!β = σ(Pτ,e)Pσ>e for arbitrary two permutations

σ and τ.

§ 4. Appendix

During the preparation of this paper K. Aomoto suggested to the author

the following question: to evaluate the integral (3) over an arbitrary q-

interval ^ = [0, 00(5)] of the second kind in terms of the integrals (3) over

u>ί (1 < i < n). The answer is the following.

THEOREM. Under the condition \q~ai an\ < \qao\ < 1, we have

f
J[

R =
1

/ s Y

Φ(t)dqt,

A θjs/x,) AA

M
and

Φ(t) =
A •

Proo/. Set
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fi (I) = —κ-± ' / 0 ° V ^ ^ — [ I

and

p(t) = g g 0(l - q)(q)l ĵ Θjs/xj)

Then the residues of F(t) are expressed by the following Jackson integrals.

2 Res F(t) = f Φ(t)dqt,
- c o < i < + c<3 ί = a g i J[0,oo( β )]

g ^ Res ̂  F(ί) - — Λ, J o Φ(t)dqt,

where Res F(0 denotes the residue of a function F(t) at t = x. Therefore

t=x

it remains to prove

Res F(ί) + Σ g Res F(ί) = 0 .

We can show it in a similar way to that of Lemma 2; i.e. estimates of

the integration of the function F(i) on suitable cycles.
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