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## §1. Introduction

Suppose that $G$ is a discrete group and $p$ is a probability measure on $G$. Consider the associated random walk $\left\{X_{n}\right\}$ on $G$. That is, let $X_{n}=Y_{1} Y_{2} \cdots Y_{n}$, where the $Y_{j}$ 's are independent and identically distributed $G$-valued variables with density $p$. An important problem in the study of this random walk is the evaluation of the resolvent (or Green's function) $R(z, x)$ of $p$. For example, the resolvent provides, in principle, the values of the $n$ step transition probabilities of the process, and in several cases knowledge of $R(z, x)$ permits a description of the asymptotic behaviour of these probabilities.

When $G$ is abelian, the methods of Fourier analysis are available, but, generally, new methods must be found to study the non-commutative case (see [15], however, where explicit knowledge of the representations of a free group allows an extension of the Fourier methods). When $G$ is thought of in terms of generators and relations, a natural point of departure is the study of free groups or, more generally, groups which are free products of "smaller" groups. On such groups, the most natural probabilities $p$ are those which generate "nearest neighbour" random walks.

Random walks on finitely generated free groups have been studied from many points of view. One of the earliest papers on this subject is [13]. Using the idea of the length $|x|$ of an element $x$, nearest neighbour random walks (for which $p(x)=0$ if $|x|>1$ ) have been considered in [12] and [10], for example. Isotropic random walks (in which $p(x)$ depends only on $|x|$ ) were studied in [15], [17] and [9]. See also [1] and [4].

For finite free products of finite groups, random walks and related subjects have been studied in, e.g., [2], [5] and [22]. In a recent paper
[20], the free product of two arbitrary discrete groups is considered, and a local limit theorem is obtained for the analogue of a nearest neighbour random walk.

A natural next step is to free products with amalgamation. One paper in this direction is [16].

Let us briefly describe the contents of the present paper. After establishing our notation in Section 2, we determine in Section 3 the resolvent for "nearest neighbour" random walks on the free product of a finite or countable family of discrete groups. It turns out to be a sort of "free product" of the resolvents on the component groups. In Section 4, this is applied to obtain a local limit theorem for the case when each factor group $G_{j}$ is finite and $p$ is constant on each $G_{j} \backslash\{e\}$. We also obtain a quick derivation of the "Plancherel measure" of $p$ in two cases which had been studied in several earlier papers. In Section 5, we consider a discrete group $G$ having a finite normal subgroup $H$, and show how to find the resolvent of a probability obtained from a probability on $G / H$ and one of $H$. We apply this to the case when $G$ is the free product with amalgamation $*_{H} G_{j}$ of a family of discrete groups $G_{j}$ having a common finite normal subgroup $H$. As well as proving an appropriate local limit theorem, we are able to determine the orthogonal polynomials of the Plancherel measure of a symmetric probability on $G$ obtained from ones on $G / H$ and $H$.

## § 2. Notation and Definitions

Let $G$ be a discrete group and $p$ a probability measure on $G$, i.e. a function $p: G \rightarrow \boldsymbol{R}$ such that $p(x) \geqq 0$ for all $x \in G$ and such that $\sum_{x \in G} p(x)$ $=1$. Associated to $p$ there is a random walk $\left\{X_{n}: n=0,1, \cdots\right\}$ on $G$ for which $P\left(X_{n+1}=y \mid X_{n}=x\right)=p\left(x^{-1} y\right)$ for all $x, y \in G$ and $n \geqq 0$. Alternatively, we can associate a directed graph $\Gamma$ to $(G, p)$ in the following way. The set $V$ of vertices of $\Gamma$ is $G$, and there is an edge from $x$ to $y$ (one only) if $p\left(x^{-1} y\right)>0$. We can then interpret the above process $\left\{X_{n}\right\}$ as a random walk on $V$ in which at each step one goes from a vertex $x$ to one of the neighbouring vertices $y$ with probability $p\left(x^{-1} y\right)$.

Let $T$ denote the convolution operator $f \mapsto p * f$ on $\ell^{2}(G)$. We denote the spectrum of $T$ by $X$. If $z \in C \backslash X$, then $(z I-T)^{-1}$ is also a convolution operator $f \mapsto R(z) * f$, and the function $R(z)$ is called the relsolvent or the Green function of $p$. It satisfies $R(z) \in \ell^{2}(G)$ and $R(z) *\left(z \delta_{e}-p\right)=\delta_{e}$,
where $\delta_{e}(x)=1$ if $x=e$ and $\delta_{e}(x)=0$ otheriswe. Writing $R(z, x)$ for the value of $R(z)$ at $x \in G$ and $r$ for $\max \{|t|: t \in X\}$, we have

$$
\begin{equation*}
R(z, x)=\sum_{n=0}^{\infty} \frac{p^{* n}(x)}{z^{n+1}} \quad \text { if } x \in G \text { and }|z|>r \tag{2.1}
\end{equation*}
$$

where $p^{* n}$ is the $n$th convolution power of $p\left(p^{* 0}=\delta_{e}\right)$. Note that $p^{* n}(x)$ $=P\left\{X_{n}=x \mid X_{0}=e\right\}$, the probability of being at $x$ after $n$ steps, starting at $e$. The value $R(z, e)$ of $R(z)$ at $e$ is denoted by $S(z)$. The number $r$ is called the spectral radius of $p$.

When $p$ is symmetric, i.e. $p\left(x^{-1}\right)=p(x)$ for all $x \in G$, the operator $T$ is hermitian and $X \subseteq[-1,1]$. Each operator $S$ in the operator norm closed algebra $A^{*}$ generated by $T$ is a convolution operator $f \mapsto g * f$. Identifying $S$ and $g$, we can regard $A^{*}$ as a convolution algebra of functions in $\ell^{2}(G)$. In particular, $T$ is identified with $p$ and $I$ with $\delta_{e}$. Now $A^{*}$ is a $C^{*}$-algebra, and we may consider the Gelfand isomorphism $\wedge: A^{*} \rightarrow \mathscr{C}(X)$, where $\mathscr{C}(X)$ is the algebra of continuous functions $X \rightarrow C$. A probability measure $\mu$ is defined on $X$ by the formula

$$
f(e)=\int_{x} \hat{f} d \mu \quad\left(f \in A^{*}\right)
$$

In particular, $R(z) \in A^{*}$, and so

$$
S(z)=R(z, e)=\int_{X} \frac{d \mu(t)}{z-t} \quad \text { if } z \in \boldsymbol{C} \backslash X
$$

Thus $S(z)$ is the Stieltjes transform of $\mu$. The measure $\mu$ is called the Plancherel measure of $p$.

Throughout this paper, when various probabilities such as $p_{j}, \tilde{p}_{j}$, etc., are discussed, the corresponding resolvents will be denoted by $R_{j}(z), \tilde{R}_{j}(z)$, etc., usually without explanation. The same applies to the corresponding $S(z), X$ and $r$, as well as $\mu$ in the symmetric case.

## § 3. The resolvent for free products of discrete groups

Let $G$ be the free product of a finite or countable family $\left\{G_{j}\right\}_{j \in J}$ of discrete groups. Each $x \in G, x \neq e$, may be written in a unique way as a reduced word, i.e. a product $x_{i_{1}} x_{i_{2}} \cdots x_{i_{n}}$, where $e \neq x_{i_{\nu}} \in G_{i_{\nu}}$ for each $\nu$ and $i_{\nu} \neq i_{\nu+1}$ for $1 \leqq \nu<n$. For each $j \in J$, let $p_{j}$ be a probability measure on $G_{j}$. We extend $p_{j}$ to $G$ by defining $p_{j}(x)=0$ if $x \in G \backslash G_{j}$. Let $\alpha_{j}>0$ be numbers such that $\Sigma_{j} \alpha_{j}=1$, and define a probability measure $p$ on $G$
by $p(x)=\Sigma_{j} \alpha_{j} p_{j}(x)$. This measure corresponds to the random walk on $G$ in which the possible moves from a point $x \in G$ are to points $x x_{j}, x_{j} \in G_{j}$ for some $j$. This process can be thought of as a generalized simple random walk on $G$. Our first theorem shows that the resolvent of $p$ can be expressed in a remarkably simple way in terms of the resolvents of the probabilities $p_{j}$.

We first need two lemmas.
Lemma 1. Let $R(z)$ be the resolvent of a probability measure $p$ on a discrete group $G$, and let $S(z)=R(z, e)$. Then there is a constant $M_{0}$, independent of $G$ and $p$, such that $|R(z, x)| \leqq|S(z)|$ whenever $x \in G$ and $|z| \geqq M_{0}$.

Proof. Let $|z|>1$. Then $\|R(z)\|_{2} \leqq \sum_{n=0}^{\infty}\left\|p^{* n}\right\|_{2} /|z|^{n+1} \leqq 1 /(|z|-1)$ by equation (2.1), since $\left\|p^{* n}\right\|_{2} \leqq\left\|p^{* n}\right\|_{1}=1$. Also,
$|S(z)| \geqq 1 /|z|-\sum_{n=1}^{\infty}\left|p^{* n}(e)\right| z^{n+1}|\geqq 1 /|z|-1 /|z|(|z|-1)=(|z|-2) /|z|(|z|-1)$.
Therefore $\|R(z)\|_{2}^{2} /|S(z)|^{2} \leqq|z|^{2} /(|z|-2)^{2} \leqq 2$ once $|z| \geqq 4+2 \sqrt{2},=M_{0}$ say. Thus $|R(z, x)|^{2} \leqq\|R(z)\|_{2}^{2}-|S(z)|^{2} \leqq|S(z)|^{2}$ for $x \neq e$ once $|z| \geqq M_{0}$.

Lemma 2. Let $R(z)$ be the resolvent of a probability measure $p$ on a discrete group $G$ and let $S(z)=R(z, e)$. Let $0<\alpha \leqq 1$, Then for $|w|>6$, the equation $\alpha / S(\lambda)=w$ has a unique solution $\lambda=\lambda(w)$ satisfying $|\lambda|>3$. Furthermore, $w \mapsto \lambda(w)$ is an analytic function on $\{w \in C:|w|>6\}$, and satisfies $|\lambda(w)| \geqq|w| / 2$ and

$$
\begin{equation*}
|\alpha \lambda(w)-w| \leqq 3 \alpha \tag{3.1}
\end{equation*}
$$

Proof. Set $f(u)=S(1 / u)$ and $f(0)=0$. Then $f(u)=\sum_{n=0}^{\infty} p^{* n}(e) u^{n+1}$, and, as in Lemma $1,|f(u)| \geqq|u|-\sum_{n=1}^{\infty}\left|p^{* n}(e) u^{n+1}\right| \geqq|u|(1-2|u|) /(1-|u|)$. Thus $|f(u)| \geqq 1 / 6$ if $|u|=1 / 3$, and $f(u) \neq 0$ if $0<|u| \leqq 1 / 3$. Because also $f^{\prime}(0)=1$, the inverse function theorem shows that $f^{-1}(v)$ exists and is analytic for $v$ in a neighbourhood of 0 , and in fact, one can show, for $|v|<1 / 6$.

If $v=f(u)$ and $0<|u| \leqq 1 / 3$, then $|v / u-1| \leqq\left.\sum_{n=1}^{\infty}\left|p^{* n}(e) u^{n} \leqq \sum_{n=1}^{\infty}\right| u\right|^{n}$ $\leqq 3|u| / 2 \leqq 1 / 2$. Hence $|v / u| \geqq 1 / 2$ and $|v / u-1| \leqq 3|v|$, from which the result follows.

If $G$ is the free product of the groups $G_{j}$, we apply Lemma 2 to the resolvent $R_{j}(z)$ of each $p_{j}$ to obtain an analytic function $\lambda_{j}(w)$ for $6<|w|$ $<\infty$, such that

$$
\begin{equation*}
\alpha_{j} / S_{j}\left(\lambda_{j}(w)\right)=w . \tag{3.2}
\end{equation*}
$$

The estimate (3.1) shows that the series $\Sigma_{j}\left(\alpha_{j} \lambda_{j}(w)-w\right)$ represents an analytic function, bounded by $\sum_{j} 3 \alpha_{j}=3$, for $6<|w|<\infty$. The equation

$$
\begin{equation*}
\boldsymbol{z}=w+\Sigma_{j}\left(\alpha_{j} \lambda_{j}(w)-w\right) \tag{3.3}
\end{equation*}
$$

defines $w$ implicitly as a function $w(z)$ of $z$, for $M_{1}<|z|<\infty$, say, such that $w(z) \rightarrow \infty$ as $z \rightarrow \infty$. For if we write $z=1 / t$ and $w=1 / v$, equation (3.3) takes the form $t=h(v)$, where $h$ is analytic for $|v|<1 / 6$ with $h(0)=0$ and $h^{\prime}(0)=1$. Combining the above observations, we obtain analytic functions $\lambda_{j}$ of $z$ for $M_{1}<|z|<\infty$ such that $\left|\lambda_{j}(z)\right| \geqq|w(z)| / 2 \geqslant(|z|-3) / 2$. We can now state the main result of this section.

Theorem 1. Suppose that $G$ is the free product of a finite or countable family $\left\{G_{j}, j \in J\right\}$ of discrete groups. Form the probability $p=\Sigma_{j} \alpha_{j} p_{j}$ on $G$, where $\alpha_{j}>0$ and $\Sigma_{j} \alpha_{j}=1$, using the probabilities $p_{j}$ on $G_{j}$, as above, and let $\lambda_{j}$ and $w$ be the analytic functions of $z$ defined via (3.2) and (3.3). Then for some constant $M$ the resolvent of $p$ is given by

$$
R(z, x)=S(z) g(z, x) \quad \text { for } x \in G \text { and }|z| \geqq M
$$

where $g(z, x)$ is defined as follows: $g(z, e)=1$, and if $x=x_{j_{1}} x_{j_{2}} \cdots x_{j_{m}}$ is any reduced word in $G$, then $g(z, x)=g_{j_{1}}\left(x_{j_{1}}\right) g_{j_{2}}\left(x_{j_{2}}\right) \cdots g_{j_{m}}\left(x_{j_{m}}\right)$, where $g_{j}\left(x_{j}\right)$ $=R_{j}\left(\lambda_{j}, x_{j}\right) / S_{j}\left(\lambda_{j}\right)$.

Furthermore, $S(z)=1 / w(z)$.
Proof. We choose $M \geqq M_{1}$ so large that $(M-3) / 2 \geqq M_{0}$, where $M_{0}$ is the constant in Lemma 1, and $M_{1}$ was defined after (3.3). Fix $z$ with $|z| \geqq M$, and write $g(x)$ for $g(z, x)$. Now $\left|\lambda_{j}(z)\right| \geqq(|z|-3) / 2 \geqq M_{0}$, so that $\left|g_{j}\left(x_{j}\right)\right| \leqq 1$ for each $j$ and each $x_{j} \in G_{j}$, by Lemma 1. Therefore $g$ is a bounded function on $G$, so that $p * g$ and $p_{j} * g$ are defined. If $x=x_{i_{1}} x_{i_{2}}$ $\cdots x_{i_{m}}$ is a reduced word, then $\left(p_{j} * g\right)(x)=\left(p_{j} * g_{j}\right)(e) g(x)=\left(\lambda_{j}-1 / S_{j}\left(\lambda_{j}\right)\right) g(x)$ if $j \neq i_{1}$, while $\left(p_{j} * g\right)(x)=\left(p_{i_{1}} * g_{i_{2}}\right)\left(x_{i_{1}}\right) g_{i_{2}}\left(x_{i_{2}}\right) \cdots g_{i_{n}}\left(x_{i_{n}}\right)=\lambda_{i_{1}} g_{i_{1}}\left(x_{i_{1}}\right) g_{i_{2}}\left(x_{i_{2}}\right)$ $\cdots g_{i_{n}}\left(x_{i_{n}}\right)=\lambda_{i_{1}} g(x)$ if $j=i_{1}$. Therefore

$$
\begin{aligned}
(p * g)(x)=\Sigma_{j} \alpha_{j}\left(p_{j} * g\right)(x) & =\left[\alpha_{i_{1}} \lambda_{i_{1}}+\sum_{j \neq i_{1}} \alpha_{j}\left(\lambda_{j}-1 / S_{j}\left(\lambda_{j}\right)\right)\right] g(x) \\
& =\left[\alpha_{i_{1}} / S_{i_{1}}\left(\lambda_{i_{1}}\right)+\Sigma_{j}\left(\alpha_{j} \lambda_{j}-\alpha_{j} / S_{j}\left(\lambda_{j}\right)\right)\right] g(x) \\
& =\left[w+\Sigma_{j}\left(\alpha_{j} \lambda_{j}-w\right)\right] g(x) \\
& =z g(x) .
\end{aligned}
$$

Thus $(p * g)(x)=z g(x)$ for each $x \neq e$, while

$$
\begin{aligned}
(p * g)(e)=\Sigma_{j} \alpha_{j}\left(p_{j} * g_{j}\right)(e) & =\sum_{j} \alpha_{j}\left(\lambda_{j}-1 / S_{j}\left(\lambda_{j}\right)\right) \\
& =z-w
\end{aligned}
$$

Thus $h(x)=g(x) / w$ is a bounded function satisfying $\left(z \delta_{e}-p\right) * h=\delta_{e}$. Now $|z|>1$, so that $\left(z \delta_{e}-p\right)^{-1}$ exists and is in $\ell^{1}(G)$. Therefore $\left(z \delta_{e}-p\right)^{-1}$ $=\left(z \delta_{e}-p\right)^{-1} * \delta_{e}=\left(z \delta_{e}-p\right)^{-1} *\left(\left(z \delta_{e}-p\right) * h\right)=\left(\left(z \delta_{e}-p\right)^{-1} *\left(z \delta_{e}-p\right)\right) * h$ $=\delta_{e} * h=h$. That is, $R(z, x)=g(x) / w$. In particular, $S(z)=1 / w$.

Remark. Nowhere in the above proof do we use the hypothesis that $p(x) \geqq 0$ for all $x \in G$. We need only assume that $\sum_{x \in G}|p(x)| \leqq 1$.

## §4. The free product of a family of finite groups; A local limit theorem

§4.1. An important special case of Theorem 1 occurs when all the groups $G_{j}$ are finite, with $\left|G_{j}\right|=r_{j}(\geqq 2)$, say, and when $p_{j}(x)=1 /\left(r_{j}-1\right)$ for each $x \in G_{j}, x \neq e$. This situation has been studied (for a finite number of groups $G_{j}$ ) in [5], [10] and [13], for example. Using Theorem 1, we shall be able to prove the following local limit theorem. For convenience we shall write $|e|=0$ and $|x|=m$ if $x \in G$ is a reduced word $x_{i_{1}} x_{i_{2}} \cdots x_{i_{m}}$.

Theorem 2. Let $G$ be the free product of a finite or countable family $\left\{G_{j}, j \in J\right\}$ of finite groups. Form the probability $p=\Sigma \alpha_{j} p_{j}$ on $G$ of the probability measures $p_{j}$ on $G_{j}$ described above. Let $X \subseteq[-1,1]$ be the spectrum associated with $p$, and let $b=\max X$ and $a=\min X$.
i) If $r_{j} \neq 2$ for some $j \in J$, then $0<-a<b<1$ and for each fixed $x \in G$, we have

$$
\begin{equation*}
p^{* n}(x)=\phi(x) n^{-3 / 2} b^{n}\left(1+O\left(\frac{1}{n}\right)\right) \quad \text { as } n \rightarrow \infty \tag{4.1}
\end{equation*}
$$

for some $\phi(x)>0$.
ii) If $r_{j}=2$ for all $j \in J$, and if $|J|>2$, the $-a=b<1$ and for each fixed $x \in G$ we have (4.1) as $n \rightarrow \infty$ with $n \equiv|x| \bmod 2$, and $p^{* n}(x)=0$ if $n \not \equiv|x| \bmod 2$.
iii) If $r_{j}=2$ for each $j \in J$ and if $|J|=2$, then $-a=b=1$ and

$$
p^{* n}(x)=\frac{1}{\sqrt{2 \pi \alpha_{1} \alpha_{2}}} n^{-1 / 2}+O\left(n^{-3 / 2}\right)
$$

as $n \rightarrow \infty$ with $n \equiv|x| \bmod 2$, and $p^{* n}(x)=0$ if $n \not \equiv|x|(\bmod 2)$.
We have included case (iii) of Theorem 2 for completeness although
it appears more or less explicitly in [11] and [15].
Let us first calculate the resolvent for each group $G_{j}$.
Lemma 3. Let $G$ be a finite group, with $|G|=r$, and let $p(x)=1 /(r-1)$ for each $x \in G, x \neq e$. Then $R(z, x)=1 /(z-1)((r-1) z+1)$ if $x \neq e$, while $S(z)=((r-1)(z-1)+1) /(z-1)((r-1) z+1)$.

Proof. Now $(p * f)(x)=\sum_{e \neq y \in G} f(y x)(r-1)=\left(\sum_{u \in G} f(u)\right) /(r-1)-$ $f(x) /(r-1)=\sigma-f(x) /(r-1)$, say. Thus $\left(z \delta_{e}-p\right) * f=\delta_{e}$ means that $(z+1 /(r-1)) f(x)=\sigma$ if $x \neq e$, and $(z+1 /(r-1)) f(e)=\sigma+1$. Therefore $(r-1) \sigma=\sum_{x \in G} f(x)=((r-1) \sigma+\sigma+1) /(z+1 /(r-1))$, so that $\sigma=$ $1 /(r-1)(z-1)$. The result now follows.

The equations $\alpha_{j} / S_{j}\left(\lambda_{j}\right)=w$ become in this case

$$
\alpha_{j}\left(r_{j}-1\right) \lambda_{j}^{2}-\left(\alpha_{j}\left(r_{j}-2\right)+w\left(r_{j}-1\right)\right) \lambda_{j}+w\left(r_{j}-2\right)-\alpha_{j}=0,
$$

which have solutions

$$
\begin{equation*}
\lambda_{j}(w)=\frac{\alpha_{j}\left(r_{j}-2\right)+w\left(r_{j}-1\right)+\sqrt{\left.w\left(r_{j}-1\right)-\alpha_{j}\left(r_{j}-2\right)\right)^{2}+4 \alpha_{j}^{2}\left(r_{j}-1\right)}}{2 \alpha_{j}\left(r_{j}-1\right)}, \tag{4.2}
\end{equation*}
$$

where the square root is chosen so as to behave like $w\left(r_{j}-1\right)$ as $w \rightarrow \infty$. Thus $\lambda_{j}(w)$ is the solution described in Lemma 2. We can define the functions $\lambda_{j}(w)$ simultaneously on $C \backslash \Gamma$, where $\Gamma$ is a simple path passing through all the points $\alpha_{j}\left(r_{j}-2\right) /\left(r_{j}-1\right) \pm 2 i \alpha_{j} / \sqrt{r_{j}-1}$ and meeting the $x$-axis only at the origin. Note that the square root in (4.2) is positive for $w \in(0, \infty)$ and negative for $w \in(-\infty, 0)$.

Equation (3.3) in this case takes the form, writing $\beta_{j}$ for $\alpha_{j} /\left(r_{j}-1\right)$.

$$
\begin{equation*}
z=w+(1 / 2) \Sigma_{j}\left\{\beta_{j}\left(r_{j}-2\right)-w+\sqrt{\left(w-\beta_{j}\left(r_{j}-2\right)\right)^{2}+4 \beta_{j}^{2}\left(r_{j}-1\right)}\right\} \tag{4.3}
\end{equation*}
$$

As explained before Theorem 1, this series converges for $|w|$ large. In fact, it converges for $w$ in a neighbourhood $O_{+}$of $(0, \infty)$ in $C$. Indeed, $\operatorname{Re} \sqrt{\left(w-\beta_{j}(r-2)\right)^{2}+4 \beta_{j}^{2}\left(r_{j}-1\right)}=0$ if and only if

$$
w \in L_{j}=\left\{\beta_{j}\left(r_{j}-2\right)+i y:|y| \geqq 2 \beta_{j} \sqrt{r_{j}-1}\right\} .
$$

So all the square roots in (4.3) have real part $>0$ if $\operatorname{Re} w>0$ and $w \notin$ $\cup_{j} L_{j}$. Let $O_{+}=\left\{w \in C \backslash \Gamma: \operatorname{Re}(w)>0\right.$ and $\left.w \notin \cup_{j} L_{j}\right\}$. If $w \in O_{+}$, the $j$ th summand in (4.3) equals

$$
4 \beta_{j}^{2}\left(r_{j}-1\right) /\left(w-\beta_{j}\left(r_{j}-2\right)+\sqrt{\left.\left(\beta_{j}\left(r_{j}-2\right)-w\right)^{2}+4 \beta_{j}^{2}\left(r_{j}-1\right)\right)},\right.
$$

and here the denominator has real part at least $\operatorname{Re}(w)-\beta_{j}(r-2)$. Thus
the series in (4.3) converges if $w \in O_{+}$. Similarly the series converges if $w \in O_{-}=\left\{w \in C \backslash \Gamma: \operatorname{Re} w<0\right.$ and $\left.-w \notin \cup_{j} L_{j}\right\}$, a neighbourhood of $(-\infty, 0)$. Let $f(w)$ denote the function defined by the right hand side of (4.3) for $w \in O_{+} \cup O_{-}$.

If $w \in(0, \infty)$, one can easily check that $f(w)>0$ and $f^{\prime \prime}(w)>0$, and that $f^{\prime}(w) \rightarrow 1$ as $w \rightarrow \infty$ and $f^{\prime}(w) \rightarrow 1-\Sigma_{j}\left(r_{j}-1\right) / r_{j}$ as $w \rightarrow 0$. Unless $G$ is the free product of two groups of order 2 , we have $1-\Sigma_{j}\left(r_{j}-1\right) / r_{j}<0$, and so $f$ has a unique minimum point $w_{+} \in(0, \infty)$. Similarly, for $w \in$ $(-\infty, 0)$ we have $f(w)<0$ and $f^{\prime \prime}(w)<0$, and $f^{\prime}(w) \rightarrow 1$ as $w \rightarrow-\infty$ and $f^{\prime}(w) \rightarrow 1-\Sigma_{j} 1 / r_{j}$ as $w \rightarrow 0$. So if $\Sigma 1 / r_{j}>1$ then $f$ has a unique maximum point $w_{-} \in(-\infty, 0)$, while if $\Sigma_{j} 1 / r_{j} \leqq 1$ then $f$ is strictly increasing on $(-\infty, 0)$, in which case we write $w_{-}=0$ and $f\left(w_{-}\right)=-\sum_{j} \beta_{j}$.

Lemma 4. We have $a=f\left(w_{-}\right)$and $b=f\left(w_{+}\right)$unless $G$ is the free product of two groups of order 2 , in which case $b=-a=1$.

Proof. We first show that $S$ is not regular at $a$ and $b$. Suppose, by way of contradiction, that $S$ could be defined analytically in a neighbourhood $|z-b|<\varepsilon$ of $b$. Since $\overline{S(\bar{z})}=S(z)$ for $z \in C \backslash X$, we must have $S(x) \in \boldsymbol{R}$ for $x \in(b-\varepsilon, b+\varepsilon)$. The Stieltjes Inversion Formula [6, p. 90] tells us that $\mu((b-\varepsilon, b+\varepsilon))=0$, which contradicts the fact that $b \in X$ $=\operatorname{Supp}(\mu)$. The same argument shows that $a$ is singular for $S$.

Now Theorem 1 tells us that $z=f(1 / S(z))$ for $z$ large, and so, by analytic continuation, also for $z \in(b, \infty)$. Furthermore, $z=f(1 / S(z))$ is satisfied for $z>z_{+}=f\left(w_{+}\right)$because $f^{\prime}(w) \neq 0$ for $w>w_{+}$. Moreover, $S(z)$ is not regular at $z_{+}$, for otherwise we would obtain the equation $f(1 / S(z))=z$ for $z$ near $z_{+}$, which is impossible because $f^{\prime}\left(w_{+}\right)=0$. We then conclude that $b=z_{+}$. The same argument shows that $a=f\left(w_{-}\right)$, with an obvious modification in the case $w_{-}=0$. Similarly, slight modifications to the above argument show that $b=-a=1$ when $G$ is the free product of two groups of order 2 .

Lemma 5. For $w \in(0, \infty)$ we have $f(w) \geqq-f(-w)$, and thus $b \geqq-a$. Strict inequality holds unless $r_{j}=2$ for all $j$.

Proof. If $w \in(0, \infty)$, we have

$$
f(w)=w+(1 / 2) \Sigma_{j}\left\{\beta_{j}\left(r_{j}-2\right)-w+\sqrt{\left.\left(w-\beta_{j}\left(r_{j}-2\right)\right)^{2}+4 \beta_{j}^{2}\left(r_{j}-1\right)\right\}}\right.
$$

and

$$
f(-w)=-w+(1 / 2) \Sigma_{j}\left\{\beta_{j}\left(r_{j}-2\right)+w-\sqrt{\left(w+\beta_{j}\left(r_{j}-2\right)\right)^{2}+4 \beta_{j}^{2}\left(r_{j}-1\right)},\right.
$$

where the square roots are now all positive. But

$$
\begin{align*}
& \sqrt{\left(\beta_{j}\left(r_{j}-2\right)+w\right)^{2}+4 \beta_{j}^{2}\left(r_{j}-1\right)}  \tag{4.4}\\
& \quad \leqq \sqrt{\left(\beta_{j}\left(r_{j}-2\right)-w\right)^{2}+4 \beta_{j}^{2}}\left(r_{j}-1\right)+2 \beta_{j}\left(r_{j}-2\right),
\end{align*}
$$

and so $-f(-w) \leqq f(w)$. By Lemma 4, we have $b=f\left(w_{+}\right) \geqq-f\left(-w_{+}\right) \geqq$ $-f\left(w_{-}\right)=-a$. The inequality (4.4) is strict if $r_{j} \neq 2$, and so $f(w)>-f(w)$ for $w \in(0, \infty)$, and $b>-a$ unless all $r_{j}$ 's equal 2 .

Proof of Theorem 2. We apply Darboux's method to

$$
\sum_{n=0}^{\infty} p^{* n}(x) u^{n+1}=R\left(\frac{1}{u}, x\right) .
$$

If $x=x_{i_{1}} \cdots x_{i_{m}}$ is a reduced word in $G$, then by Theorem 1 ,

$$
R\left(\frac{1}{u}, x\right)=\frac{1}{w} r_{i_{1}}(w) r_{i_{2}}(w) \cdots r_{i_{m}}(w),
$$

where $r_{i_{\nu}}(w)=R_{i_{\nu}}\left(\lambda_{i_{\nu}}(w), x_{i_{\nu}}\right) / S_{i_{\nu}}\left(\lambda_{i_{\nu}}(w)\right)$ and where $w$ satisfies $1 / u=f(w)$. By Lemma 3 and formula (4.2),

$$
\begin{aligned}
r_{j}(w) & =1 /\left(\left(r_{j}-1\right)\left(\lambda_{j}(w)-1\right)+1\right) \\
& =\left\{\beta_{j}\left(r_{j}-2\right)-w+\sqrt{\left(w-\beta_{j}\left(r_{j}-2\right)\right)^{2}+4 \beta_{j}^{2}\left(r_{j}-1\right)}\right\} / 2 \beta_{j}\left(r_{j}-1\right)
\end{aligned}
$$

which has an expansion

$$
r_{j}(w)=r_{j}\left(w_{+}\right)+r_{j}^{\prime}\left(w_{+}\right)\left(w-w_{+}\right)+\cdots
$$

about $w_{+}$unless we are in case (iii) of the theorem. Notice that $r_{j}\left(w_{+}\right)$ $>0$ and $r_{j}^{\prime}\left(w_{+}\right)<0$. Thus $r_{i_{1}}(w) r_{i_{2}}(w) \cdots r_{i_{m}}(w)=A_{0}+A_{1}\left(w-w_{+}\right)+\cdots$, where

$$
\begin{equation*}
A_{0}=\prod_{\nu=1}^{m} r_{i_{\nu}}\left(w_{+}\right)>0 \text { and } A_{1}=A_{0} \sum_{\nu=1}^{m} r_{i_{\nu}}^{\prime}\left(w_{+}\right) / r_{i_{\nu}}\left(w_{+}\right)<0 . \tag{4.5}
\end{equation*}
$$

Now $1 / u=f(w)=f\left(w_{+}\right)+(1 / 2) f^{\prime \prime}\left(w_{+}\right)\left(w-w_{+}\right)^{2}+\cdots$ and $f\left(w_{+}\right)=b$. So $w$ may be expanded in a power series in $((1-u b) / u)^{1 / 2}$, and thus in $\sqrt{1-u b}$ :

$$
\begin{equation*}
w=w_{+}+\sqrt{\frac{2 b}{f^{\prime \prime}\left(w_{+}\right)}} \sqrt{1-u b}+\cdots \tag{4.6}
\end{equation*}
$$

Combining (4.5) and (4.6), we have

$$
\begin{equation*}
R\left(\frac{1}{u}, x\right)=B_{0}+B_{1} \sqrt{1-u b}+\cdots \quad \text { for } u \text { near } 1 / b \tag{4.7}
\end{equation*}
$$

where $B_{0}=w_{+}^{-1} A_{0}$ and $B_{1}=\left(-w_{+}^{-2} A_{0}+w_{+}^{-1} A_{1}\right) \sqrt{2 b / f^{\prime \prime}\left(w_{+}\right)}(<0)$. If $x=e$, then $R(1 / u, e)=1 / w$ is given by an expansion (4.7) with $B_{0}=w_{+}^{-1}$ and $B_{1}=-w_{+}^{-2} \sqrt{2 b / f^{\prime \prime}\left(w_{+}\right)}$. In case (i) of Theorem 2 , Lemma 5 shows that $1 / b$ is the only singularity of $R(1 / u, x)$ for $|u|=1 / b$, and so Darboux' Theorem [3, p. 498], [21, Theorem 8.8.4] shows that (4.1) holds with $\phi(x)=B_{1} / \Gamma(-1 / 2)$ $=-B_{1} / 2 \sqrt{\pi}$.

In case (ii) of Theorem $2, R(1 / u, x)$ is clearly an odd or even function depending on whether $|x|$ is even or odd. So if $|x|$ is odd, we have $R(1 / u, x)=B_{0}+B_{1} \sqrt{1+u b}+\cdots$ for $u$ near $-1 / b$, and if $|x|$ is even, we have $R(1 / u, x)=-B_{0}-B_{1} \sqrt{1+u b}+\cdots$ for $u$ near $-1 / b$. Thus Darboux's Theorem implies that (4.1) holds with $\phi(x)=-B_{1} b / \sqrt{\pi}$ if $n \equiv|x| \bmod 2$.

Finally, in case (iii) of Theorem 2, we have

$$
r_{j}(w)=\left(-w+\sqrt{w^{2}+4 \beta_{j}^{2}}\right) / 2 \beta_{j},
$$

and we can solve equation (4.3) explicitly (see §4.3) to obtain $w=$ $z^{-1}\left[\left(z^{2}-\left(\beta_{1}-\beta_{2}\right)^{2}\right)\left(z^{2}-1\right)\right]^{1 / 2}$.

We find that $r_{j}(w)=-w / 2 \beta_{j}+\phi_{j}(z)$ and $w=g(z)(z-1)^{1 / 2}$, where $\phi_{j}(z)$ and $g(z)$ are analytic in a neighbourhood of $z=1$, and $\phi_{j}(1)=1$ and $g(1)=\sqrt{8 \beta_{1} \beta_{2}}$. It follows that $R(1 / u, x)$ has an expansion

$$
R\left(\frac{1}{u}, x\right)=\frac{1}{\sqrt{8 \beta_{1} \beta_{2}}}(1-u)^{-1 / 2}+B_{0}+B_{1}(1-u)^{1 / 2}+\cdots
$$

for $u$ near 1. The rest of the proof of case (iii) follows as for case (ii).
Remark. Another natural choice for the probability on $G$ is $p^{\prime}=$ $\sum \alpha_{j} p_{j}^{\prime}$, where $p_{j}^{\prime}(x)=1 / r_{j}$ for all $x \in G_{j}$. Since

$$
p^{\prime}=\left(\Sigma_{j} \alpha_{j} r_{j}^{-1}\right) \delta_{e}+\Sigma_{j} \alpha_{j}\left(r_{j}-1\right) r_{j}^{-1} p_{j},
$$

it is easy to derive from Theorem 2 the corresponding result for $p^{\prime}$.
Let us conclude this section by pointing out that in two cases we can solve the equation (4.3) explicitly, and thus find the resolvent and the Plancherel measure.
§4.2. When $|J|=n<\infty$ and $\alpha_{j}=1 / n$ and $r_{j}=r$ for all $j$, equation (4.3) becomes

$$
z=\left(1-\frac{n}{2}\right) w+\frac{r-2}{2(r-1)}+\frac{n}{2} \sqrt{w^{2}-\frac{2(r-2)}{n(r-1)} w+\frac{r^{2}}{n^{2}(r-1)^{2}}} .
$$

We can solve this for $S(z)=1 / w$ and obtain

$$
S(z)=\frac{-(n-2) z-\frac{r-2}{r-1}+n \sqrt{\left(z-\gamma_{+}\right)\left(z-\gamma_{-}\right)}}{2(z-1)\left(z+\frac{1}{r-1}\right)}
$$

where

$$
\gamma_{ \pm}=\frac{1}{n}\left[\frac{r-2}{r-1} \pm 2 \sqrt{\frac{n-1}{r-1}}\right]
$$

The square root must behave like $z$ as $z \rightarrow \infty$, and so is positive on $\left(\gamma_{+}, \infty\right)$ and negative on $\left(-\infty, \gamma_{-}\right)$. It follows that $S$ has a removable singularity at 1 , while $-1 /(r-1)$ is removable if and only if $n \geqq r$. If $n<r,-1 /(r-1)\left(<r_{-}\right)$is a pole with residue $1-n / r$. The Stieltjes inversion formula shows that the Plancherel measure is supported on $\left[\gamma_{-}, \gamma_{+}\right]$if $n \geqq r$ and on $\left[\gamma_{-}, \gamma_{+}\right] \cup\{-1 /(r-1)\}$ if $n<r$. On $\left[\gamma_{-}, \gamma_{+}\right], \mu$ is absolutely continuous with respect to Lebesgue measure, with density

$$
\frac{n \sqrt{\left(\gamma_{+}-x\right)\left(x-\gamma_{-}\right)}}{2 \pi(1-x)(x+1 /(r-1))},
$$

(cf. [7], [8], [14]).
$\S$ 4.3. When $|J|=2$, write $\alpha=\beta_{1}, \beta=\beta_{2}, r=r_{1}, s=r_{2}, x_{0}=(\alpha(r-2)$ $+\beta(s-2)) / 2$ and $t=z-x_{0}$. Then (4.3) becomes

$$
2 t=\sqrt{w^{2}-2 \alpha(r-2) w+\alpha^{2} r^{2}}+\sqrt{w^{2}-2 \beta(s-2) w+\beta^{2} s^{2}},
$$

and solving for $S(z)=1 / w$, we obtain

$$
S(z)=\frac{-x_{0} t^{2}+(\alpha(r-2)-\beta(s-2))\left(\alpha^{2} r^{2}-\beta^{2} s^{2}\right) / 8+t Q(t)}{\left(t^{2}-\left(\frac{\alpha r-\beta s}{2}\right)^{2}\right)\left(t^{2}-\left(\frac{\alpha r+\beta s}{2}\right)^{2}\right)}
$$

where $Q(t)$ is the square root of

$$
\begin{aligned}
& t^{4}-\frac{1}{2}\left((\alpha r-\beta s)^{2}+4 \alpha \beta(r+s-2)\right) t^{2} \\
& \quad+(\alpha r-\beta s)^{4} / 16+\alpha \beta\left[(r+s-2)(\alpha r-\beta s)^{2}+2 \alpha \beta(r-s)^{2}\right] / 2 \\
& \quad=\left(t^{2}-\rho_{+}\right)\left(t^{2}-\rho_{-}\right)
\end{aligned}
$$

where

$$
\rho_{ \pm}=\left(\frac{\alpha r-\beta s}{2}\right)^{2}+\alpha \beta(r+s-2) \pm 2 \alpha \beta \sqrt{(r-1)(s-1)} .
$$

Notice that $0 \leqq \rho_{-}<\rho_{+}$. Let $\gamma$ and $\delta$ be the positive square roots of $\rho_{-}$ and $\rho_{+}$respectively. Now $Q(t)$ must be positive if $|t|>\delta$ and negative if $|t|<\gamma$. It follows that $S$ has a removable singularity at $t=(\alpha r+\beta s) / 2$, a pole $t=-(\alpha r+\beta s) / 2$ with residue $1-1 / r-1 / s$, and a pole with residue $|1 / r-1 / s|$ at either $\mid(\alpha r-\beta s) / 2$, if $(r-s)(\alpha r-\beta s) \leqq 0$, or at $-|(\alpha r-\beta s) / 2|$, if $(r-s)(\alpha r-\beta s) \geqq 0$. By the Stieltjes Inversion formula, the Plancherel measure $\mu$ is supported by $\left[x_{0}-\delta, x_{0}-\gamma\right] \cup\left[x_{0}+\gamma, x_{0}+\delta\right] \cup\left\{x_{1}, x_{2}\right\}$, where $x_{1}=x_{0}-(\alpha r+\beta s) / 2=-(\alpha+\beta)$ and $x_{2}=x_{0}+(\alpha r-\beta s) / 2$ or $x_{0}-(\alpha r-\beta s) / 2$. For $\gamma \leqq\left|x-x_{0}\right| \leqq \delta, \mu$ is absolutely continuous with respect to Lebesgue measure, with density

$$
\frac{\left|x-x_{0}\right| \sqrt{\left(\delta^{2}-\left(x-x_{0}\right)^{2}\right)\left(\left(x-x_{0}\right)^{2}-\gamma^{2}\right)}}{\pi\left(\left(\frac{\alpha r+\beta s}{2}\right)^{2}-\left(x-x_{0}\right)^{2}\right)\left(\left(x-x_{0}\right)^{2}-\left(\frac{\alpha r-\beta s}{2}\right)^{2}\right)} .
$$

Finally, $\mu\left(\left\{x_{1}\right\}\right)=1-1 / r-1 / s$ and $\mu\left\{x_{2}\right\}=|1 / r-1 / s|$ (cf. [5]).

## §5. The resolvent for quotient groups and amalgams

§5.1. Let $G$ be the free product with amalgamation $*_{H} G_{j}$ of a finite or countable family of discrete groups $G_{j}$ having a common finite normal subgroup $H$. There is a natural isomorphism between $G / H$ and the free product of the groups $G_{j} / H$. We shall now show that the study of the random walk associated with an $H$-invariant probability on $G$ can thus be reduced to the study of a random walk on this free product. To this end, it is convenient to generalize the problem and consider any discrete group $G$ having a finite normal subgroup $H$. We also consider a measure on $G$ which is a convex combination of an $H$-invariant probability on $G$ and an arbitrary probability on the finite subgroup $H$.

Thus let $G$ be a discrete group with finite normal subgroup $H$ of order $d$. We write $\bar{x}$ for $x H \in G / H$. Let $\tilde{p}_{1}$ be a probability measure on $G / H$, with resolvent $\tilde{R}_{1}(z)$. Define a probability $p_{1}$ on $G$ by $p_{1}(x)=(1 / d) \tilde{p}_{1}(\bar{x})$. Let $p_{2}$ be a probability measure on $H$ with resolvent $R_{2}(z)$. We define $p_{2}(x)=0$ for $x \in G \backslash H$. Let $\alpha, \beta \geqq 0$ with $\alpha+\beta=1$, and let $p(x)=\alpha p_{1}(x)$ $+\beta p_{2}(x)$. Denote by $\tilde{X}_{1}, X_{2}$ and $X$ the spectra of $\tilde{p}_{1}, p_{2}$ and $p$ respectively.

Theorem 3. Let $R(z)$ be the resolvent of the probability measure $p$ described above. If $\alpha, \beta>0$ and if $z \notin\left(\beta+\alpha \tilde{X}_{1}\right) \cup \beta X_{2}$ then

$$
R(z, x)=\left\{\begin{array}{l}
\alpha^{-1} d^{-1} \tilde{R}_{1}((z-\beta) / \alpha, \bar{x}) \quad \text { if } x \notin H  \tag{5.1}\\
\alpha^{-1} d^{-1}\left[\tilde{S}_{1}((z-\beta) / \alpha)-\alpha /(z-\beta)+\alpha d \beta^{-1} R_{2}\left(z \beta^{-1}, x\right)\right] \\
\text { if } x \in H
\end{array}\right.
$$

If $\alpha=1$ and $\beta=0$, and if $z \notin \tilde{X}_{1} \cup\{0\}$, then

$$
R(z, x)= \begin{cases}d^{-1} \tilde{R}_{1}(z, \bar{x}) & \text { if } x \notin H  \tag{5.2}\\ d^{-1} \tilde{S}_{1}(z)-d^{-1} z^{-1}+z^{-1} \delta_{e}(x) & \text { if } x \in H\end{cases}
$$

Proof. Write $\lambda=(z-\beta) / \alpha$. Let $f(x)$ denote the function defined by the right hand side of (5.1). Notice that $f(h x)=f(x)$ if $h \in H$ and $x \in G \backslash H$ and that $\sum_{k \in H} f(h)=\tilde{S}_{1}(\lambda) / \alpha$. Let $V$ be a set of coset representations of $H$ in $G$. Then

$$
\begin{aligned}
\left(p_{1} * f\right)(x) & =\sum_{v \in V} \sum_{n \in H} p_{1}(v h) f\left(h^{-1} v^{-1} x\right) \\
& =\frac{1}{\alpha d} \sum_{v \in V, \bar{v} \neq \bar{x}} \tilde{p}_{1}(\bar{v}) \tilde{R}_{1}\left(\lambda, \bar{v}^{-1} \bar{x}\right)+\tilde{p}_{1}(\bar{x}) \tilde{S}_{1}(\lambda) / \alpha d \\
& =\frac{1}{\alpha d}\left(\tilde{p}_{1} * \tilde{R}_{1}(\lambda)\right)(\bar{x}) .
\end{aligned}
$$

Also,

$$
\begin{aligned}
(p * f)(x) & =\sum_{n \in H} p_{2}(h) f\left(h^{-1} x\right) \\
& = \begin{cases}f(x)=\frac{1}{\alpha d} \tilde{R}_{1}(\lambda, \bar{x}) & \text { if } x \in G \backslash H \\
\left(p_{2} * f\right)(x) & \text { if } x \in H\end{cases}
\end{aligned}
$$

Thus

$$
(p * f)(x)=\frac{1}{d}\left(\tilde{p}_{1} * \tilde{R}_{1}(\lambda)\right)(\bar{x})+{ }_{\alpha d}^{\beta} \tilde{R}_{1}(\lambda, \bar{x})=z f(x) \quad \text { if } x \notin H .
$$

If $x \in H$, then

$$
\begin{aligned}
\left(p_{\mathrm{t}}^{*} * f\right)(x) & =\frac{1}{d}\left(\tilde{p}_{1} * \tilde{R}_{1}(\lambda)\right)(\bar{e})+\beta\left(p_{2} * f\right)(x) \\
& =d^{-1}\left(\lambda \tilde{S}_{1}(\lambda)-1\right)+\beta\left[\frac{1}{\alpha d}\left(\tilde{S}_{1}(\lambda)-\frac{1}{\lambda}\right)+\frac{1}{\beta}\left(p_{2} * R_{2}\left(\frac{z}{\beta}\right)\right)(x)\right] \\
& =\frac{z}{\alpha d}\left(\tilde{S}_{1}(\lambda)-\frac{1}{\lambda}\right)+\left(p_{2} * R_{2}\left(\frac{z}{\beta}\right)\right)(x) \\
& =z f(x)-\delta_{e}(x)
\end{aligned}
$$

Now notice that $f$ is the sum of two functions, $f=\phi+\psi$, say, where $\phi$ has support in $H$ and $\psi$ is $H$-invariant and corresponds to a bounded
convolution operator on $\ell^{2}(G / H)$. Standard arguments show that $f$ defines a bounded convolution operator on $\ell^{2}(G)$. This proves the first part of the theorem. The second part is proved in exactly the same way or by taking limits in (5.1) and $\beta \rightarrow 0$.

Now let $G_{j}$ be a family of discrete groups containing a common normal finite subgroup $H$. Let $G$ be the amalgamated product $*_{H} G_{j}$ and $F$ the free product $* G_{j} / H$. Let $q_{j}$ be an $H$-invariant probability measure on $G_{j}$ for each $j$, and $p_{1}=\Sigma \alpha_{j} q_{j}$ where $\alpha_{j}>0$ and $\Sigma \alpha_{j}=1$. Write $\tilde{p}_{1}$ and $\tilde{q}_{j}$ for the corresponding probabilities on $F$ and $G_{j} / H$ respectively. Moreover, let $p_{2}$ be a probability measure on $H$ and form $p=\alpha p_{1}+\beta p_{2}$.

Corollary. The resolvent of the probability measure $p$ on $G=*_{H} G_{j}$ is given by Theorem 3, where the resolvent $\tilde{R}_{1}$ of $\tilde{p}_{1}$ is expressed in terms of the resolvents of the $\tilde{q}_{j}$ using Theorem 1 .

Before giving an example of the situation described in the corollary, let us make some remarks about the spectrum $X$ of $p$.

By Theorem 3, we have $X \subseteq\left(\beta+\alpha \tilde{X}_{1}\right) \cup \beta X_{2}$. If the probabilities $\tilde{p}_{1}$ and $p_{2}$ of Theorem 3 are symmetric, we can be more specific. Indeed, let $\tilde{\mu}_{1}, \mu_{2}$ and $\mu$ be the Plancherel measures of $\tilde{p}_{1}, p_{2}$ and $p$ respectively. For the sake of clarity we state explicitly the following elementary lemma which describes $\mu_{2}$.

Lemma. Let $\lambda_{1}=1, \lambda_{2}, \cdots, \lambda_{r}$ be the distinct eigenvalues of the convolution operator $f \mapsto p_{2} * f$ on $\ell^{2}(H)$, with corresponding multiplicities $n_{1}(\geqq 1), n_{2}, \cdots, n_{r}$. Then $\mu_{2}=\sum_{j=1}^{r}\left(n_{j} / d\right) \delta_{\lambda_{j}}$. Furthermore, $n_{1}=1$ if and only if the support of $p_{2}$ generates $H$.

Proof. Let $q_{j}$ be the function in the algebra $A^{*}$ generated by $p_{2}$ such that $\hat{q}_{j}\left(\lambda_{k}\right)=\delta_{j k}$. Then clearly $R_{2}(z)=\sum_{1}^{r}\left(z-\lambda_{j}\right)^{-1} q_{j}$, and so $\mu_{2}=$ $\sum_{1}^{r} q_{j}(e) \delta_{\lambda_{j}}$. On the other hand, $f \mapsto q_{j} * f$ is the orthogonal projection $\ell^{2}(H)$ onto $V_{j}=\left\{f: p_{2} * f=\lambda_{j} f\right\}$, and thus $n_{j}=\operatorname{Trace}\left(q_{j}\right)=\sum_{x \in H}\left\langle q_{j} * \delta_{x}, \delta_{x}\right\rangle=$ $d q_{j}(e)$. If $K$ is the subgroup of $H$ generated by the support of $p_{2}$, then the characteristic function of any right coset $K x$ of $K$ in $H$ is in $V_{1}$. Thus $n_{1} \geqq|H| /|K|$. To see that equality holds see, e.g., Proposition I. 6.2 of [18].

Corollary 1. If $\tilde{p}_{1}$ and $p_{2}$ in Theorem 3 are symmetric and if $\alpha, \beta>0$, then the Plancherel measure of $p$ is given by

$$
\begin{equation*}
\mu=\frac{1}{d} \nu+\frac{n_{1}-1}{d} \delta_{\beta}+\sum_{2}^{r} \frac{n_{j}}{d} \delta_{\beta \lambda_{j}}, \tag{5.3}
\end{equation*}
$$

where $\nu(A)=\tilde{\mu}_{1}((A-\beta) / \alpha)$ for any Borel set $A \subseteq \boldsymbol{R}$. If, however, $\alpha=1$ and $\beta=0$, then

$$
\begin{equation*}
\mu=\frac{1}{d} \tilde{\mu}_{1}+\left(1-\frac{1}{d}\right) \delta_{0} . \tag{5.4}
\end{equation*}
$$

Proof. If we take $x=e$ in (5.1) and use the lemma, we see that

$$
\int_{R} \frac{d \mu(t)}{z-t}=\frac{1}{d} \int_{R} \frac{d \tilde{\mu}_{1}(t)}{z-(\alpha t+\beta)}+\frac{\left(n_{1}-1\right) / d}{z-\beta}+\sum_{2}^{r}-\frac{n_{j} / d}{z-\beta \lambda_{j}}
$$

when $\alpha, \beta>0$. Thus (5.3) follows from the Stieltjes Inversion Formula. For the same reasons, (5.4) holds.

Corollary 2. With notation as above, if $\alpha, \beta>0$ then the spectrum $X$ of $p$ is $\left(\alpha \tilde{X}_{1}+\beta\right) \cup \beta X_{2}$, with the possible exception of the point $\beta$ (if $n_{1}=1$ and $0 \notin \tilde{X}_{1}$ ). The spectral radius $r$ of $p$ is $\alpha \tilde{r}_{1}+\beta$ if $\tilde{r}_{1}$ is that of $\tilde{p}_{1}$.

Proof. This is immediate from formulas (5.3) and (5.4).

## §5.2. Application to local limit theorems

Let us briefly point out how Theorem 3 may be used to obtain a local limit theorem for $p$ if sufficient is known about the resolvent of $\tilde{p}_{1}$.

In the notation of Theorem 3, if $\alpha=1$ and $\beta=0$, we see from (5.2), or directly, that $p^{* n}(x)=d^{-1} \tilde{p}_{1}^{* n}(\bar{x})$ for all $x \in G$ and $n \geqq 1$. The asymptotic behaviour of $p^{* n}(x)$ as $n \rightarrow \infty$ is therefore known once we know that of $\tilde{p}_{1}^{* n}(\bar{x})$.

When $\alpha, \beta>0$, the relationship between $p^{* n}(x)$ and $\tilde{p}_{1}^{* n}(\bar{x})$ and $p_{1}^{* n}(x)$ is more complicated. Suppose, for simplicity, that $\tilde{p}_{1}$ is symmetric. If $\tilde{r}_{1}$ denotes the spectral radius of $\tilde{p}_{1}$, then it is clear from (5.1) that $R(z, x)$ is analytic for $|z|>r=\beta+\alpha \tilde{r}_{1}$. Furthermore, $z=r$ is the only singularity of $R(z, x)$ on the circle $|z|=r$, because $\left|\beta-\alpha \tilde{r}_{1}\right|<r$ and $\beta<r$. Suppose now that, as was the case in Theorem $2, \tilde{R}_{1}(1 / z, \bar{x})$ has a Puiseux expansion $\tilde{R}_{1}(1 / z, \bar{x})=B_{0}+B_{1} \sqrt{1-z \tilde{r}_{1}}+\cdots$ for $z$ near $1 / \tilde{r}_{1}$ where $B_{1}=B_{1}(\bar{x})$ $<0$. Then by (5.1), $R(1 / z, x)$ has a Puiseux expansion $R(1 / z, x)=C_{0}+$ $C_{1} \sqrt{1-z r}+\cdots$ for $z$ near $1 / r$, where $C_{1}=\alpha^{-1} d^{-1} B_{1}(1-\beta / r)^{-1 / 2}$. By Darboux's Theorem again, we have

$$
p^{* n}(x)=\frac{-C_{1}}{2 \sqrt{\pi}} n^{-3 / 2} r^{n}\left[1+O\left(\frac{1}{n}\right)\right] \quad \text { as } n \rightarrow \infty
$$

## § 5.3. Application to orthogonal polynomials

Let us consider the sequence $\left\{p_{n}\right\}$ of orthogonal polynomials associated with the Plancherel measure $\mu$ of a symmetric probability $p$ on a discrete group $G$. For $G$ and $p$ as in Section 4.2, the polynomials $\left\{p_{n}\right\}$ have been studied in [7] and [14], and they are shown to be combinations of Chebyshev polynomials. The polynomials corresponding to the $G$ and $p$ of Section 4.3 (with $\alpha=\beta=1$ ) are more complicated and were described in [5].

When $G$ and $p$ are as in Theorem 3, the Plancherel measure $\mu$ is obtained from that of $\tilde{p}_{1}$ by Corollary 1 above, and so the orthogonal polynomials associated with $\mu$ may be calculated by successive applications of the following general proposition.

Proposition. Let $\left\{q_{n}\right\}$ be the monic orthogonal polynomials relative to a measure $\nu$ on $\boldsymbol{R}$. Form the measure $\mu=a \nu+b \delta_{c}$, where $a, b>0$, $a+b=1$ and where $\delta_{c}$ is the unit mass at $c \in \boldsymbol{R}$. Then the monic orthogonal polynomials $\left\{p_{n}\right\}$ relative to $\mu$ are given by

$$
\begin{align*}
& p_{n}(x)=\sigma_{n}\left[\sum_{k=0}^{n-1} \frac{q_{k}(c)}{\left\|q_{k}\right\|^{2}} q_{k}(x)\right]+q_{n}(x) \quad \text { in } n \geqq 1 \\
& =\frac{\sigma_{n}}{\left\|q_{n-1}\right\|^{2}}\left[\frac{q_{n}(x) q_{n-1}(c)-q_{n-1}(x) q_{n}(c)}{x-c}\right]+q_{n}(x) \quad \text { if also } x \neq c, \tag{5.5}
\end{align*}
$$

where $\left\|q_{k}\right\|^{2}=\int_{R} q_{k}(x)^{2} d \nu(x)$ and

$$
\begin{equation*}
\sigma_{n}=-b q_{n}(c)\left[a+b \sum_{k=0}^{n-1} \frac{q_{k}(c)^{2}}{\left\|q_{k}\right\|^{2}}\right]^{-1} \tag{5.6}
\end{equation*}
$$

Proof. Define $p_{n}$ for $n \geqq 1$ by the first equation in (5.5), where $\sigma_{n}$ is given by (5.6). For $n \geqq 1$, we have

$$
\begin{aligned}
\int_{R} p_{n}(x) d \mu & =a \int_{R} p_{n}(x) d \nu+b p_{n}(c) \\
& =a \sigma_{n}+b \sigma_{n}\left[\sum_{0}^{n-1} q_{k}(c)^{2}\left\|q_{k}\right\|^{-2}\right]+b q_{n}(c) \\
& =0 .
\end{aligned}
$$

Furthermore, if $n>m \geqq 1$, then

$$
\begin{aligned}
\int_{R} p_{n}(x) p_{m}(x) d \mu & =a \int_{R} p_{n}(x) p_{m}(x) d \nu+b p_{n}(c) p_{m}(c) \\
& =a \sigma_{n} \sigma_{m}\left[\sum_{0}^{m-1} \frac{q_{k}(c)^{2}}{\left\|q_{k}\right\|^{2}}\right]+a \sigma_{n} q_{m}(c)+b p_{n}(c) p_{m}(c)
\end{aligned}
$$

$$
\begin{aligned}
& =a \sigma_{n} p_{m}(c)+b p_{n}(c) p_{m}(c) \\
& =0,
\end{aligned}
$$

because $a \sigma_{n}+b p_{n}(c)=0$. Thus $\left\{p_{n}\right\}$ are the monic orthogonal polynomials for $\mu$. The second equation in (5.5) follows from the first by the ChristoffelDarboux formula [21, Theorem 3.2.2].

Example. Let $G$ be the free product of $n$ copies of the cyclic group $Z_{r d}$ with the common subgroup $\boldsymbol{Z}_{d}$ amalgamated. Define $p$ by $p(x)=$ $1 / d n(r-1)$ if $x$ is an element of one of the copies of $\boldsymbol{Z}_{r d}$ but $x \notin \boldsymbol{Z}_{d}$, and set $p(x)=0$ for all other $x \in G$. Then $p(x)=(1 / d) \tilde{p}_{1}(\bar{x})$, where $\tilde{p}_{1}$ is the probability on $G / Z_{d}$ ( $=$ the free product $n$ copies of $\boldsymbol{Z}_{r}$ ) discussed in Section 4.2. The Plancherel measure is given by (5.4) and the orthogonal polynomials $\left\{q_{n}\right\}$ for $\tilde{\mu}_{1}$ may be expressed simply as a combination of Chebyshev polynomials of the second kind (see the lemma in [14]). Thus by the above proposition with $\nu=\tilde{\mu}_{1}, c=0, a=1 / d$ and $b=1-1 / d$, the orthogonal polynomials $\left\{p_{n}\right\}$ for the Plancherel measure $\mu$ of $p$ are explicitly expressible in terms of these Chebyshev polynomials.

Example. $S L_{2}(Z) \cong Z_{4} *_{Z_{2}} Z_{6}$ [19, p. 11]. The orthogonal polynomials for a natural probability on $S L_{2}(\boldsymbol{Z}) / Z_{2} \cong \boldsymbol{Z}_{2} * \boldsymbol{Z}_{3}$ are described in [5]. Thus the above proposition describes the orthogonal polynomials for the corresponding $Z_{2}$-invariant probability on $S L_{2}(Z)$.

## Note.

During the final preparation of this manuscript, the authors were informed by W. Woess that he had also recently proved a formula for the resolvent for probabilities on the free product of discrete groups. His methods, which involve the study of several auxiliary functions, and his applications are different however.
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