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1. Introduction. In this paper, we consider the question of the preservation of convexity of the Cauchy problem for fully nonlinear integro-differential equation

$$
\begin{equation*}
u_{t}=F\left(\nabla^{2} u, \nabla u, u, x, t\right)+\mathbb{B} u, \quad(x, t) \in \mathbb{R}^{n} \times[0, T] \tag{1.1}
\end{equation*}
$$

where $F=F(r, p, u, x, t)$ is a given function in $\Gamma=\mathcal{S}^{n} \times \mathbb{R}^{n} \times \mathbb{R} \times \mathbb{R}^{n} \times[0, T], \mathcal{S}^{n}$ denotes the space of real symmetric $n \times n$ matrices, and $\mathbb{B} u$ is a integro-differential operator as follows

$$
\begin{equation*}
\mathbb{B} u=\lambda(t) \int_{0}^{1}(u(x+\psi(x, t, \eta), t)-u(x, t)-\psi(x, t, \eta) \cdot \nabla u(x, t)) d \eta, \tag{1.2}
\end{equation*}
$$

here $\lambda(t)$ is a given nonnegative function, $\psi(x, t, \eta)$ is a given function in $\mathbb{R}^{n} \times[0, T] \times$ $[0,1]$.

Equations (1.1) are second order fully nonlinear integro-differential equations of parabolic type. These equations are derived from the pricing problem of financial derivatives and optimal portfolio selection problem in a market where underlying assets prices are modeled by a Lévy process $S(\tau)$ (Chapter 9 in [14], see also [6], [16] and [3]). A typical example for the European option pricing problem in one-dimensional is as follows. Let $\left(W_{\tau}\right)_{\tau \geq 0}$ be the standard Brownian motion, $\left(N_{\tau}\right)_{\tau \geq 0}$ be Poisson process with parameter $\lambda$ and $\left(U_{j}\right)_{j \geq 1}$ be a sequence of square integrable independent, identically distributed random variables, with values in $(-1,+\infty)$. Assume the Lévy process $S(\tau)$ evolves according to the following stochastic differential equation

$$
\begin{equation*}
\mathrm{d} S(\tau)=S(\tau)\left(\mu \mathrm{d} \tau+\sigma \mathrm{d} W_{\tau}+\mathrm{d}\left(\sum_{j=1}^{N_{\tau}} U_{j}\right)\right) \tag{1.3}
\end{equation*}
$$

where $\mu, \sigma$ are the drift and volatility respectively. Furthermore, we assume the processes $\left(W_{\tau}\right)_{\tau \geq 0},\left(N_{\tau}\right)_{\tau \geq 0},\left(U_{j}\right)_{j \geq 1}$ are independent. Let $\hat{p}(\xi)$ be the probability density function of random variable $U_{1}$, thus price function $V(s, \tau)$ of European option with finite horizon $T$ satisfies the following linear equation

$$
\begin{equation*}
\frac{\partial V}{\partial \tau}+\frac{\sigma^{2}}{2} s^{2} \frac{\partial^{2} V}{\partial s^{2}}+(r-\lambda k) s \frac{\partial V}{\partial s}-(r+\lambda) V+\lambda \int_{-1}^{\infty} V(s(1+\xi), \tau) \hat{p}(\xi) d \xi=0 \tag{1.4}
\end{equation*}
$$

[^0]$(s, \tau) \in(0, \infty) \times[0, T)$, where $k=\int_{-1}^{\infty} \xi \hat{p}(\xi) d \xi$ and $V(s, T)=$ payoff. Moreover, if we change variables to $x=\ln s, t=T-\tau$ and $u(x, t)=V(s, \tau)$ we get
\[

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\frac{\sigma^{2}}{2} \frac{\partial^{2} u}{\partial x^{2}}+\left(r-\lambda k-\frac{\sigma^{2}}{2}\right) \frac{\partial u}{\partial x}-(r+\lambda) u+\lambda \int_{-\infty}^{\infty} u(x+\eta, t) p(\eta) d \eta \tag{1.5}
\end{equation*}
$$

\]

$(x, t) \in \mathbb{R} \times(0, T]$, here $p(\eta)=e^{\eta} \hat{p}\left(e^{\eta}-1\right)$.
When we consider the option pricing with transaction costs and the optimal portfolio selection problem, the related equations become nonlinear equations, such as Hamilton-Jacobi-Bellman equations ([17], [2] and [3]).

The convexity preserving is connected to certain monotonicity properties of the option price with respect to volatility and other parameters in model ([7], [8] and references therein). This robustness properties motivates the study of convexity preserving. On the other hand, convexity of solution has important applications in the financial market completeness and super-replication ([15], [18]). We refer [11, 5, 4] for applications of convexity principles in differential geometry.

The problem of convexity preserving for solutions of linear equations has been studied extensively ([12], [7], [8] and references therein). In [12], S. Janson and J. Tysk obtained convexity preserving for linear parabolic differential equations. In [7] and [8], E. Ekstrom and J. Tysk discussed convexity preserving in the case of one spatial variable and several spatial variables for linear parabolic integro-differential equations. S. Lenhart [13] discussed the a-priori estimate and existence for strong solutions of linear parabolic integro-differential equations.

The main focus of this paper is to study the preservation of convexity of fully nonlinear parabolic integro-differential equation (1.1). We address both macro and micro convexity properties of solution to equation (1.1). We assume $F=F(r, p, u, x, t)$ is elliptic in the sense that

$$
\begin{equation*}
\left(\frac{\partial F}{\partial r_{\alpha \beta}}\left(\nabla^{2} u, \nabla u, u, x, t\right)\right)>0, \quad \forall(x, t) \in \mathbb{R}^{n} \times[0, T] . \tag{1.6}
\end{equation*}
$$

Suppose the function $\psi=\psi(x, t, \eta) \in C^{2}\left(\mathbb{R}^{n}\right)$ and $\psi$ satisfies conditions

$$
\begin{equation*}
\psi^{t} A \psi_{z z} \geq 0 \tag{1.7}
\end{equation*}
$$

for any semi-positive definite matrix $A$ and for any unit direction $z \in \mathbb{R}^{n}$ (where $\psi^{t}$ is the transport of $\psi$ and $\left.\psi_{z z}=\psi_{x_{i} x_{j}} z_{i} z_{j}\right)$, and

$$
\begin{equation*}
|\psi(x, t, \eta)| \leq M(1+|x|),\left|\nabla_{x} \psi(x, t, \eta)\right| \leq M,\left|\nabla_{x x}^{2} \psi(x, t, \eta)\right| \leq \frac{M}{1+|x|} \tag{1.8}
\end{equation*}
$$

In this paper, we consider the Cauchy problem for equation (1.1) with given initial date $u(x, 0), x \in \mathbb{R}^{n}$. Define

$$
C_{p o l}=\cup_{m, M>0}\left\{u \in C\left(\mathbb{R}^{n} \times[0, T]\right)| | u(x, t) \mid \leq M\left(1+|x|^{m}\right)\right\} .
$$

We would like to find conditions on the functions $F(r, p, u, x, t)$ and $\psi(x, t, \eta)$ that guarantee that $C_{p o l}$ solutions to the equation (1.1) remain convex if the initial condition is a convex function. Throughout this paper, we say $u(x, t)$ is convex means that $u(x, t)$ is a convex function in the spatial variable $x$ for each $t$ fixed.

We now state our main results. The first is of macro nature.

ThEOREM 1.1. Assume (1.7) and (1.8) hold. Suppose the function $F=$ $F(r, p, u, x, t) \in C^{2,1}(\Gamma)$ satisfies conditions (1.6) and
$n=1, F(0, p, u, x, t) \quad$ is locally convex in $(p, u, x)$ for each $t$ fixed, or
$n \geq 2, F(r, p, u, x, t) \quad$ is locally convex in $(r, p, u, x)$ for each $t$ fixed.
If $u \in C^{4,2}$ is a solution of equation (1.1), $\nabla^{2} u \in C_{p o l}$, and there are constant $M$ such that

$$
\begin{aligned}
& \quad\left|F^{r_{i j}}\left(\nabla^{2} u, \nabla u, u, x, t\right)\right| \leq M\left(1+|x|^{2}\right), \quad\left|F^{p_{k}}\left(\nabla^{2} u, \nabla u, u, x, t\right)\right| \leq M(1+|x|) \\
& (1.10 \neq)^{u}\left(\nabla^{2} u, \nabla u, u, x, t\right) \leq M
\end{aligned}
$$

Then $u(x, t)$ is convex provided the initial date $u(x, 0)$ is convex.
The following is a micro-convexity result for solutions of equation (1.1). In this case, conditions in Theorem 1.1 can be relaxed.

ThEOREM 1.2. Suppose $F=F(r, p, u, x, t) \in C^{2,1}\left(\mathcal{S}^{n} \times \mathbb{R}^{n} \times \mathbb{R} \times \Omega \times(0, T)\right)$ for some domain $\Omega \subset \mathbb{R}^{n}$ and for some $T>0$, and suppose $F$ satisfies conditions (1.6), (1.9) and (1.7). Let $u \in C^{4,2}$ be a convex solution of equation (1.1), then at each time $t>0$, rank of $\nabla_{x}^{2} u(x, t)$ is constant. If let $l(t)=\min _{x \in \Omega}\left\{\right.$ rank of $\left.\nabla_{x}^{2} u(x, t)\right\}$, then $l(s) \leq l(t)$ for any $s \leq t<T$.

The rest of this paper is organized as follows. In section 2, we prove Theorem 1.2 following arguments in [4]. We prove Theorem 1.1 in section 3. The last section is devoted to preservation of convexity of solutions for parabolic Bellman equations.
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2. A Constant Rank Theorem. In this section, we consider second order fully nonlinear differential equations of parabolic type

$$
\begin{equation*}
u_{t}=F\left(\nabla^{2} u, \nabla u, u, x, t\right), \quad(x, t) \in \Omega \times[0, T] \tag{2.1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{n}$ is a domain. We assume $u \in C^{4,2}(\Omega \times[0, T])$ is a convex solution of equation (2.1) and will prove a constant rank theorem.

Let $W(x, t)=\nabla^{2} u(x, t)$ and $l=\min _{(x, t) \in \Omega \times[0, T]} \operatorname{rank}\left(\nabla^{2} u(x, t)\right)$. We may assume $l \leq n-1$. We define for $W=\left(u_{i j}\right) \in \mathcal{S}^{n}$

$$
q(W)=\left\{\begin{array}{lll}
\frac{\sigma_{l+2}(W)}{\sigma_{l+1}(W)}, & \text { if } & \sigma_{l+1}(W)>0  \tag{2.2}\\
0, & \text { if } & \sigma_{l+1}(W)=0
\end{array}\right.
$$

and

$$
\begin{equation*}
\phi=\sigma_{l+1}(W)+q(W) \tag{2.3}
\end{equation*}
$$

As in [4], we have
Proposition 2.1. Let $u \in C^{4,2}(\Omega \times[0, T])$ be a convex function and $W(x, t)=\left(u_{i j}(x, t)\right)$. Let $l=\min _{(x, t) \in \Omega \times[0, T]} \operatorname{rank}(W(x, t))$, then the function $q(x, t)=q(W(x, t))$ defined in (2.2) is in $C^{1+1,0+1}(\Omega \times[0, T])$.

For any $n$, we denote $\mathcal{S}^{n}$ to be the set of all real symmetric $n \times n$ matrices, and denote $\mathcal{S}_{+}^{n} \subset \mathcal{S}^{n}$ to be the set of all positive definite symmetric $n \times n$ matrices. Let $\mathbb{O}_{n}$ be the space consisting all $n \times n$ orthogonal matrices. Let $0 \leq l \leq n$ we define

$$
\mathcal{S}_{l}=\left\{\left.Q\left(\begin{array}{cc}
0 & 0 \\
0 & B
\end{array}\right) Q^{T} \quad \right\rvert\, \quad \forall Q \in \mathbb{O}_{n}, \forall B \in \mathcal{S}^{l}\right\}
$$

and for given $Q \in \mathbb{O}_{n}$,

$$
\mathcal{S}_{l}(Q)=\left\{\left.Q\left(\begin{array}{cc}
0 & 0 \\
0 & B
\end{array}\right) Q^{T} \quad \right\rvert\, \quad \forall B \in \mathcal{S}^{l}\right\}
$$

therefore $\mathcal{S}_{l}, \mathcal{S}_{l}(Q) \subset \mathcal{S}^{n}$ and $\mathcal{S}_{0}=0, \mathcal{S}_{n}=\mathcal{S}^{n}$. For any function $F(r, p, u, x, t)$, we denote

$$
\begin{align*}
& F^{\alpha \beta}=\frac{\partial F}{\partial r_{\alpha \beta}}, \quad F^{p_{k}}=\frac{\partial F}{\partial p_{k}}, \quad F^{u}=\frac{\partial F}{\partial u}, \quad F^{x_{i}}=\frac{\partial F}{\partial x_{i}} \\
& F^{\alpha \beta, \gamma \eta}=\frac{\partial^{2} F}{\partial r_{\alpha \beta} \partial r_{\gamma \eta}}, \quad F^{\alpha \beta, p_{k}}=\frac{\partial^{2} F}{\partial r_{\alpha \beta} \partial p_{k}}, \quad F^{\alpha \beta, u}=\frac{\partial^{2} F}{\partial r_{\alpha \beta} \partial u} \\
& F^{\alpha \beta, x_{k}}=\frac{\partial^{2} F}{\partial r_{\alpha \beta} \partial x_{k}}, \quad F^{p_{k}, p_{l}}=\frac{\partial^{2} F}{\partial p_{k} \partial p_{l}}, \quad F^{p_{k}, u}=\frac{\partial^{2} F}{\partial p_{k} \partial u} \\
& F^{p_{k}, x_{j}}=\frac{\partial^{2} F}{\partial p_{k} \partial x_{j}}, \quad F^{u, u}=\frac{\partial^{2} F}{\partial^{2} u}, \quad F^{u, x_{i}}=\frac{\partial^{2} F}{\partial u \partial x_{i}}, \quad F^{x_{i}, x_{j}}=\frac{\partial^{2} F}{\partial x_{i} \partial x_{j}} \tag{2.4}
\end{align*}
$$

Let $0 \leq l \leq n-1, B \in \mathcal{S}_{+}^{l}, A=B^{-1}$ and

$$
\tilde{B}=\left(\begin{array}{cc}
0 & 0 \\
0 & B
\end{array}\right), \quad \tilde{A}=\left(\begin{array}{cc}
0 & 0 \\
0 & A
\end{array}\right)
$$

For any fixed $Q \in \mathbb{O}_{n}$ and $\tilde{X}=(X, Y, z) \in \mathcal{S}_{l}(Q) \times \mathbb{R} \times \mathbb{R}^{n}$, we define a quadratic form

$$
\begin{align*}
Q^{*}(\tilde{X}, \tilde{X})= & \sum_{i, j, k, l=1}^{n}\left[F^{i j, k l} X_{i j} X_{k l}+2 F^{i j}\left(Q \tilde{A} Q^{T}\right)_{k l} X_{i k} X_{j l}\right]-2 \sum_{i, j=1}^{n} F^{i j, u} X_{i j} Y \\
& -2 \sum_{i, j, k=1}^{n} F^{i j, x_{k}} X_{i j} z_{k}+F^{u, u} Y^{2}+2 \sum_{i=1}^{n} F^{u, x_{i}} Y z_{i}+\sum_{i, j=1}^{n} F^{x_{i}, x_{j}} z_{i} z_{j}, \tag{2.5}
\end{align*}
$$

where $\quad F^{i j, k l}, F^{i j}, F^{u, u}, F^{i j, u}, F^{i j, x_{k}}, F^{u, x_{i}}, F^{x_{i}, x_{j}} \quad$ are evaluated at $\left(Q \tilde{B} Q^{T}, \nabla u(x, t), u, x, t\right)$. We assume

$$
\begin{equation*}
Q^{*}=Q^{*}\left(\tilde{X}^{m}, \tilde{X}^{m}\right) \geq 0, \quad m=1, \cdots, n-l \tag{2.6}
\end{equation*}
$$

for any fixed $0 \leq l \leq n-1, \tilde{B}, \tilde{A}, Q, \tilde{X^{m}}=\left(X, Y, z^{m}\right) \in \mathcal{S}_{l}(Q) \times \mathbb{R} \times \mathbb{R}^{n}$ and $z^{m}=\left(Q_{1 m}, \cdots, Q_{n m}\right)$.

Remark 2.2. Condition (2.6) is weaker than condition (1.9). In particular (2.6) is empty condition in $r$ when $n=1$.

Theorem 2.3. Suppose $F=F(r, p, u, x, t) \in C^{2,1}(\Gamma)$ and $F$ satisfies conditions (1.6) and (2.6). Let $u \in C^{4,2}$ be a convex solution of equation (2.1) in $\Omega \times[0, T)$.

For each $T>t>0$, let $l(t)$ be the minimal rank of $\nabla^{2} u(x, t)$ in $\Omega$. Then, the rank of $\nabla^{2} u(x, t)$ is constant for each $T>t>0$ and $l(s) \leq l(t)$ for all $s \leq t<T$.

Proof. The proof is similar to the proof of Theorem 3.2 in [4] with some minor modifications.

Let $u \in C^{4,2}$ be a convex solution of equation (2.1) and $W(x, t)=\left(u_{i j}(x, t)\right)$. For each $t_{0}>0$, suppose $W=\nabla^{2} u\left(x, t_{0}\right)$ attains minimal rank $l$ at some point $x_{0} \in \Omega$. We may assume $l \leq n-1$, otherwise there is nothing to prove. By continuity, $\sigma_{l}\left(u_{i j}(x, t)\right)>0$ in a neighborhood of $\left(x_{0}, t_{0}\right)$. As in [4], we pick an open neighborhood $\mathcal{O} \subset \Omega \times[0, T)$ of $\left(x_{0}, t_{0}\right)$, for any $(x, t) \in \mathcal{O}$, let $G=\{n-l+1, n-l+2, \ldots, n\}$ and $B=\{1, \ldots, n-l\}$ be the "good" and "bad" sets of indices for eigenvalues of $\nabla^{2} u(x, t)$ respectively.

Setting $\phi$ as (2.3), then we see from Proposition (2.1) that $\phi \in C^{1+1,0+1}(\mathcal{O})$,

$$
\phi(x, t) \geq 0, \phi\left(x_{0}, t_{0}\right)=0
$$

and there is a constant $C>0$ such that for all $(x, t) \in \mathcal{O}$,

$$
\begin{gathered}
\frac{1}{C} \sigma_{1}(B)(x, t) \leq \sigma_{l+1}(W)(x, t) \leq C \sigma_{1}(B)(x, t) \\
\frac{1}{C} \sigma_{1}(B)(x, t) \leq \phi(x, t) \leq C \sigma_{1}(B)(x, t)
\end{gathered}
$$

We will derive the following differential inequality (2.7) for $\phi$. Then this theorem follows from the strong maximum principle.

$$
\begin{equation*}
\sum F^{\alpha \beta} \phi_{\alpha \beta}(x, t)-\phi_{t}(x, t) \leq C_{1} \phi(x, t)+C_{2}|\nabla \phi(x, t)| . \tag{2.7}
\end{equation*}
$$

We shall fix a point $(y, \tau) \in \mathcal{O}$ and prove inequality $(2.7)$ at $(y, \tau)$. For each $(y, \tau) \in \mathcal{O}$ fixed, letting $\lambda_{1} \leq \lambda_{2} \ldots \leq \lambda_{n}$ be the eigenvalues of $W(y, \tau)=\left(u_{i j}(y, \tau)\right)$, we can rotate coordinate so that $W(y, \tau)=\left(u_{i j}(y, \tau)\right)$ is diagonal, and $u_{i i}(y, \tau)=$ $\lambda_{i}, i=1, \cdots, n$. We note that all quantities involving $g, q$ and $\phi$ are invariant under rotation.

Again, as in [4], we will avoid to deal with $\sigma_{l+1}(W)=0$ by considering for $W_{\epsilon}$ for $\epsilon>0$ sufficient small, with $W_{\epsilon}=W+\epsilon I, G_{\epsilon}=\left(\lambda_{n-l+1}+\epsilon, \ldots, \lambda_{n}+\epsilon\right)$, $B_{\epsilon}=\left(\lambda_{1}+\epsilon, \ldots, \lambda_{n-1}+\epsilon\right)$. We note that $W_{\epsilon}$ is the Hessian of function $u_{\epsilon}(x, t)=$ $u(x, t)+\frac{\epsilon}{2}|x|^{2}$. This function $u_{\epsilon}(x, t)$ satisfies equation

$$
\begin{equation*}
\left(u_{\epsilon}\right)_{t}-F\left(\nabla^{2} u_{\epsilon}, \nabla u_{\epsilon}, u_{\epsilon}, x, t\right)=-R_{\epsilon} \tag{2.8}
\end{equation*}
$$

where $R_{\epsilon}=R_{\epsilon}(x, t)=F\left(\nabla^{2} u_{\epsilon}, \nabla u_{\epsilon}, u_{\epsilon}, x, t\right)-F\left(\nabla^{2} u, \nabla u, u, x, t\right)$. Since $u \in C^{4,2}$, we have

$$
\begin{equation*}
\left|R_{\epsilon}\right| \leq C \epsilon, \quad\left|\nabla R_{\epsilon}\right| \leq C \epsilon, \quad\left|\nabla^{2} R_{\epsilon}\right| \leq C \epsilon, \quad \forall(x, t) \in \mathcal{O} \tag{2.9}
\end{equation*}
$$

We will work on equation (2.8) to obtain a differential inequality for $\phi_{\epsilon}$

$$
\begin{equation*}
\sum F^{\alpha \beta} \phi_{\alpha \beta}(y, \tau)-\phi_{t}(y, \tau) \leq C_{1} \phi(y, \tau)+C_{2}|\nabla \phi(y, \tau)|+O(\epsilon) \tag{2.10}
\end{equation*}
$$

The differential inequality (2.7) will follow from (2.10) by letting $\epsilon \rightarrow 0$. Set $v=u_{\epsilon}$, in the rest of this section, we will write $q$ for $q_{\epsilon}, W$ for $W_{\epsilon}, G$ for $G_{\epsilon}$ and $B$ for $B_{\epsilon}$
with the understanding that all the estimates will be independent of $\epsilon$. We note that $v$ satisfies equation (2.8).

We differentiate equation (2.8) in $x_{i}$, by (2.9), thereby obtaining equation

$$
\begin{equation*}
\sum_{\alpha \beta} F^{\alpha \beta} v_{\alpha \beta i}+\sum_{k} F^{p_{k}} v_{k i}+F^{v} v_{i}+F^{x_{i}}=v_{i, t}+O(\epsilon) \tag{2.11}
\end{equation*}
$$

and differentiate equation (2.8) twice with respect to the variables $x_{i}$ and $x_{j}$, we have

$$
\begin{aligned}
& \sum_{\alpha \beta} F^{\alpha \beta} v_{\alpha \beta i j}+\sum_{\alpha \beta} v_{\alpha \beta i}\left(\sum_{\gamma \eta} F^{\alpha \beta, \gamma \eta} v_{\gamma \eta j}+\sum_{k} F^{\alpha \beta, p_{k}} v_{k j}+F^{\alpha \beta, v} v_{j}+F^{\alpha \beta, x_{j}}\right) \\
& +\sum_{k} F^{p_{k}} v_{k i j}+\sum_{k} v_{k i}\left(\sum_{\alpha \beta} F^{p_{k}, \alpha \beta} v_{\alpha \beta j}+\sum_{l} F^{p_{k}, p_{l}} v_{l j}+F^{p_{k}, v} v_{j}+F^{p_{k}, x_{j}}\right) \\
& +F^{v} v_{i j}+v_{i}\left(\sum_{\alpha \beta} F^{v, \alpha \beta} v_{\alpha \beta j}+\sum_{l} F^{v, p_{l}} v_{l j}+F^{v, v} v_{j}+F^{v, x_{j}}\right) \\
& 12) \quad+\sum_{\alpha \beta} F^{x_{i}, \alpha \beta} v_{\alpha \beta j}+\sum_{k} F^{x_{i}, p_{k}} v_{k j}+F^{x_{i}, v} v_{j}+F^{x_{i}, x_{j}}=v_{i j, t}+O(\epsilon)
\end{aligned}
$$

A simple computation yields

$$
\begin{gathered}
\phi_{\alpha}=\frac{\partial \phi}{\partial x_{\alpha}}=\phi^{i j} v_{i j \alpha} \\
\phi_{\alpha \beta}=\frac{\partial^{2} \phi}{\partial x_{\alpha} \partial x_{\beta}}=\phi^{i j} v_{i j \alpha \beta}+\phi^{i j, k m} v_{i j \alpha} v_{k m \beta}
\end{gathered}
$$

and accordingly

$$
\begin{align*}
\sum F^{\alpha \beta} \phi_{\alpha \beta}= & \sum F^{\alpha \beta} \phi^{i j} v_{i j \alpha \beta}+\sum F^{\alpha \beta} \phi^{i j, k m} v_{i j \alpha} v_{k m \beta} \\
= & \sum F^{\alpha \beta} \phi^{i j, k m} v_{i j \alpha} v_{k m \beta}-\sum \phi^{i j} F^{p_{k}} v_{k i j} \\
& -\sum \phi^{i j}\left[F^{v} v_{i j}+2 \sum F^{\alpha \beta, p_{k}} v_{\alpha \beta i} v_{k j}+\sum F^{p_{k}, p_{l}} v_{k i} v_{l j}\right. \\
& \left.+2 \sum F^{p_{k}, v} v_{k i} v_{j}+2 \sum F^{p_{k}, x_{j}} v_{k i}\right] \\
& -\sum \phi^{i j}\left[F^{\alpha \beta, \gamma \eta} v_{\alpha \beta i} v_{\gamma \eta j}+2 \sum F^{\alpha \beta, v} v_{\alpha \beta i} v_{j}+2 \sum F^{\alpha \beta, x_{j}} v_{\alpha \beta i}\right. \\
& \left.+\sum F^{v, v} v_{i} v_{j}+2 \sum F^{v, x_{j}} v_{j}+\sum F^{x_{i} x_{j}}\right]+O(\epsilon)+\sum \phi^{i j} v_{i j, t} . \tag{2.13}
\end{align*}
$$

We note that $\phi_{t}=\sum \phi^{i j} v_{i j, t}$, equation (2.13) can be written as

$$
\begin{align*}
\sum F^{\alpha \beta} \phi_{\alpha \beta}-\phi_{t}= & \sum F^{\alpha \beta} \phi^{i j, k m} v_{i j \alpha} v_{k m \beta}-\sum \phi^{i j} F^{p_{k}} v_{k i j} \\
& -\sum \phi^{i j}\left[F^{v} v_{i j}+2 \sum F^{\alpha \beta, p_{k}} v_{\alpha \beta i} v_{k j}+\sum F^{p_{k}, p_{l}} v_{k i} v_{l j}\right. \\
& \left.+2 \sum F^{p_{k}, v} v_{k i} v_{j}+2 \sum F^{p_{k}, x_{j}} v_{k i}\right] \\
& -\sum \phi^{i j}\left[F^{\alpha \beta, \gamma \eta} v_{\alpha \beta i} v_{\gamma \eta j}+2 \sum F^{\alpha \beta, v} v_{\alpha \beta i} v_{j}+2 \sum F^{\alpha \beta, x_{j}} v_{\alpha \beta i}\right. \\
& \left.+\sum F^{v, v} v_{i} v_{j}+2 \sum F^{v, x_{j}} v_{j}+\sum F^{x_{i} x_{j}}\right]+O(\epsilon) . \tag{2.14}
\end{align*}
$$

We estimate for $i \in B$

$$
\begin{aligned}
& J_{i}=\left[\sum_{\alpha, \beta, \gamma, \eta \in G} F^{\alpha \beta, \gamma \eta} v_{i \alpha \beta} v_{i \gamma \eta}+2 \sum_{\alpha, \beta \in G} F^{\alpha \beta} \sum_{j \in G} \frac{1}{\lambda_{j}} v_{i j \alpha} v_{i j \beta}\right. \\
& \left.\quad+2 \sum_{\alpha, \beta \in G} F^{\alpha \beta, v} v_{i \alpha \beta} v_{i}+2 \sum_{\alpha, \beta \in G} F^{\alpha \beta, x_{i}} v_{i \alpha \beta}+F^{v, v} v_{i}^{2}+2 F^{v, x_{i}} v_{i}+F^{x_{i}, x_{i}}\right],
\end{aligned}
$$

where functions $F^{i j, k l}, F^{i j}, F^{u, u}, F^{i j, u}, F^{i j, x_{k}}, F^{u, x_{i}}, F^{x_{i}, x_{j}}$ are evaluated at

$$
\left(\nabla^{2} v(y, \tau), \nabla v(y, \tau), v(y, \tau), y, \tau\right)
$$

Since $F \in C^{2,1}$ and $v_{i j}=\delta_{i j} \lambda_{i}$ at $(y, \tau)$, we conclude that

$$
\begin{aligned}
J_{i}= & {\left[\sum_{\alpha, \beta, \gamma, \eta \in G} F^{\alpha \beta, \gamma \eta} v_{i \alpha \beta} v_{i \gamma \eta}+2 \sum_{\alpha, \beta, \gamma, \eta \in G} F^{\alpha \beta} \tilde{A}_{\gamma \eta} v_{i \alpha \gamma} v_{i \beta \eta}+2 \sum_{\alpha, \beta \in G} F^{\alpha \beta, v} v_{i \alpha \beta} v_{i}\right.} \\
& \left.+2 \sum_{\alpha, \beta \in G} F^{\alpha \beta, x_{i}} v_{i \alpha \beta}+F^{v, v} v_{i}^{2}+2 F^{v, x_{i}} v_{i}+F^{x_{i}, x_{i}}\right]+O(\phi)
\end{aligned}
$$

where $\quad F^{i j, k l}, F^{i j}, F^{u, u}, F^{i j, u}, F^{i j, x_{k}}, F^{u, x_{i}}, F^{x_{i}, x_{j}} \quad$ are evaluated at $(\tilde{B}, \nabla v(y, \tau), v(y, \tau), y, \tau)$ and $\tilde{B}=\operatorname{diag}\left(0, \cdots, 0, \lambda_{n-l+1}, \cdots, \lambda_{n}\right)$. Now let's set $X_{\alpha \beta}=0, \alpha \in B$ or $\beta \in B, X_{\alpha \beta}=v_{i \alpha \beta}$ otherwise, $Y=-v_{i}$ and $z_{k}=-\delta_{k i}$. Then $\left(X_{\alpha \beta}\right) \in \mathcal{S}_{l}$ (identity matrix). Noting all quantities are under a rotation $Q$. By condition (2.6), we infer that

$$
J_{i} \geq-C \phi
$$

Now the same argument in the proof of Theorem 3.2 in [4] yields (2.10). Taking $\epsilon \rightarrow 0$ and applying the strong maximum principle for parabolic equation, we conclude that $\phi$ vanishes everywhere $\Omega \times\left[0, t_{0}\right]$. In particular, $\sigma_{l+1}\left(u_{i j}(x, t)\right) \equiv 0$ in $\Omega \times\left[0, t_{0}\right]$. -

Let us come back to prove Theorem 1.2.
Proof of Theorem 1.2. Let

$$
\begin{equation*}
\tilde{F}(r, p, u, x, t)=F(r, p, u, x, t)+\lambda(t) \int_{0}^{1}(u(x+\psi(x, t, \eta), t)-u-\psi(x, t, \eta) \cdot p) d \eta \tag{2.16}
\end{equation*}
$$

then $\tilde{F}$ satisfies conditions conditions (1.6) and (2.6) whenever (1.7) holds and $u(x, t)$ is a convex function.
3. Convexity Preserving for Fully Nonlinear Parabolic Integrodifferential Equations. We prove Theorem 1.1 in this section. Since we are dealing the problem in the whole ambient space $\mathbb{R}^{n}$, we need certain growth conditions specified in Theorem 1.1 to construct a barrier to gain control at $\infty$.

Proof of Theorem 1.1. Suppose $u \in C^{4,2}\left(\mathbb{R}^{n} \times[0, T]\right)$ is a solution of equation (1.1), $\nabla^{2} u \in C_{p o l}$. Let m be an positive constant chosen so large that $\left|\nabla^{2} u(x, t)\right|=$ $O\left(1+|x|^{m}\right)$. Set $g(x)=\left(1+|x|^{2}\right)^{\frac{m}{2}+1+\alpha}, \alpha>0$ and $w(x, t)=e^{K t} g(x)$. Let $\epsilon>0$ and define

$$
u^{\epsilon}(x, t)=u(x, t)+\epsilon w(x, t)
$$

Let $\lambda(x, t)=\lambda_{\epsilon}(x, t)$ be the smallest eigenvalue of $\nabla^{2} u^{\epsilon}(x, t)$ and define

$$
E=\left\{(x, t) \in \mathbb{R}^{n} \times[0, T] \mid \lambda(x, t) \leq 0\right\}
$$

Suppose that $E \neq \emptyset$. Simple computation yields

$$
\nabla^{2} g(x) \geq\left(\left(1+|x|^{2}\right)^{\frac{m}{2}+\alpha} \delta_{i j}\right)
$$

therefore

$$
\lambda(x, t) \geq \epsilon e^{K t}\left(1+|x|^{2}\right)^{\frac{m}{2}+\alpha}-O\left(1+|x|^{m}\right)
$$

Hence there is a constant $R=R_{\epsilon}$ such that $\lambda(x, t)>0$ for $|x| \geq R$. Thus $E \subseteq$ $B_{R} \times[0, T]$ and is compact. Let

$$
t_{0}=\min \left\{t \geq 0 \mid(x, t) \in E \text { for some } x \in \mathbb{R}^{n}\right\}
$$

This minimum is attained and thus $\left(x_{0}, t_{0}\right) \in E$ and $\lambda\left(x_{0}, t_{0}\right) \leq 0$ for some $x_{0} \in B_{R}$.
We have $\nabla^{2} u^{\epsilon}(x, 0) \geq \epsilon \nabla^{2} g(x)>0$ from the convexity of $u(x, 0)$, hence $t_{0}>0$ by the continuity. Since $\lambda(x, t)>0$ for all $0<t<t_{0}$ and $x \in \mathbb{R}^{n}, \lambda\left(x, t_{0}\right) \geq 0$ for all $x \in \mathbb{R}^{n}$ by the continuity. Consequently, $u^{\epsilon}(x, t)$ is convex in $B_{R} \times\left[0, t_{0}\right]$ but $\lambda\left(x_{0}, t_{0}\right)=0$. Hence the Hessian $\nabla^{2} u^{\epsilon}(x, t)$ attains minimum rank $l \leq n-1$ at some point $\left(x_{1}, t_{0}\right)$ for some $x_{1} \in B_{R}$.

Function $u^{\epsilon}(x, t)$ satisfies equation

$$
\begin{equation*}
u_{t}^{\epsilon}=F_{\epsilon}\left(\nabla^{2} u^{\epsilon}, \nabla u^{\epsilon}, u^{\epsilon}, x, t\right)+\mathbb{B} u^{\epsilon} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\epsilon}(r, p, u, x, t)=F\left(r-\epsilon \nabla^{2} w, p-\epsilon \nabla w, u-\epsilon w, x, t\right)+\epsilon\left(w_{t}-\mathbb{B} w\right) \tag{3.2}
\end{equation*}
$$

We need the following lemma.
Lemma 3.1. Assume conditions (1.8), (1.6), (1.9) and (1.10) hold. Then we can choose constant $K$ such that $F_{\epsilon}$ satisfies conditions (1.6) and (2.6).

If this lemma is true, applying Theorem 1.2 , we deduce that the rank of Hessian $\nabla^{2} u^{\epsilon}(x, t)$ is constant in $B_{R} \times\left(0, t_{0}\right]$. This is a contradiction and hence $E=\emptyset$. Therefore $\nabla^{2} u^{\epsilon}(x, t)>0$ for all $(x, t) \in \mathbb{R}^{n} \times[0, T]$ and this implies the convexity of $u(x, t)$. Therefore, we need to verify Lemma 3.1.

Proof of Lemma 3.1. It is clear that $F_{\epsilon}$ is elliptic. The remainder is to check condition (2.6) for $F_{\epsilon}$ and any given $0 \leq l \leq n-1, \tilde{B}, \tilde{A}, Q \in \mathbb{O}_{n}, \tilde{X}=(X, Y, z) \in$ $\mathcal{S}_{l}(Q) \times \mathbb{R} \times \mathbb{R}^{n}$ and $z=z^{m}=\left(Q_{1 m}, \cdots, Q_{n m}\right)$ for all $m=1, \cdots, n-l$. A direct computation yields

$$
\begin{gathered}
F_{\epsilon}^{i j}(r, p, u, x, t)=F^{i j}\left(r-\epsilon \nabla^{2} w, p-\epsilon \nabla w, u-\epsilon w, x, t\right), \quad F_{\epsilon}^{u}=F^{u}, \\
F_{\epsilon}^{x_{k}}=F^{i j}\left(-\epsilon w_{k i j}\right)+F^{p_{i}}\left(-\epsilon w_{k i}\right)+F^{u}\left(-\epsilon w_{k}\right)+F^{x_{k}}+\epsilon\left(w_{t k}-(\mathbb{B} w)_{x_{k}}\right),
\end{gathered}
$$

other derivatives can be calculated in a similar way. Substituting these into $Q^{*}=$ $Q_{m}^{*}(\epsilon)$ defined in (2.5), we get

$$
\begin{align*}
Q^{*}= & \sum_{i, j, k, l=1}^{n} F_{\epsilon}^{i j, k l} X_{i j} X_{k l}+2 \sum_{i, j, k, l=1}^{n} F_{\epsilon}^{i j}\left(Q \tilde{A} Q^{T}\right)_{k l} X_{i k} X_{j l}-2 \sum_{i, j=1}^{n} F_{\epsilon}^{i j, u} X_{i j} Y \\
& -2 \sum_{i, j, k=1}^{n} F_{\epsilon}^{i j, x_{k}} X_{i j} z_{k}+F_{\epsilon}^{u, u} Y^{2}+2 \sum_{i=1}^{n} F_{\epsilon}^{u, x_{i}} Y z_{i}+\sum_{i, j=1}^{n} F_{\epsilon}^{x_{i}, x_{j}} z_{i} z_{j} \\
3) & =I_{1}+I_{2}+I_{3}, \tag{3.3}
\end{align*}
$$

where $\quad F_{\epsilon}^{i j, k l}, F_{\epsilon}^{i j}, F_{\epsilon}^{u, u}, F_{\epsilon}^{i j, u}, F_{\epsilon}^{i j, x_{k}}, F_{\epsilon}^{u, x_{i}}, F_{\epsilon}^{x_{i}, x_{j}}$ are evaluated at $\left(Q \tilde{B} Q^{T}, \nabla u(x, t), u, x, t\right)$ and

$$
\begin{aligned}
I_{1}= & \sum_{i, j, k, l=1}^{n} F^{i j, k l}\left(X_{i j}+\epsilon w_{z i j}\right)\left(X_{k l}+\epsilon w_{z k l}\right) \\
& +2 \sum_{i, j, k=1}^{n} F^{i j, p_{k}}\left(X_{i j}+\epsilon w_{z i j}\right)\left(\epsilon w_{z k}\right)+2 \sum_{i, j=1}^{n} F^{i j, u}\left(X_{i j}+\epsilon w_{z i j}\right)\left(-Y+\epsilon w_{z}\right) \\
& +2 \sum_{i, j, k=1}^{n} F^{i j, x_{k}}\left(X_{i j}+\epsilon w_{z i j}\right)\left(-z_{k}\right)+\sum_{k, l=1}^{n} F^{p_{k}, p_{l}}\left(\epsilon w_{z k}\right)\left(\epsilon w_{z l}\right) \\
& +2 \sum_{k}^{n} F^{p_{k}, u}\left(\epsilon w_{z k}\right)\left(-Y+\epsilon w_{z}\right)+2 \sum_{k, i=1}^{n} F^{p_{k}, x_{i}}\left(\epsilon w_{z k}\right)\left(-z_{i}\right)+F^{u, u}\left(-Y+\epsilon w_{z}\right)^{2} \\
& +2 \sum_{i=1}^{n} F^{u, x_{i}}\left(-Y+\epsilon w_{z}\right)\left(-z_{i}\right)+\sum_{i, j=1}^{n} F^{x_{i}, x_{j}}\left(-z_{i}\right)\left(-z_{j}\right), \\
I_{2}= & 2 \sum_{i, j, k, l=1}^{n} F^{i j}\left(Q \tilde{A} Q^{T}\right)_{k l} X_{i k} X_{j l}, \\
I_{3}= & \epsilon\left(w_{t z z}-\sum_{i, j}^{n} F^{i j} w_{z z i j}-\sum_{k=1}^{n} F^{p_{k}} w_{z z k}-F^{u} w_{z z}-(\mathbb{B} w)_{z z}\right),
\end{aligned}
$$

where functions $F^{i j, k l}, F^{i j}, F^{u, u}, F^{i j, u}, F^{i j, x_{k}}, F^{u, x_{i}}, F^{x_{i}, x_{j}}$ are assumed their values at the point $\left(Q \tilde{B} Q^{T}-\epsilon \nabla^{2} w, p-\epsilon \nabla w, u-\epsilon w, x, t\right)$. It follows that from conditions (1.9) and (1.6)

$$
I_{1} \geq 0, \quad I_{2} \geq 0
$$

Since for $|z|=1$,

$$
g_{z z} \geq\left(1+|x|^{2}\right)^{\frac{m}{2}+\alpha}
$$

and

$$
\left|\nabla^{2} g\right|+(1+|x|)\left|\nabla^{3} g\right|+\left(1+|x|^{2}\right)\left|\nabla^{4} g\right| \leq C\left(1+|x|^{2}\right)^{\frac{m}{2}+\alpha}
$$

We have, from condition (1.8)

$$
(\mathbb{B} g)_{z z}=O\left(\left(1+|x|^{2}\right)^{\frac{m}{2}+\alpha}\right)
$$

and from condition (1.10)

$$
\sum_{i, j}^{n}\left|F^{i j} g_{z z i j}\right|+\sum_{k=1}^{n}\left|F^{p_{k}} g_{z z k}\right|+F^{u} g_{z z} \leq C\left(1+|x|^{2}\right)^{\frac{m}{2}+\alpha}
$$

We consequently obtain

$$
\begin{aligned}
& w_{t z z}-\sum_{i, j}^{n} F^{i j} w_{z z i j}-\sum_{k=1}^{n} F^{p_{k}} w_{z z k}-F^{u} w_{z z}-(\mathbb{B} w)_{z z} \\
= & e^{K t}\left(K g_{z z}-\sum_{i, j}^{n} F^{i j} g_{z z i j}-\sum_{k=1}^{n} F^{p_{k}} g_{z z k}-F^{u} g_{z z}-(\mathbb{B} g)_{z z}\right) \geq 0
\end{aligned}
$$

if $K$ is large enough. This implies $I_{3} \geq 0$ and the lemma is proved. This completes the proof of Theorem 1.1.

Remark 3.2. As we mentioned that most of the conditions imposed in Theorem 1.1 are for the purpose of constructing certain barrier at $\infty$. For example equation (1.5)

$$
\begin{equation*}
\mathbb{B} u=\lambda(t) \int_{-\infty}^{\infty} u(x+\eta, t) p(\eta) d \eta \tag{3.4}
\end{equation*}
$$

Theorem 1.1 is true with conditions (1.7) and (1.8) replaced by

$$
\begin{equation*}
\int_{-\infty}^{\infty}(1+|\eta|)^{m} p(\eta) d \eta<\infty, \quad \forall m>0 \tag{3.5}
\end{equation*}
$$

It is clear that the result in Theorem 1.1 can be proved under weaker conditions using the same arguments in the proof, but conditions in Theorem 1.1 are simpler though not as general.
4. Parabolic Bellman Equations. In this section, we consider parabolic Bellman equations

$$
\begin{equation*}
u_{t}=\sup _{\alpha \in \mathcal{A}}\left\{\mathcal{L}^{\alpha} u+f^{\alpha}\right\}+\mathbb{B} u, \quad(x, t) \in \mathbb{R}^{n} \times[0, T] \tag{4.1}
\end{equation*}
$$

where index set $\mathcal{A}=\{1,2, \cdots\}$ and $\mathcal{L}^{\alpha}$ is a linear operator

$$
\mathcal{L}^{\alpha} u=a_{i j}^{\alpha} u_{i j}+b_{i}^{\alpha} u_{i}+c^{\alpha} u
$$

Assume that $a_{i j}^{\alpha}, f^{\alpha} \in C^{3,0}\left(\mathbb{R}^{n} \times[0, T]\right), \mathcal{L}^{\alpha}$ is elliptic in the sense

$$
\begin{equation*}
a_{i j}^{\alpha}(x, t) \xi_{i} \xi_{j} \geq \lambda|\xi|^{2}, \quad \forall(x, t) \in \mathbb{R}^{n} \times[0, T], \xi \in \mathbb{R}^{n} \tag{4.2}
\end{equation*}
$$

$\lambda>0$ and there is a constant $M$ such that

$$
\begin{equation*}
\left|a_{i j}^{\alpha}(x, t)\right| \leq M\left(1+|x|^{2}\right),\left|\nabla_{x} a_{i j}^{\alpha}(x, t)\right| \leq M(1+|x|) \tag{4.3}
\end{equation*}
$$

for all $\alpha \in \mathcal{A}$. We assume that $n=1$ or $n \geq 2$ and

$$
\begin{equation*}
\left(\nabla_{z z}^{2} a_{i j}^{\alpha}\right)\left(Q \tilde{B} Q^{T}\right)_{i j}+2 \sum_{i, j=1}^{n}\left(\nabla_{z} a_{i j}^{\alpha}\right) X_{i j}+2 \sum_{i, j, k, l=1}^{n} a_{i j}^{\alpha}\left(Q \tilde{A} Q^{T}\right)_{k l} X_{i k} X_{j l} \geq 0 \tag{4.4}
\end{equation*}
$$

for any fixed $0 \leq l \leq n-1, \tilde{B}, \tilde{A}, Q \in \mathbb{O}_{n}, \tilde{X}=(X, Y, z) \in \mathcal{S}_{l}(Q) \times \mathbb{R} \times \mathbb{R}^{n}$ and $z^{m}=\left(Q_{1 m}, \cdots, Q_{n m}\right), m=1, \cdots, n-l$. In addition, suppose

$$
\begin{equation*}
b_{i}^{\alpha}(x, t)=b_{i j}^{\alpha}(t) x_{j}, c^{\alpha}(x, t)=c^{\alpha}(t), b_{i j}^{\alpha}, c^{\alpha} \in C[0, T] . \tag{4.5}
\end{equation*}
$$

and $b_{i j}^{\alpha}, c^{\alpha}$ are bounded uniformly.
Theorem 4.1. Assume (1.7) and (1.8) hold. Suppose $f^{\alpha}$ is convex and conditions (4.2), (4.3), (4.4), (4.5) hold. If $u \in C^{4,2}\left(\mathbb{R}^{n} \times[0, T]\right)$ is a solution of (4.1), $\nabla^{2} u \in C_{p o l}$, then $u(x, t)$ is convex provided the initial date $u(x, 0)$ is convex.

Proof. The proof is similar to the proof of Theorem 1.1, we only indicate some necessary modifications. Since Bellman operator in (4.1) is not smooth in its arguments, we first need to mollify it as in [10]. We will apply our analysis in the previous
section on mollified operators to obtain convexity of the solution to these modified equations. The convexity of the original solution would follow directly by taking the limit.

Let

$$
G_{0}^{k}(y)=\max \left\{y_{1}, \cdots, y_{k}\right\}
$$

and

$$
G_{h}^{k}(y)=h^{-k} \int_{\mathbb{R}^{k}} \rho\left(\frac{y-z}{h}\right) G_{0}^{k}(z) d z
$$

where $\rho$ is a mollifier on $\mathbb{R}^{k}$. Since $G_{0}^{k}(y)$ is convex, it follows that $G_{h}^{k}(y)$ is also convex. Furthermore we have

$$
\begin{equation*}
0 \leq \nabla_{\alpha} G_{h}^{k}(y) \leq 1, \quad \sum_{\alpha=1}^{k} \nabla_{\alpha} G_{h}^{k}(y)=1 \tag{4.6}
\end{equation*}
$$

The convexity of solution of Bellman equation (4.1) can be treated by approximation of solution $u_{h, k}$ of equation

$$
\begin{equation*}
u_{t}=F_{h, k}\left(\nabla^{2} u, \nabla u, u, x, t\right)+\mathbb{B} u \tag{4.7}
\end{equation*}
$$

where

$$
F_{h, k}(r, p, u, x, t)=G_{h}^{k}\left(\mathcal{L}^{1} u+f^{1}, \cdots, \mathcal{L}^{k} u+f^{k}\right)
$$

In the rest of this section, we will write $G$ for $G_{h}^{k}, F$ for $F_{h, k}$ and $u$ for $u_{h, k}$.
We use the same notations as in the proof of Theorem 1.1. As before, we set $F_{\epsilon}$ as in equation (3.2), check conditions on $F_{\epsilon}$ and apply Theorem 1.2. It is clear that $F_{\epsilon}$ is elliptic. The remainder is to check (2.6) for any fixed $0 \leq l \leq n-1, \tilde{B}, \tilde{A}, Q \in \mathbb{O}_{n}$, $\tilde{X^{m}}=\left(X, Y, z^{m}\right) \in \mathcal{S}_{l}(Q) \times \mathbb{R} \times \mathbb{R}^{n}$ and $z^{m}=\left(Q_{1 m}, \cdots, Q_{n m}\right), m=1, \cdots, n-l$.

We obtain by computation

$$
\begin{aligned}
& F^{i j}=G_{\alpha} a_{i j}^{\alpha}, F^{p_{i}}=G_{\alpha} b_{i}^{\alpha}, F^{u}=G_{\alpha} c^{\alpha}, F^{x_{k}}=G_{\alpha}\left(a_{i j}^{\alpha} r_{i j}+b_{i}^{\alpha} p_{i}+c^{\alpha} u+f^{\alpha}\right)_{x_{k}}, \\
& F^{i j, k l}=G_{\alpha \beta}^{\alpha} a_{i j}^{\alpha} a_{k l}^{\beta}, F^{i j, p_{k}}=G_{\alpha \beta} a_{i j}^{\alpha} b_{k}^{\beta}, F^{i j, u}=G_{\alpha \beta} a_{i j}^{\alpha} c^{\beta} \\
& F^{i j, x_{k}}=G_{\alpha \beta} a_{i j}^{\alpha}\left(a_{i j}^{\alpha} r_{i j}+b_{i}^{\alpha} p_{i}+c^{\alpha} u+f^{\alpha}\right)_{x_{k}}+G_{\alpha}\left(a_{i j}^{\alpha}\right)_{x_{k}}
\end{aligned}
$$

other derivatives can be calculated in a similar way.
Substitute the above into (3.3) and divide $Q^{*}=Q_{m}^{*}(\epsilon)=J_{1}+J_{2}+J_{3}$ as follows

$$
\begin{aligned}
J_{1}= & \sum_{\alpha, \beta} G_{\alpha \beta}\left\{a_{i j}^{\alpha}\left(X_{i j}+\epsilon w_{z i j}\right)+b_{i}^{\alpha}\left(\epsilon w_{z i}\right)+c^{\alpha}\left(-Y+\epsilon w_{z}\right)\right. \\
& \left.-\left[\left(\nabla_{z} a_{i j}^{\alpha}\right)\left(Q \tilde{B} Q^{T}\right)_{i j}+\left(\nabla_{z} b_{i}^{\alpha}\right) u_{i}+\left(\nabla_{z} c^{\alpha}\right) u+\nabla_{z} f^{\alpha}\right]\right\} \times \\
& \left\{a_{i j}^{\beta}\left(X_{i j}+\epsilon w_{z i j}\right)+b_{i}^{\beta}\left(\epsilon w_{z i}\right)+c^{\beta}\left(-Y+\epsilon w_{z}\right)\right. \\
& \left.-\left[\left(\nabla_{z} a_{i j}^{\beta}\right)\left(Q \tilde{B} Q^{T}\right)_{i j}+\left(\nabla_{z} b_{i}^{\beta}\right) u_{i}+\left(\nabla_{z} c^{\beta}\right) u+\nabla_{z} f^{\beta}\right]\right\}, \\
J_{2}= & \sum_{\alpha} G_{\alpha}\left[\left(\nabla_{z z} a_{i j}^{\alpha}\right)\left(Q \tilde{B} Q^{T}\right)_{i j}+\left(\nabla_{z z} b_{i}^{\alpha}\right) u_{i}+\left(\nabla_{z z} c^{\alpha}\right) u+\nabla_{z z} f^{\alpha}-2\left(\nabla_{z} a_{i j}^{\alpha}\right) X_{i j}\right. \\
& \left.+2\left(\nabla_{z} c^{\alpha}\right)\left(Y-\epsilon w_{z}\right)+2 a_{i j}^{\alpha}\left(Q \tilde{A} Q^{T}\right)_{k l} X_{i k} X_{j l}\right], \\
J_{3}= & \epsilon\left[w_{t z z}-(\mathbb{B} w)_{z z}-\sum_{\alpha} G_{\alpha}\left(a_{i j}^{\alpha} w_{z z i j}+b_{i}^{\alpha} w_{z z i}+c^{\alpha} w_{z z}+2\left(\nabla_{z} a_{i j}^{\alpha}\right) w_{z i j}+\left(\nabla_{z} b_{k}^{\alpha}\right) w_{z k}\right]\right.
\end{aligned}
$$

Following the same lines of proof in the last section, we only need to check $J_{i} \geq 0$ for $i=1,2,3$. By the convexity of $G(y), J_{1} \geq 0$. From (4.5), we deduce

$$
J_{2}=G_{\alpha}\left[\left(\nabla_{z z}^{2} a_{i j}^{\alpha}\right)\left(Q \tilde{B} Q^{T}\right)_{i j}-2\left(\nabla_{z} a_{i j}^{\alpha}\right) X_{i j}+2 a_{i j}^{\alpha}\left(Q \tilde{A} Q^{T}\right)_{k l} X_{i k} X_{j l}+\nabla_{z z}^{2} f^{\alpha}\right]
$$

Consequently, $J_{2} \geq 0$ by (4.4)(note that $X$ can be replaced by $-X$ in (4.4)) and the convexity of $f^{\alpha}$. As in the previous section, by (4.6), (4.3), (4.5), (1.7) and (1.8), we obtain

$$
K g_{z z}-(\mathbb{B} g)_{z z}-G_{\alpha}\left(a_{i j}^{\alpha} g_{z z i j}+b_{k}^{\alpha} g_{z z k}+c^{\alpha} g_{z z}+2\left(\nabla_{z} a_{i j}^{\alpha}\right) g_{z i j}+2\left(\nabla_{z} b_{k}^{\alpha}\right) g_{z k}\right] \geq 0
$$

if $K$ is large enough. Hence $J_{3} \geq 0$. This completes the proof. [
REmark 4.2 . Theorem 4.1 is still true if the index set $\mathcal{A}$ is a separable metric space. Moreover, under similar conditions, we can also get the convexity preserving for following equation

$$
\begin{equation*}
u_{t}=\sup _{\alpha \in \mathcal{A}}\left\{\mathcal{L}^{\alpha} u+f^{\alpha}+\mathbb{B}^{\alpha} u\right\}, \quad(x, t) \in \mathbb{R}^{n} \times[0, T] \tag{4.8}
\end{equation*}
$$

where

$$
\mathbb{B}^{\alpha} u=\lambda^{\alpha}(t) \int_{0}^{1}\left(u\left(x+\psi^{\alpha}(x, t, \eta), t\right)-u(x, t)-\psi^{\alpha}(x, t, \eta) \cdot \nabla u(x, t)\right) d \eta
$$
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