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HOMOLOGY OPERATIONS AND

COSIMPLICIAL ITERATED LOOP SPACES

PHILIP HACKNEY

(communicated by J. P. C. Greenlees)

Abstract
If X is a cosimplical En+1 space then Tot(X) is an En+1

space and its mod 2 homologyH∗(Tot(X)) has Dyer-Lashof and
Browder operations. It’s natural to ask if the spectral sequence
converging toH∗(Tot(X)) admits compatible operations. In this
paper we give a positive answer to this question.

1. Introduction

For each n > 2, let Cn+1 be a fixed En+1 operad. In this paper we extend the results
of [6] to the setting of cosimplicial Cn+1-spaces. In particular, using the indexing
convention on the homology spectral sequence so that E2

−s,t = πsHt(X;Z/2), we
prove the following:

Theorem 1.1. Suppose that X is a cosimplicial object in the category of Cn+1-spaces.
Then there are operations in the mod-2 homology spectral sequence associated to X:

Qm : Er
−s,t → Er

−s,m+t m ∈ [t, t− s+ n] and n > s

Qm : Er
−s,t → Ew

m−s−t,2t m ∈ [t− s,min(t, t− s+ n)]

where

w =











r m = t− s

2r − 2 m ∈ [t− s+ 1, t− r + 2]

r + t−m m ∈ [t− r + 3, t]

(noting that some of these intervals may be empty). These are homomorphisms unless
s = 0 and m = t− s+ n. There is also a Browder operation

λn : E
r
−s,t ⊗ Er

−s′,t′ → Er
−s−s′,t+t′+n

and, if s = 0, then

Qt+n(x+ y) = Qt+n(x) +Qt+n(y) + λn(x, y).
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This theorem is the En+1 analogue of a theorem of Turner (see [11] and also
our paper [6]). Prior to Turner’s work, Dyer-Lashof operations were constructed in
Eilenberg-Moore spectral sequences in [1] and [8], though in both cases only the
“vertical” operations were given. The theory of Steenrod operations, on the other
hand, has a rich literature. Appropriate starting points are [5] and [10, Chapter 7].

As expected, the operations of Theorem 1.1 are consistent for various choices of
n < ∞. Namely, it will be evident from our construction that, given Cn+1 → Cn+2,
the operations are compatible with the forgetful functor

(Cn+2-spaces)
∆ → (Cn+1-spaces)

∆.

In addition, we show that the operations converge to the usual Dyer-Lashof or
Araki-Kudo operations in the homology of Tot(X). The precise statement is given in
Theorem 7.1. We also show convergence of the multiplication (Theorem 7.3) and of
the Browder operation (Theorem 7.4). These convergence results are similar to those
proved in the case n = ∞ in [7].

Much in this paper relies on its companion [6], and the overall scheme is similar. We
work with simple Bousfield-Kan universal examples, which we think of as cosimplicial
spheres. We construct, for each n, external operations for these examples and use the
universal property to transport these operations into the spectral sequence for an
arbitrary cosimplicial space. When that cosimplicial space is actually a cosimplicial
Cn+1-space, we then obtain internal operations by combining the external operations
with the Cn+1(2)-structure.

1.1. Notation and conventions

We generally work over the field k = Z/2, and all modules should be interpreted
as being k-vector spaces. For a chain complex C, we write (ΣC)q+1 = Cq for the
suspension, skt(C) for the brutal truncation with

skt(C)k =

{

Ck k 6 t

0 k > t,

and Cv for the bicomplex with

(Cv)a,b =

{

Cb a = 0

0 a 6= 0.

If B is a bicomplex, we will always consider the suspension as operating vertically,
so that (ΣB)a,b+1 = Ba,b. If A is an abelian category, we write N : A∆op

→ Ch>0(A)

for normalization and C : A∆ → coCh>0(A) for conormalization, with the convention
that

CY p = coker
(

p
⊕

k=1

dk :
⊕

Y p−1 → Y p
)

.

If A happens to be the category Ch of chain complexes over k, then we interpret
C as landing in the category of (left-plane) bicomplexes. If Y is a cosimplicial chain
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complex, the indexing is given by

C(Y )−p,q = C(Yq)
p.

Given a bicomplex B, we will let TB denote the product total complex

TBm =
∏

j

Bj,m−j

together with the filtration by columns

F k
m =

∏

j6k

Bj,m−j .

The spectral sequences used in this paper are derived from this filtration. In par-
ticular, the spectral sequence associated to a cosimplicial chain complex Y is, by
definition, the spectral sequence associated to the above filtration for the bicomplex
B = CY .

The Bousfield-Kan universal examples (see [3] for the universal property) are
cosimplicial simplicial pointed sets defined by

D(r,s,t) := Σt−s coker (sks−1 ∆+ → sks+r−1 ∆+) ,

where Σ is the Kan suspension and ∆+ is obtained by adding a disjoint basepoint to
each cosimplicial degree of the standard cosimplicial simplicial set ∆. We also define
a cosimplicial chain complex

Drst := Σt−s coker (sks−1 ∆∗ →֒ sks+r−1 ∆∗) ∼= NkD(r,s,t),

where ∆∗ is the normalization of the cosimplicial simplicial k-module k∆. The spectral
sequence associated to Drst is given in Figure 1; in [6] we established the following
universal property.

−s−(s+ r)

t

t+ r − 1

ı

δr(ı)

Figure 1: Pages 2 through r of Drst

Proposition 1.2 (Universal Property). Let Y be a cosimplicial chain complex and
y ∈ Zr

−s,t(Y ). Then there is a map

Θy : Drst → Y

with Er(Θy)(ı) = [y].

Except in section 7, we are not concerned about what type of spaces we use
(simplicial sets or topological spaces), and consequently the mod-2 chains functor
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S∗ : Spaces → Ch will mean either the normalized simplicial chains functor Nk or
this functor composed with the singular functor Top → Set∆

op

. The spectral sequence
associated to a cosimplicial space X is defined to be the spectral sequence associated
to the cosimplicial chain complex S∗(X).

1.2. External operations

Since we work mod 2, the basic strategy for understanding operations follows that
from [9], rather than the more complicated picture that occurs at odd primes as in [4].
We notice that Cn+1(2) ≃ Sn in the category of π-spaces (where π := Σ2 = {e, σ}).
Recall the definition of W :

Wi =

{

ei · kπ i > 0

0 i < 0

d(ei) = (1 + σ)ei−1.

The chain complex W is a model for S∗(C∞(2)) ≃ S∗(Eπ) ≃ S∗(S
∞), and its brutal

truncation skn W with

(skn W )i =

{

Wi i ∈ [0, n]

0 otherwise

is a model for S∗(S
n) ≃ S∗(Cn+1(2)) (where all equivalences are as π-modules). We

define, for a chain complex C,

En(C) := skn W ⊗π (C ⊗ C).

If Z is a Cn+1-space, then, as in [6], there is a map

En(S∗(Z)) → S∗(Z)

induced from the structure map

Cn+1(2)× (Z × Z) → Z

and the π-homotopy equivalence Sn ≃ Cn+1(2). The usual Araki-Kudo operations are
obtained by defining chain maps1 (of degree m)

qm : C → En(C)

c 7→ em−|c| ⊗ c⊗ c+ em+1−|c| ⊗ c⊗ dc

and then post-composing with the map En(C) → C, provided it exists. We will call
the homomorphisms H(qm) : H∗(C) → H∗+m(En(C)) external operations.

Suppose Y is a cosimplicial chain complex, and consider En(Y ):

∆
Y
→ Ch

En

→ Ch.

We regard the (homology) spectral sequence associated to En(Y ) as the correct target
for external operations. Indeed, ifX is a cosimplicial Cn+1-space and Y = S∗(X), then

1
Notice that these are not additive until one passes to homology; in the formula one should consider

all terms containing ek for k /∈ [0, n] to be zero.



HOMOLOGY OPERATIONS AND COSIMPLICIAL ITERATED LOOP SPACES 5

the levelwise structure maps

Cn+1(2)× (Xp ×Xp) → Xp

induce a map of cosimplicial chain complexes

En(Y ) → Y.

Thus, for this application, it is enough to construct external operations with the
indicated target.

As in [6], we construct external operations for the Bousfield-Kan universal exam-
ples Drst. Sections 2–4 are devoted to computations in the spectral sequence of
En(Drst). In sections 5 and 6 we use these calculations to define external opera-
tions for an arbitrary cosimplicial chain complex Y . Finally, in section 7, we extend
the results of [7] to give compatibility of our operations with those in the target.

2. Calculation of E1 and E
2

In this section we begin the calculation of the spectral sequence for

En(Drst) = (skn W )⊗π (Drst ⊗Drst),

following closely the calculation for n = ∞ in [6]. We assume throughout that r > 2,
n > 2, and s, t > 0.

Let us first give a basis for E1. If Y is a cosimplicial chain complex, then we have
an isomorphism (of complexes of graded modules) E1(Y ) = H∗C(Y ) ∼= CH∗(Y ) by
[3, 3.1], where H∗(−) refers to taking homology in the “chain complex direction.”
The first step toward computing E1(En(Y )) is thus to compute H∗(E

n(Y )). By [9,
1.1], we have an isomorphism of functors out of chain complexes

H∗(E
n(−)) ∼= H∗(E

n(H∗(−))),

so we have an isomorphism of cosimplicial graded modules

H∗(E
n(Y )) ∼= H∗(E

n(H∗(Y ))).

Let us collect the necessary ingredients to compute the right-hand side in the case
Y = Drst.

We need the following calculation from [9, 1.3].

Lemma 2.1. Let K be a k-module with totally ordered basis {xj | j ∈ J }. Let A ⊂
K ⊗K have basis {xj ⊗ xj | j ∈ J } and B ⊂ K ⊗K have basis {xj1 ⊗ xj2 | j1 <
j2,where j1, j2 ∈ J }. Then

H(skn W ⊗π (K ⊗K)) ∼=

(

∞
⊕

i=0

ei ⊗A

)

⊕ (e0 ⊗B)⊕ ((1 + σ)en ⊗B).

We now give a brief indication of why this lemma is true. For a kπ-module M
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(such as H∗(D
p)⊗H∗(D

p)), the complex skn W ⊗π M is just

0 → M
1+σ
−→ · · · → M

1+σ
−→ M

1+σ
−→ M

1+σ
−→ M → 0.

Thus the homology is

Hi(skn W ⊗π M) =











M/(1 + σ) i = 0

ker(1 + σ)/ im(1 + σ) 0 < i < n

ker(1 + σ) i = n

and zero otherwise.

Recall that in [6] we let

Λp
r = { ε | ε : [r] →֒ [p], ε(0) = 0 } ⊂ ∆r

p,

which was used to give a basis for H∗(Drss). Specifically, [6, 2.3] states that (for s > 0
and r > 2) the homology of Dp

rss is given by

Hk(D
p
rss)

∼=











kΛp
s+r k = s+ r − 1

kΛp
s k = s

0 otherwise.

Since Lemma 2.1 mentions an ordered basis, we might, for concreteness, define an
order at this point. We associate to ε : [m] →֒ [p] the word of length p+ 1, whose ith

letter is 0 if i /∈ im ε and 1 if i ∈ im ε. For a fixed m we declare the order on injections
to be given by the reverse lexicographic order on their associated words. We then
define an order on the basis Λp

s ⊔ Λp
s+r for H∗(D

p) by insisting that Λp
s < Λp

s+r.

Theorem 2.2. The E1 page of the spectral sequence associated to En(Drst) has a
basis consisting of bigraded sets (column, bottom, top, middle)

C,Cd,B,Bd,T,Td,M1, and M
2.

We give an exhaustive list of their elements. For m ∈ [0, n], we have

em ⊗ id[s] ⊗ id[s] ∈ C−s,2t+m

em ⊗ id[s+r] ⊗ id[s+r] ∈ (Cd)−s−r,2t+2r+m−2.

For each pair ε < ε′ ∈ Λp
s and [p] = im ε ∪ im ε′ we have

e0 ⊗ ε⊗ ε′ ∈ B−p,2t

(1 + σ)en ⊗ ε⊗ ε′ ∈ T−p,2t+n.

Here −p is between −s− 1 and −2s.

For ε ∈ Λp
s , γ ∈ Λp

s+r and [p] = im ε ∪ im γ, we have

e0 ⊗ ε⊗ γ ∈ (M1)−p,2t+r−1

(1 + σ)en ⊗ ε⊗ γ ∈ (M2)−p,2t+r+n−1

which live in degrees with −p between −s− r and −2s− r.
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For γ < γ′ ∈ Λp
s+r and [p] = im γ ∪ im γ′ we have

e0 ⊗ γ ⊗ γ′ ∈ (Bd)−p,2t+2r−2

(1 + σ)en ⊗ γ ⊗ γ′ ∈ (Td)−p,2t+2r+n−2

with −p between −s− r − 1 and −2s− 2r. If r = ∞ then the basis only consists of
C, B, and T.

Proof. Applying Lemma 2.1, the homology of En(H∗(D
p
rst)) has a basis given by the

disjoint union of the following sets:

{ em ⊗ ε⊗ ε | ε ∈ Λp
s ,m ∈ [0, n] }

{ em ⊗ γ ⊗ γ | γ ∈ Λp
s+r,m ∈ [0, n] }

{ e0 ⊗ ε⊗ ε′ | ε, ε′ ∈ Λp
s , ε < ε′ }

{ e0 ⊗ ε⊗ γ | ε ∈ Λp
s , γ ∈ Λp

s+r }

{ e0 ⊗ γ ⊗ γ′ | γ, γ′ ∈ Λp
s+r, γ < γ′ }

{ (1 + σ)en ⊗ ε⊗ ε′ | ε, ε′ ∈ Λp
s , ε < ε′ }

{ (1 + σ)en ⊗ ε⊗ γ | ε ∈ Λp
s , γ ∈ Λp

s+r }

{ (1 + σ)en ⊗ γ ⊗ γ′ | γ, γ′ ∈ Λp
s+r, γ < γ′ }.

Now conormalize H∗(E
n(Drst)) as in [6].

It is helpful to visualize this page. There are five potential pictures for E1 that
can be drawn, depending on the relationship between n and r. One such picture (for
the case n > 2r − 2) is given in Figure 2, where we have indicated modules with rank
greater than zero by snaky lines and modules of rank equal to 1 by straight lines.

−s−s− r−2s−2s− r−2s− 2r

2t

2t+ r − 1

2t+ 2r − 2

2t+ n

Figure 2: E1(En(Drst))

The basis elements with e0 and en give us up to six interesting rows to talk about.
There may be overlaps of snaky segments when n = r − 1 or 2r − 2, but this does
not affect the calculation of the homology of δ1.
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It turns out that we have already computed the homology of each of the six snaky
line segments in [6], and we now recall three families of complexes from that paper.
First, we have

Ωs,s′ = C(Hs(D∞ss)⊗Hs′(D∞s′s′)).

When s = s′ there is an action of π, and we then have the associated complexes

Ω̄s = Ωs,s/π

and

Υs = ker(1 + σ : Ωs,s → Ωs,s).

The following proposition is a conglomeration of [6, 5.3, 6.2, 6.3].

Proposition 2.3. Fix s, s′ > 0. The cohomologies of Ωs,s′ , Ω̄s, and Υs are given by

HpΩs,s′ =

{

k p = s+ s′

0 otherwise
HpΩ̄s =

{

k p ∈ [s, 2s]

0 otherwise

Hp(Υ) =











k p ∈ [s+ 2, 2s], s > 1

k p = 0 = s

0 otherwise.

Using our current notation, [6, 5.2] asserts that we have isomorphisms of complexes

Ω̄s →
(

k(B ⊔ C−s,2t), δ
1
)

Ωs,s+r →
(

k(M1), δ1
)

Ω̄s+r →
(

k(Bd ⊔ (Cd)−s−r,2t+2r−2), δ
1
)

.

(1)

This takes care of the identification of three of the six snaky line segments. For the
other three, we have

Proposition 2.4. There are isomorphisms of complexes

Υs →
(

k(T ⊔ C−s,2t+n), δ
1
)

Ωs,s+r →
(

k(M2), δ1
)

Υs+r →
(

k(Td ⊔ (Cd)−s−r,2t+2r+n−2), δ
1
)

.

Proof. The map

Hs(Drss)⊗Hs+r−1(Drss) → H∗(E
n(H∗(Drss)))

ε⊗ γ′ 7→ (1 + σ)en ⊗ ε⊗ γ′

induces the middle isomorphism, as in the proof of [6, 5.2]. Furthermore, if M• is one
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of the cosimplicial modules

Hs(Drss)⊗Hs(Drss) or Hs+r−1(Drss)⊗Hs+r−1(Drss),

then we have a cosimplicial map

ker(1 + σ : M → M) → H∗(E
n(H∗(Drss)))

ζ ⊗ ζ ′ 7→ en ⊗ ζ ⊗ ζ ′.

This is an inclusion by Lemma 2.1, and remains so after conormalizing. Finally, it is
easy to see that the conormalized map

Υ → E1(En(H∗(Drss)))

has the appropriate image.

All of the work to compute E2 has now been completed. Figure 2 becomes Figure 3.

−s−s− r−2s−2s− r−2s− 2r

2t

2t+ 2r − 2

2t+ n

Figure 3: E2(En(Drst)) for n > 2r − 2

Theorem 2.5. Suppose s > 0. Then a basis for E2(En(Drst)) is given by the disjoint
union of bigraded sets c, cd, b, bd, t, td,m1, and m2, which consist of a single element
in each of the indicated bidegrees:

c :{−s} × [2t, 2t+ n− 1] c
d :{−s− r} × [2t+ 2r − 2, 2t+ 2r + n− 3]

b :[−2s,−s− 1]× {2t} b
d :[−2s− 2r,−s− r − 1]× {2t+ 2r − 2}

t :[−2s,−s− 2]× {2t+ n} t
d :[−2s− 2r,−s− r − 2]× {2t+ 2r + n− 2}

m
1 :{(−2s− r, 2t+ r − 1)} m

2 :{(−2s− r, 2t+ n+ r − 1)}

If s = 0 then the statement is the same except that c is also nonempty in bidegree
(−s, 2t+ n) (and of course b = ∅ = t). If r = ∞ then the basis is given by c, b, and t.
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Proof. Ignoring the vertical grading, (E1, δ1) is the direct sum of the complexes
(

k(B ⊔ C−s,2t), δ
1
) (

k(Bd ⊔ (Cd)−s−r,2t+2r−2), δ
1
)

(

k(T ⊔ C−s,2t+n), δ
1
) (

k(Td ⊔ (Cd)−s−r,2t+2r+n−2), δ
1
)

n−1
⊕

i=1

(kC−s,2t+i, 0)

n−1
⊕

i=1

(kCd
−s−r,2t+2r−2+i, 0)

(

kM
1, δ1

) (

kM
2, δ1

)

.

The result now follows from Propositions 2.3, 2.4, and (1).

A variation of the proof of [6, 8.6] gives that

Proposition 2.6. If r is finite then TE∞(En(Drst)) = HTC(En(Drst)) = 0.

In [6] (the case n = ∞), the structure of E2, combined with the vanishing of E∞,
determined the higher differentials in the spectral sequence. This is not the case here.
Considering naturality would allow us to compute the higher differentials, but even
a statement along the lines of [6, 9.1] is horrendously complicated with many cases.
Luckily, we will only need partial information about the differentials in this spectral
sequence. We make some computations in section 4, but before that we restrict to
the case r = ∞ where we are able to give a complete answer. Section 3 is also an
important component of the convergence results in section 7.

3. Special case: r = ∞

In Figure 4 we visualize the statement of Theorem 2.5 when r = ∞. Notice that
E2 6= E∞ when n < ∞ and s > 0. The reason for this is that there are n+ 1 nonzero
terms on E∞, but E2 has 2s+ n− 2 nonzero classes. To justify the first part of this
sentence, notice that an easy variant of the proof of [6, 8.3] gives the next theorem.

−s−2s

2t

2t+ n

Figure 4: E2(En(D∞st))
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Theorem 3.1. Let 2 6 r 6 ∞ and 0 6 n 6 ∞. Then

H∗TC(En(Drst)) ∼= TE∞(En(Drst)).

Let l = b ⊔ c denote the generating set for the lower right portion of E2(En(D∞st)).
Since there is some overlap in total degrees, we need to check that the terms that
survive to E∞ are all in l.

Theorem 3.2. Consider the spectral sequence for En(D∞st). The classes from E2

that survive and are nonzero at E∞ are exactly those of l in total degrees

[2t− 2s, 2t− 2s+ n].

Proof. By [6, 8.4] we know that (skn W )v ⊗π C(D ⊗D) ∼= C(skn W ⊗π (D ⊗D)), so
according to Theorem 3.1 it is enough to compute the cohomology of

T ((skn W )v ⊗π C(D ⊗D)),

where D = D∞ss. If we set

bnm = dimHmT ((skn W )v ⊗π C(D ⊗D)),

we already know from Theorem 3.1 that

b∞m =

{

1 m > 0

0 m < 0.

For r > 2 we have, by [6, 4.3], that

Er(D)⊗ Er(D) ∼= Er(D ⊗D) = Er(sk0 ⊗π(D ⊗D)).

Thus, Theorem 3.1 gives that

b0m =

{

1 m = 0

0 m 6= 0.

We will now use comparison and induction to interpolate between these two extremes
and show that

bnm =

{

1 m ∈ [0, n]

0 otherwise.

We have two exact sequences of complexes

0 → skn W → W → Σn+1W → 0 (2)

and

0 → sk0 W → skn W → Σskn−1 W → 0, (3)

where the first map is the obvious inclusion in both cases. Freeness of Wi over kπ tells
us that if we apply (−)v ⊗π C(D ⊗D) to either of these exact sequences we will still
have a short exact sequence of bicomplexes. Furthermore, taking products is exact,
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so applying T we again get short exact sequences of complexes; write

Bn = T ((skn W )v ⊗π C(D∞ss ⊗D∞ss)).

We first apply T ((−)v ⊗π C(D ⊗D)) to SES(3). The short exact sequence of com-
plexes

0 → B0 → Bn → ΣBn−1 → 0

gives us a long exact sequence in homology, so we have

HmB0 // HmBn // HmΣBn−1 // Hm−1B
0

0 Hm−1B
n−1 0

for m− 1 > 0. If we assume inductively that

bn−1
m =

{

1 m ∈ [0, n− 1]

0 otherwise

then we see that bnm is zero for m ∈ [n+ 1,∞) and one for m ∈ [2, n].
Next we apply T ((−)v ⊗π C(D ⊗D)) to SES(2), so we have

0 → Bn → B∞ → Σn+1B∞ → 0

and in the long exact sequence in homology we get

Hm+1Σ
n+1B∞ // HmBn // HmB∞ // HmΣn+1B∞

Hm−nB
∞ Hm−n−1B

∞

This tells us that bnm = b∞m for m < n, since there b∞m−n = 0 = b∞m−n−1.
We thus know bnm for m ∈ [2,∞) ∪ [0, n− 1], so for n > 2 we know it for all m.

The only thing we are missing is b11, but this follows from the exact sequence

0 // H1B
1 // H1ΣB

0 // H0B
0 // H0B

1 // 0

k k k

The following corollary says that there is only one way for something in t to be hit
by something in l. Recall that l = b ⊔ c and t consist of at most one element in each
bidegree.

Corollary 3.3. Consider the spectral sequence for En(D∞st). If

a ∈ [max(n+ 1− s, 0), n− 1],

then examination of bidegrees tells us that

c−s,2t+a = {c} and ta−s−n−1,2t+n = {v}

are nonempty. The element c survives to En+1−a and

δn+1−a[c] = [v] 6= 0.
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If a ∈ [n+ 1, s− 1], then

ba−2s,2t = {c} and ta−2s−n−1,2t+n = {v}

are nonempty. The element c survives to En+1 and

δn+1[c] = [v] 6= 0.

Proof. When s = 0 this corollary says that there are no nontrivial differentials, which
is obvious since E2 consists of a single column.

Assume s > 0 and t = 0. First note that l lives in total degrees [−2s,−s+ n− 1]
and t lives in total degrees [−2s+ n,−s+ n− 2]. All differentials out of t are zero,
so those elements in total degrees (−2s+ n,−s+ n− 2] must be hit by something
(Theorem 3.2). Thus elements of l in total degrees (−2s+ n+ 1,−s+ n− 1] have
some nonzero differential. Collectively, these classes hit the classes of elements of t
in total degrees (−2s+ n,−s+ n− 2]. The classes that are unaccounted for are the
elements of l in total degrees [−2s,−2s+ n+ 1] and the element of t in total degree
−2s+ n. The element c which lives in total degree −2s+ n+ 1 of l doesn’t survive
to E∞, and since it lives in the second page it cannot map to something in l. Hence
there is a nontrivial differential

0 6= δ∗([c]) = [v]

where v ∈ t is in total degree −2s+ n. The statement then follows by passing from
total degree to bidegree.

4. Remaining pages, case r < ∞

We now turn our attention to partial external operations. For a cosimplicial chain
complex Y , these are operations whose target is the spectral sequence for

En(Y ) = skn W ⊗π (Y ⊗ Y ).

They are of particular interest when we have a map

En(Y ) → Y,

such as when Y = S∗X, where X is a cosimplicial En+1-space.
Let us first recall the construction from [6]. There, we were working in the case

n = ∞, and the E2 and Er pages of E∞(Drst) were equal and took the form of
Figure 5. The idea was that the the lower “ L” in the spectral sequence for E∞(Drst)
should map to the external operations on [y].

We can mimic this construction here, instead using Figure 3. We first define oper-
ations on r-cycles. Recall that Θy is the universal map given in Proposition 1.2.

Definition 4.1. Let

Q̃m : Zr
−s,t(Y ) → Er(En(Y ))

be the functions defined, for y ∈ Zr
−s,t(Y ), by

Q̃m
v (y) = Er(En(Θy))(u−s,m+t) m ∈ [t, t− s+ n]

Q̃m
h (y) = Er(En(Θy))(um−s−t,2t) m ∈ [t− s,min(t, t− s+ n)],

where up,q ∈ E2
p,q(E

n(Drst)) is nonzero.
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−s−s− r−2s−2s− r−2s− 2r

2t

2t+ r − 1

2t+ 2r − 2

Figure 5: E2(E∞(Drst))

Unfortunately, this definition does not make any sense yet. Why should the indi-
cated u survive to page r? How do we know that there is only one generator in the
indicated bidegrees? This section is devoted to these questions.

We expect that the top operation will not be additive, so we cannot immediately
carry out the program given in section 12 of [6] to induce operations on the spectral
sequence. We will define the Browder operation in section 5 in order to study the
deviation from additivity of Q̃t−s+n. Proposition 4.3 below shows that the Q̃m are
well-defined, while the computations which follow will be used in section 6 to show
that the Q̃m induce operations at the spectral sequence (rather than cycle) level. In
particular, we compute enough of the differentials of the spectral sequence associated
to En(Drst) to give a partial analogue to [6, 9.2].

The main tool is the comparison

φ : En(Drst) → E∞(Drst)

induced by the inclusion

skn W →֒ W.

Proposition 4.2. Let n > 1 and ∞ > r > 2. The kernel of φ on the second page is

ker(E2(φ)) = k(t ⊔ t
d ⊔m

2).

Proof. Note that the map C(φ) is just an inclusion. At E1 the representatives of
T,Td, and M2 are all vertical boundaries, so k(t ⊔ td ⊔m2) ⊂ ker(E2(φ)). Comparing
representatives in [6, 3.3] with the representatives in Theorem 2.2 gives that this
inclusion is equality.

Define a set of integral lattice points L = Ln
rst by

[−2s− 2r,−2s− 2r + n]× {2t+ 2r − 2}

if n 6 s+ r − 1, and by
(

[−2s− 2r,−s− r − 1]× {2t+ 2r − 2}
)

∪
(

{−s− r} × [2t+ 2r − 2, 2t+ r − s− 2 + n]
)

if n > r + s.
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Proposition 4.3. If (p, q) ∈ L, then

E2
p,q(E

n(Drst)) = k.

Proof. We know that 1 is a lower bound for dimension since at each of these lattice
points there is an element of ld. The only classes at E2 that might share a bidegree
with ld (and hence with L) are t and m2. Notice that the lattice points of L cover the
following range of total degrees:

[2t− 2s− 2, 2t− 2s+ n− 2],

while by Theorem 2.5 we know that m2 lives in total degree 2t− 2s+ n− 1 and t

lives in total degree 2t− 2s+ n and above.

Lemma 4.4. Consider E2(En(Drst)) and let

{c} = m
1
−2s−r,2t+r−1

{v} = b
d
−2s−2r,2t+2r−2.

Then

δr[c] = [v] 6= 0.

Proof. Assume that t = 0. We list the ranges of total degrees of each of the various
subsets which constitute a basis for E2 (when s > 0):

l : [−2s,−s+ n− 1] l
d : [−2s− 2,−s+ r + n− 3]

t : [−2s+ n,−s+ n− 2] t
d : [−2s+ n− 2,−s+ r + n− 4]

m
1 : {−2s− 1} m

2 : {−2s+ n− 1}

Then element v is in the smallest possible total degree −2s− 2, so must be hit by
something in total degree −2s− 1 since E∞ = 0 (Proposition 2.6). The only elements
that are in total degree −2s− 1 are c and, if n = 1, the element in td−2s−2r,2r−1 (here
we use that n > 1). Examination of bidegrees indicates that the second of these could
only hit v via δ1, so we have the stated result for s > 0. The proof for s = 0 is
similar.

For convenience, we recall the following computation of all nontrivial differentials
in the spectral sequence associated to E∞(Drst) from [6, 9.1].

Proposition 4.5. The following differentials in the spectral sequence associated to
E∞(Drst) are nontrivial:

δr : Er
−2s−r,2t+r−1 → Er

−2s−2r,2t+2r−2

δ2r−1 : E2r−1
p,2t → E2r−1

p−2r+1,2t+2r−2 p ∈ [−2s,−s− 1]

δ2r−1−b : E2r−1−b
−s,2t+b → E2r−1−b

b+1−2r−s,2t+2r−2 b ∈ [0, r − 2]

δr : Er
−s,2t+b → Er

−s−r,2t+b+r−1 b ∈ [r − 1,∞)

Proposition 4.6. Suppose that v ∈ l has total degree in

[2t− 2s, 2t− 2s− 1 + n]

and j is such that δj [φv]j 6= 0. Then

0 6= δj [v]j ∈ l
d.
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Proof. Assume t = 0. If [v]j makes sense (that is δk[v]k = 0 for k < j), then

φδj [v]j = δjφ[v]j = δj [φv]j 6= 0,

so δj [v]j 6= 0. Proposition 4.3 coupled with Proposition 4.5 then tell us that it must
land in the stated place.

We now show that δk[v]k = 0 for 2 6 k < j. By Lemma 4.4 we know that v does
not hit m1 nontrivially. The differential of v is in the following range of total degrees:

[−2s− 1,−2s+ n− 2],

so we see (as in the proof of Proposition 4.3) that v cannot hit any of the bidegrees
spanned by t or m2. On the other hand, td lives in the following range of total degrees:

[−2s+ n− 2, r − s+ n− 4],

so it’s possible that v hits something in td if it has total degree −2s− 1 + n. But td is
so far away that this must happen on a page bigger than j (see Figure 3 on page 9).
To be precise, the differential would be one of (writing c ∈ t−2s−2r,2r+n−2)

δ2r+s[v] = [c] if v ∈ c−s,−s−1+n

δ2r+n−1[v] = [c] if v ∈ b−2s−1+n,0,

whereas j 6 2r − 1 by Proposition 4.5.

This proposition tells us that the spectral sequence for En(Drst) vanishes in the
bidegrees of L at the same time as in E∞(Drst). This is precisely what we will need
to help us show that the Q̃m vanish on appropriate boundaries.

5. Additivity and the Browder operation

We would like to mimic section 12 of [6], but at first glance it appears that [6,
11.1] fails when m = t− s+ n because of the classical formula [9, 6.5]

ξn(x+ y) = ξn(x) + ξn(y) + λn(x, y),

where λn is the Browder operation and ξn(xq) = Qq+n(x). Surprisingly, additivity
holds for the top operation as long as s > 0. We will see in a moment that this
happens because the Browder operation lands in a lower filtration degree, but first
we prove the additivity statement.

Proposition 5.1 (Additivity). Let r > 2 and

b =

{

t− s+ n s > 0

t+ n− 1 s = 0.

The functions

Q̃m
v : Zr

−s,t(Y ) → Er
−s,m+t(E

n(Y )) m ∈ [t, b]

Q̃m
h : Zr

−s,t(Y ) → Er
m−s−t,2t(E

n(Y )) m ∈ [t− s,min(t, t− s+ n)]

are homomorphisms.
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Proof. As in the proof of [6, 11.1], we have

E1(skn W ⊗Drst ⊗Drst) ∼= H∗(skn W )⊗ E1(Drst)⊗ E1(Drst),

which is nonzero only in the following list of bidegrees:

(−2s, 2t), (−2s− r, 2t+ r − 1), (−2s− 2r, 2t+ 2r − 2)

(−2s, 2t+ n), (−2s− r, 2t+ r − 1 + n), (−2s− 2r, 2t+ 2r − 2 + n)

since H∗(skn W ) = ke0 ⊕ k(1 + σ)en. The only possible overlap with bidegrees of the
operations are (−2s, 2t), which is the external square, and, if s = 0, (0, 2t+ n). But
this last bidegree corresponds to the operation Q̃t+n

v (when s = 0), which is the one
operation that is excluded from the statement of the proposition.

Definition 5.2 (Browder Operation). Let Y be a cosimplicial chain complex. Con-
sider k as a chain complex in degree 0. Using the map k → Σ−n skn W that sends 1
to (1 + σ)en for the middle arrow below, we consider the map of bicomplexes

C(Y )⊗ C(Y )
AW // C(Y ⊗ Y ) // Σ−nC(skn W ⊗ Y ⊗ Y )

��

Σ−nC(En(Y ))

Then we have a map

λn : E
r
−s,t(Y )⊗ Er

−s′,t′(Y ) → Er
−s−s′,t+t′+n(E

n(Y )),

which we call the external Browder operation.

There is a discrepancy in bidegrees. Our top operation for an element in Zr
−s,t is

in bidegree (−s, 2t+ n− s) or (−2s+ n, 2t), whereas the Browder operation of two
elements in Er

−s,t is in bidegree (−2s, 2t+ n). When s = 0 the Browder operation
still measures the deviation from additivity of the top operation.

Proposition 5.3. Suppose that x, y ∈ Zr
0,t(Y ). Then

Q̃t+n
v (x+ y) = Q̃t+n

v (x) + Q̃t+n
v (y) + λn([x]r, [y]r).

Before beginning the proof, we make note of the following variation of [6, 11.2]:

Lemma 5.4. Let X and Y be cosimplicial chain complexes. Then

En(X ⊕ Y ) ∼= En(X)⊕ En(Y )⊕ (skn W ⊗X ⊗ Y )

via

ei ⊗ (x+ y)⊗ (x′ + y′) 7→
ei ⊗ x⊗ x′ + ei ⊗ y ⊗ y′

+ei ⊗ x⊗ y′ + σei ⊗ x′ ⊗ y.
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Proof of Proposition 5.3. Examine the diagram from [6, 11.1]:

Dr0t

Θx+y
!!

DD
DD

DD
DD

// Dr0t ⊕Dr0t

Θx⊕Θy
yyssssssssss

Y

where the top map is the diagonal. According to Lemma 5.4, we have the decompo-
sition

En(D)

En(Θx+y) $$IIIIIIIII
// En(D ⊕D)

xxrrrrrrrrrr

5.4
En(D)⊕ En(D)⊕ (skn W ⊗D ⊗D)

En(Θx)+En(Θy)+???nnEn(Y )

where D = Dr0t. The image of u0,2t+n under En(Θx) and En(Θy) give Q̃t+n
v (x) and

Q̃t+n
v (y). We now seek to identify the image of u0,2t+n under the composite

En(D) → skn W ⊗D ⊗D → En(Y ).

For maps f : A → C and g : B → C, the following commutes

skn W ⊗A⊗B
1⊗f⊗g

//

��

skn W ⊗ C ⊗ C

��

En(A⊕B)
En(f+g)

// En(C)

where the left vertical arrow is the inclusion from Lemma 5.4. Replacing A = B =
Dr0t and C = Y , we extend this to the diagram

C(D)⊗ C(D)
C(Θx)⊗C(Θy)

//

AW
��

C(Y )⊗ C(Y )

AW
��

C(D ⊗D)
C(Θx⊗Θy)

//

��

C(Y ⊗ Y )

��

Σ−nC(skn W ⊗D ⊗D)
1⊗Θx⊗Θy

//

��

Σ−nC(skn W ⊗ Y ⊗ Y )

��

Σ−nC(En(D ⊕D))
En(Θx+Θy)

// Σ−nC(En(Y ))

The composite of the vertical maps on the right is what was used to define the external
Browder operation, so

Er(D)⊗ Er(D) // Er(Y )⊗ Er(Y )

��

Er(En(Y ))

takes ı⊗ ı to λn([x]r, [y]r). Furthermore, the Alexander-Whitney map is particularly
simple on elements in cosimplicial degree 0: AW (id[0] ⊗ id[0]) = id[0] ⊗ id[0]. So the
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vertical maps on the left give

C(D)⊗ C(D) // C(D ⊗D) // Σ−nC(skn W ⊗D ⊗D)

id[0] ⊗ id[0]
� // id[0] ⊗ id[0]

� // (1 + σ)en ⊗ id[0] ⊗ id[0] .

At E1 this coincides with the image of u0,2t+n by Lemma 5.5.

Lemma 5.5. Let C be a chain complex. Consider the composite

En(C)
En∆
−→ En(C ⊕ C) ։ skn W ⊗ C ⊗ C,

where the projection map is the one given by Lemma 5.4:

En(X ⊕ Y ) → skn W ⊗X ⊗ Y

em ⊗ (x+ y)⊗ (x′ + y′) 7→ em ⊗ x⊗ y′ + σem ⊗ x′ ⊗ y.

Then the homology of the composite sends en ⊗ [c]⊗ [c] to (1 + σ)en ⊗ [c]⊗ [c].

Proof. Fix a quasi-isomorphism C → HC. The following commutes:

H∗E
n(C)

∼=

��

// H∗(E
n(C ⊕ C))

∼=

��

// H∗(skn W ⊗ C ⊗ C)

∼=

��

H∗E
n(HC) // H∗En(HC ⊕HC) // H∗(skn W ⊗HC ⊗HC)

so it is enough to prove that for a module M ,

H∗(E
n(M)) → H∗(skn W ⊗M ⊗M)

sends en ⊗m⊗m to (1 + σ)en ⊗m⊗m. This is an easy computation.

Remark 5.6. The formula given in Proposition 5.3 says that if y happens to be in
Br

0,t then

Q̃t+n
v (x+ y) = Q̃t+n

v (x) + Q̃t+n
v (y),

since [y]r = 0. So if we show that Q̃t+n
v (y) = 0 for y ∈ Br

0,t then we will know that

Q̃t+n
v induces a function

Er
0,t(Y ) → Er

0,2t+n(E
n(Y )).

6. Definition of operations

The proofs of nearly everything in section 12 of [6] now go through, with perhaps
the only subtle point that the analogue of [6, 12.4] relies on the vanishing statement
Proposition 4.6.

Lemma 6.1. The homomorphisms Q̃m vanish on Zr−1
−s−1,t+1 for r > 2.
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Proof. Write r′ = r − 1, s′ = s+ 1, t′ = t+ 1, and let y ∈ Zr′

−s′,t′(Y ) ⊂ Zr
s,t(Y ). Then

the following commutes:

Drst

Θr
y !!

DD
DD

DD
DD

Θı // Dr′s′t′

Θr′

y{{xx
xx

xx
xx

x

X

If r′ > 2 then Theorem 2.5 says that Er(En(Dr′s′t′)) is zero on the ranges {−s} ×
[2t, 2t+ n− s] and [−2s,min(−s− 1, 2t+ n− s)]× {2t} that we are interested in.
The diagram

Er(En(Drst))

''PPPPPPPPPPPP
// Er(En(Dr′s′t′))

vvnnnnnnnnnnnn

Er(En(Y ))

commutes and the rightmost composition takes up,q to zero for (p, q) in the appro-

priate range, so all of the Q̃ must vanish on x. If r = 2 then E2(En(D1s′t′)) = 0.

In particular, this shows that the Q̃m vanish on ∂F−s−1, and the proof of the
following is a minor variation of that of the corresponding proposition in section 12
of [6].

Proposition 6.2. The homomorphisms Q̃m vanish on ∂F−s.

Lemma 6.3. The vertical maps Q̃v vanish on ∂Zr−1
−s+r−1,t−r+2 for r > 2.

Proof. Notice that we may assume that n > s, otherwise we have not defined the
vertical maps and the statement is vacuously true. Let r′ = r − 1, s′ = s+ 1− r,
t′ = t− r + 2. We may assume that y ∈ Zr−1

−s+r−1,t−r+2 has the form

y =
s−1
∑

j=s−r+1

yj .

The following diagram commutes:

Drst

Θ∂y
!!

DD
DD

DD
DD

Θ∂ı // Dr′s′t′

Θy
||xx

xx
xx

xx
x

Y

Applying Proposition 4.3 to (r′, s′, t′), we see that the vector space E2
p,q(E

n(Dr′s′t′))
is one-dimensional for p = −s and q ∈ [2t, 2t− s+ n]. Furthermore, Proposition 4.6
tells us that all of these classes vanish at page r′ + 1 = r. These are exactly the
bidegrees where we have defined vertical operations, so applying Er(En(−)) to the
above diagram we see that Q̃v(∂y) = 0 on Er.

Lemma 6.4. If r = 2 then the homomorphisms Q̃ vanish on ∂Z1
−s+1,t.

Proof. As in [6].
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Theorem 6.5. The maps above define functions

Qm
v : Er

−s,t(Y ) → Er
−s,m+t(E

n(Y )) m ∈ [t, t− s+ n]

Qm
h : Er

−s,t(Y ) → Ew
m−s−t,2t(E

n(Y )) m ∈ [t− s,min(t, t− s+ n)]

where

w =











r m = t− s

2r − 2 m ∈ [t− s+ 1, t− r + 2]

r + t−m m ∈ [t− r + 3, t].

They are homomorphisms unless s = 0 and m = t− s+ n, in which case there is an
error term given by Proposition 5.3.

Proof. The only missing ingredient is the vanishing of Q̃m
h on an element ∂y where

y ∈ Zr−1
−s+r−1,t−r+2 is of the form

y =
s−1
∑

j=s−r+1

yj .

This is an extension of the proof of Lemma 6.3. According to Propositions 4.3 and 4.6
applied to (r′, s′, t′), part of [6, 9.2] applies in the spectral sequence for En(Dr′s′t′)
to give appropriate vanishing in the range of bidegrees

[−2s+ 1,min(−2s+ n,−s− 1)]× {2t}.

In particular,

E2r−2
p,2t (En(Dr′s′t′)) = 0

for p ∈ [−2s+ 1,−r − s+ 2] ∩ I, and

Er−s−p
p,2t (En(Dr′s′t′)) = 0

for p ∈ [−r − s+ 3,−s] ∩ I, where I = [−2s+ 1,min(−2s+ n,−s− 1)]. Furthermore,
Lemma 4.4 tells us that

Er
−2s,2t(E

n(Dr′s′t′)) = 0.

The statement then follows by going from p to m = t+ s+ p.

7. Convergence of operations

In this section, we take “space” to mean “simplicial set,” as we did in [7]. If
X is a cosimplicial space, then the target for the homology spectral sequence is
H∗(TotX), using a filtration given by Bousfield in [2] that we now briefly recall.
If V is a cosimplicial simplicial module and ℓ 6 ∞, then there is a natural quasi-
isomorphism

N Totℓ V
φℓ

// TℓCNV

N map(skℓ ∆, V ) TCNV/F−(ℓ+1)
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by [2, 2.2]. The composite S∗ TotX = NkTotX → N Tot(kX)
φ∞

→ TCNkX is used
to define the filtration on H∗(TotX), which is given by

F−s = ker(H TotX → HTCNkX → HTs−1CNkX),

so F−(s+1) ⊂ F−s. This gives the abutment map

(F−s/F−s−1)H(TotX) →֒ E∞
−s(X; k).

The arguments of [7] may be modified to give

Theorem 7.1. Suppose that X is a cosimplicial space and m 6 t− s+ n. Then

Qm[F−sHt−s(Tot(X))] ⊂ F−vHt−s+m(Tot(Sn ×π X×2))

where

v(t, s,m) =

{

s m > t

t+ s−m t− s 6 m 6 t.

Furthermore, for each m the following diagram commutes:

(F−s/F−s−1)Ht−s(TotX) //

Qm

��

E∞
−s,t(S∗(X))

Qm

��

E∞
−v,v−s+m+t(skn W ⊗π S∗(X)⊗2)

∼=E1−iso

��

(F−v/F−v−1)Ht−s+m(Tot(Sn ×π X×2)) // E∞
−v,v−s+m+t(S∗(S

n ×π X×2))

The obvious necessary change is to replace, throughout [7], Eπ and Bπ by Sn =
skn Eπ and RPn = skn Bπ, respectively. The one other change we must make in
comparison with the proof of the analogous result from [7] is that we must use the
results of section 3 to get a handle on the E∞ term for the spectral sequence of
En(D∞st).

In particular, Theorem 7.1 implies convergence of the internal operations when X
is a cosimplicial Cn+1-space:

Theorem 7.2. Suppose that X is a cosimplicial Cn+1-space. Then the Araki-Kudo
operation Qm has the following effect on the filtration:

Qm[F−sHt−s(Tot(X))] ⊂ F−vHt−s+m(TotX),

where v is given above. Furthermore, for each m ∈ [t− s, t− s+ n], the following
diagram commutes:

(

F−s/F−s−1
)

Ht−s(TotX) //

Qm

��

E∞
−s,t(X)

Qm

��
(

F−v/F−v−1
)

Ht−s+m(Tot(X)) // E∞
−v,v−s+m+t(X)
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We also note that the results of [7] that are related to multiplication, namely
Theorem 4.4 and Corollary 4.5, may be extended to the present situation with only
minor changes to the proofs that appear in [7].

Theorem 7.3. Fix n > 2, and let X be a cosimplicial space. Then the external mul-
tiplication µ : H TotX ⊗H TotX → H Tot(Sn ×π X×2) is compatible with the filtra-
tion in the sense that

µ(F−s ⊗ F−s′) ⊂ F−s−s′ .

Furthermore, we have that the following diagram commutes:

(F−s/F−s−1)H TotX ⊗ (F−s′/F−s′−1)H TotX //

��

E∞
−s(S∗(X))⊗ E∞

−s′(S∗(X))

��

(F−s−s′/F−s−s′−1)H Tot(Sn ×π X×2) // E∞
−s−s′(S∗(S

n ×π X×2))

If X is a cosimplicial Cn+1-space, then we have the corresponding internal statement
that the diagram

(F−s/F−s−1)H TotX ⊗ (F−s′/F−s′−1)H TotX //

��

E∞
−s(S∗(X))⊗ E∞

−s′(S∗(X))

��

(F−s−s′/F−s−s′−1)H TotX // E∞
−s−s′(S∗(X))

commutes.

We now turn to the Browder operation, which is fundamentally an algebraic oper-
ation. Recall that in [7] we proved a theorem that stated that in homology the map
φℓ is compatible with tensor products, in the sense that the diagram

H(Totℓ U)⊗H(Totℓ V )
φℓ⊗φℓ

//

��

H(TℓCNU)⊗H(TℓCNV )

��

H(Totℓ(U ⊗ V ))
φℓ

// H(TℓCN(U ⊗ V ))

commutes. Regarding kSn also as a constant cosimplicial simplicial k-module, we can
iterate this theorem to get that bottom of the diagram

H∗(Totℓ U)⊗H∗(Totℓ V )

#(1+σ)en⊗−⊗−

��

// H∗(TℓCNU)⊗H∗(TℓCNV )

(1+σ)en⊗−⊗−

��

H∗(S
n)⊗H∗(Totℓ U)⊗H∗(Totℓ V ) //

��

H∗(S
n)⊗H∗(TℓCNU)⊗H∗(TℓCNV )

��

H∗(Totℓ(kS
n ⊗ U ⊗ V )) // H∗(TℓCN(kSn ⊗ U ⊗ V ))
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commutes. The left-hand composite

N Totℓ U ⊗N Totℓ V → skn W ⊗N Totℓ U ⊗N Totℓ V

∇
→ N [kSn ⊗ Totℓ U ⊗ Totℓ V ] → N Totℓ(kS

n ⊗ U ⊗ V )

can be seen a cosimplicial extension of the usual external Browder operation (see [9,
p.184]). The right-hand composite is given by

TℓCNU ⊗ TℓCNV → skn W ⊗ TℓCNU ⊗ TℓCNV

→ Tℓ((skn W )v ⊗ CNU ⊗ CNV )

AW
→ TℓC(skn W ⊗NU ⊗NV )

∇
→ TℓCN(kSn ⊗ U ⊗ V ).

The composite

TℓCNU ⊗ TℓCNV → skn W ⊗ TℓCNU ⊗ TℓCNV

→ Tℓ((skn W )v ⊗ CNU ⊗ CNV )
AW
→ TℓC(skn W ⊗NU ⊗NV )

is equal to

TℓCNU ⊗ TℓCNV → Tℓ(CNU ⊗ CNV )

→ Tℓ[(skn W )v ⊗ CNU ⊗ CNV ] → TℓC(skn W ⊗NU ⊗NV ).

We see this show up as the the bottom left portion of the commutative diagram

C(NU)⊗ C(NV )
AW //

��

C(NU ⊗NV )

��

(skn W )v ⊗ C(NU)⊗ C(NV )
AW // C(skn W ⊗NU ⊗NV )

Our definition of the Browder operation in Definition 5.2 is essentially the upper right
portion of this diagram. Thus we see that our definition agrees with the classical one.

Theorem 7.4. We consider the map

Hk(TotX)⊗Hk′(TotX) → Hk+k′+n(S
n × TotX × TotX)

→ Hk+k′+n(Tot(S
n ×π X×2))

as the classical external Browder operation. This map descends to filtration quotients
and, furthermore, our spectral sequence version λn from Definition 5.2 makes the
following diagram commute:

(F−s/F−s−1)H TotX ⊗ (F−s′/F−s′−1)H TotX //

��

E∞
−s(S∗(X))⊗ E∞

−s′(S∗(X))

λn

��

(F−s−s′/F−s−s′−1)H Tot(Sn ×π X×2) // E∞
−s−s′(S∗(S

n ×π X×2))

Proof. Most of the argument precedes the theorem statement, and the rest is as
in [7].
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