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SCALING LIMIT OF A DISCRETE PRION DYNAMICS MODEL∗

MARIE DOUMIC† , THIERRY GOUDON‡ , AND THOMAS LEPOUTRE§

Abstract. This paper investigates the connection between discrete and continuous models
describing prion proliferation. The scaling parameters are interpreted on biological grounds and
we establish rigorous convergence statements. We also discuss, based on the asymptotic analysis,
relevant boundary conditions that can be used to complete the continuous model.
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1. Introduction

The modelling of intracellular prion infection has been dramatically improved in
the past few years according to recent progress in molecular biology of this pathol-
ogy. Relevant models have been designed to investigate the conversion of the normal
monomeric form of the protein (denoted PrPc) into the infectious polymeric form
(denoted PrPsc) according to the auto-catalytic process:

PrPc+PrPsc−→2PrPsc,

in fibrillar aggregation of the protein. These models are based on linear growth of
PrPsc polymers via an autocatalytic process [9].

The seminal paper by Masel et al. [17] proposed a discrete model where the prion
population is described by its distribution with respect to the size of polymer aggre-
gates. The model is an infinite-dimensional system of Ordinary Differential Equations,
taking into account nucleated transconformation and polymerization, fragmentation
and degradation of the polymers, as well as production of PrPc by the cells. This
model consists in an aggregation fragmentation discrete model. In full generality, it
writes as follows:



















dv

dt
=λ−γv−v

∞
∑

i=n0

τiui +2
∑

j≥n0

∑

i<n0

iki,jβjuj ,

dui

dt
=−µiui−βiui−v(τiui−τi−1ui−1)+2

∑

j>i

βjki,juj , for i≥n0,

(1.1)

(with the convention τn0−1un0−1 =0). Here v represents the quantity of healthy
monomers (PrPc), ui the quantity of infectious polymers (PrPsc) of size i, i.e. formed
by the fibrillar aggregation of i monomers. We thus have i>n0 >2, where n0 repre-
sents the minimal size for polymers: smaller polymers are considered to be unstable
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and are immediately degraded into monomers, as the last term of equation (1.1) for
v expresses. Parameters γ and µi are the degradation rates respectively of monomers
and polymers of size i. The parameter λ is a source term: the basal synthesis rate
of PrPc. The coefficient βi is the fragmentation rate of a polymer of size i, and the
coefficient kj,i is the repartition function for a polymer of size i dividing into two
polymers of smaller sizes j and i−j. Finally, the quantity vτi is the aggregation speed
of polymers of size i, which is supposed to depend both on the available quantity of
monomers v and on a specific aggregation ability τi of polymers of size i.

In the original model [17], the degradation rate of polymers µi and the aggregation
rate τi were assumed to be independent of the size i, the fragmentation rate satisfied
βj =β(j−1) for a constant β and ki,j was a uniform repartition over {1,...j−1}, i.e.,
ki,j = 1

j−1 for i∈{1,...j−1}, and 0 elsewhere. These laws express that all polymers
behave in the same way, and that any joint point of any polymer has the same prob-
ability to break. It allowed the authors to close the system into an ODE system of
three equations, which is quite simple to analyze. However, following recent experi-
mental results such as in [20], and their mathematical analysis in [5, 4], here we prefer
to consider variable coefficients in their full generality. Following the ideas of [7], we
can consider, under reasonable growth assumptions on the coefficients, the so called
admissible solutions, i.e., solutions obtained by taking the limit of truncated systems
(see Appendix C).

Recent work by Greer et al. analyzed this process in a continuous setting [10].
They proposed a Partial Differential Equation to render out the above-mentioned
polymerization/fragmentation process. It writes

dV

dt
=λ−γV −V

∫ ∞

x0

τ(x)U(t,x)dx

+2

∫ ∞

x=x0

∫ x0

y=0

yk(y,x)β(x)U(t,x)dxdy, (1.2)

∂U

∂t
=−µ(x)U(t,x)−β(x)U(t,x)−V ∂

∂x
(τU)

+2

∫ ∞

x

β(y)k(x,y)U(t,y)dy. (1.3)

The coefficients of the continuous model (1.2) (1.3) have the same meaning as those
of the discrete one (1.1); however, some questions about their scaling remain, and in
particular about the exact biological interpretation of the variable x.

The aim of this article is to investigate the link between system (1.1) and system
(1.2), (1.3). We discuss in details the convenient mathematical assumptions under
which we can ensure that the continuous system is the limit of the discrete one and
we rigorously establish the convergence statement. We also want to discuss possible
biological interpretations of our asymptotic analysis, and see how our work can help to
define a proper boundary condition at x=x0 for system (1.2), (1.3). Indeed, equation
(1.3) holds in the domain x>x0 and, due to the convection term, at least when
V (t)τ(x0)>0 a boundary condition is necessary to complete the problem.

In section 2, we first recall general properties and previous results on the con-
sidered equations. In section 3, we rescale the equations in order to make a small
parameter ε appear, and we state the main result: the asymptotic convergence of the
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rescaled discrete system towards the continuous equations. Section 4 is devoted to
its proof, based on moments a priori estimates. Sections 5 and 6 discuss how these
results can be interpreted on physical grounds. We also comment the issue of the
boundary condition for the continuous model.

2. Basic properties of the equations

All the considered coefficients are nonnegative. We need some structural hypothe-
ses on k and kj,i to make sense. Obviously, the hypotheses take into account that a
polymer can only break into smaller pieces. We also impose symmetry since a given
polymer of size y breaks equally into two polymers of size x and y−x, respectively.
Summarizing, we have

ki,j ≥0, k(x,y)≥0,
ki,j =0 for i≥ j k(x,y)=0 for x>y,

(2.1)

ki,j =kj−i,i, k(x,y)=k(y−x,y), (2.2)

j−1
∑

i=1

ki,j =1,

∫ y

0

k(x,y)dx=1. (2.3)

(Note that (2.1) and (2.3) imply that 0≤ki,j ≤1.) Classically, these two conditions
lead to a third one, expressing mass conservation through the fragmentation process:

2

j−1
∑

i=1

iki,j = j, 2

∫ y

0

xk(x,y)dx=y. (2.4)

The discrete equation belongs to the family of coagulation-fragmentation models
(see [1, 2]). Adapting the work of [1, 2] to this system, we obtain the following result.
It is not optimal but sufficient for our study.

Theorem 2.1. Let ki.j satisfy Assumptions (2.1)–(2.3). We assume the following
growth estimate on the coefficients: there exist K>0, α≥0, m≥0, and 0≤θ≤1 such
that

0≤βi ≤Kiα, 0≤µi ≤Kim, 0≤ τi ≤Kiθ. (2.5)

The initial data v0≥0,u0
i ≥0 satisfies, for σ=max(1+m,1+θ,α)

∞
∑

i=n0

iσu0
i <+∞.

Then there exists a unique global solution to (1.1) which satisfies for all t≥0

v(t)+

∞
∑

i=n0

iui(t)=v0 +

∞
∑

i=n0

iu0
i +λt−

∫ t

0

γv(s)ds−
∫ t

0

∞
∑

i=n0

iµiui(s)ds. (2.6)

A sketch of the proof is given in Appendix C. Let us introduce the quantity

ρ(t)=v(t)+

∞
∑

i=n0

iui(t), (2.7)
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which is the total number of monomers in the population. Equation (2.6) is a mass
balance equation, which can be written as

d

dt
ρ=λ−γv(t)−

∞
∑

i=n0

iµiui(t). (2.8)

Similarly for the continuous model we define

̺(t)=V (t)+

∫ ∞

x0

xU(t,x)dx.

The analogue of (2.8) would be

̺(t)−̺(0)=λt−
∫ t

0

γV (s)ds−
∫ t

0

∫ ∞

x0

xµ(x)U(t,x) dx. (2.9)

In fact, the argument to deduce (2.9) from the system (1.2)(1.3) is two–fold: it re-
lies both on the boundary condition on {x=x0} for (1.3) and on the integrability
properties of the fragmentation term

x×
(

2

∫ ∞

x

β(y)k(x,y)U(t,y)dy−β(x)U(t,x)
)

,

the integral of which has to be combined to (1.2) by virtue of (2.4). The question is
actually quite deep, as it is already revealed by the case where µ=0, τ =0 and x0 =0.
In this situation it can be shown that (1.3) admits solutions that do not satisfy the
conservation law:

∫ ∞

0
xU(t,x)dx=

∫ ∞

0
xU(0,x)dx, see [8]. Hence, (2.9) has to be

incorporated in the model as a constraint to select the physically relevant solution,
as suggested in [8] and [13]. Nevertheless, the integrability of the fragmentation term
is not a big deal since it can be obtained by imposing boundedness of a large enough
moment of the initial data as it will be clear in the discussion below and as it appeared
in [8, 13]. More interesting is how to interpret this in terms of boundary conditions;
we shall discuss the point in section 5. (Note that in [13] the problem is completed
with the boundary condition U(t,x0)=0 while x0>0, τ(x0)>0.) According to [8, 13]
we adopt the following definition.

Definition 2.2. We say that the pair (U,V ) is a “monomer preserving weak solution
of the prion proliferation equations” with initial data (U0,V0) if it satisfies (1.2) and
if for any ϕ∈C∞

c ((x0,∞)), we have
∫ ∞

0

U(t,dx)ϕ(x)−
∫ ∞

0

U0(dx)ϕ(x)

=−
∫ t

0

∫ ∞

0

µ(x)U(s,dx)ϕ(x)ds−
∫ t

0

∫ ∞

0

β(x)U(s,dx)ϕ(x)ds

+

∫ t

0

V (s)

∫ ∞

0

τ(x)U(s,dx)∂xϕ(x)ds

+2

∫ t

0

∫ ∞

x0

β(y)U(s,dy)

∫ y

x0

k(dx,y)ϕ(x)ds, (2.10)

and

V (t)+

∫ ∞

x0

xU(t,dx)=V0 +

∫ ∞

x0

xU0(dx)

+λt−
∫ t

0

γV (s)ds−
∫ t

0

∫ ∞

x0

xµ(x)U(s,dx)ds. (2.11)
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A break is necessary to discuss the functional framework to be used in Definition
2.2. We start by setting up some notation. We denote M1(X) to be the set of bounded
Radon measures on a Borelian set X⊂R; M1

+(X) stands for the positive cone in
M1(X). The space M1(X) identifies as the dual of the space C0(X) of continuous
functions vanishing at infinity in X,1 endowed with the supremum norm, see [15].
Given an interval I⊂R, we consider measure valued functions W :y∈ I 7→W (y)∈
M1(X). Denoting W (y,dx)=W (y)(dx), we say that W ∈C(I;M1(X)−weak−⋆),
if, for any ϕ∈C0(X), the function y 7→

∫

X
ϕ(x)W (y,dx) is continuous on I. We are

thus led to assume

U ∈C([0,T ];M1
+([0,∞))−weak−⋆), V ∈C([0,T ]),

with furthermore

supp
(

U(t,.)
)

⊂ [x0,∞),

∫ ∞

x0

xU(t,dx) <∞,

which corresponds to the physical meaning of the unknowns. Hence, formula (2.10)
makes sense for continuous coefficients

µ, β, τ ∈C([x0,∞)).

Concerning the fragmentation kernel, it suffices to suppose that

y 7→k(dx,y)∈C([x0,∞);M1
+([0,∞))−weak−⋆).

3. Main result

This section splits into three steps: firstly, we precisely set up the scaling of
the equations, secondly we detail the assumptions on the discrete coefficients which
will be used to define, through a compactness argument, the coefficients of the limit
equations, and thirdly we give the main statement of the paper.

3.1. Notations and rescaled equations. We first rewrite system (1.1) in a
dimensionless form, as done for instance in [6] (see also [11]). Here we summarize all
the absolute constants that we will need in the sequel:

• T , characteristic time,

• U , characteristic value for the concentration of polymers ui,

• V, characteristic value for the concentration of monomers v,

• T , characteristic value for the polymerisation rate τi,

• B, characteristic value for the fragmentation frequency βi,

• d0, characteristic value for the degradation frequency of polymers µi,

• Γ, characteristic value for the degradation frequency of monomers γ,

• L, characteristic value for the source term λ.

1φ∈C0(X) means that φ is continuous and for any η >0, there exists a compact set K ⊂X such
that supX\K |φ(x)|≤η. We denote Cc(X) to be the space of continuous functions with compact
support in X.
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The dimensionless quantities are defined by

t̄=
t

T
, v̄(t̄)=

v(t̄T )

V , ūi(t̄)=
ui(t̄T )

U , β̄i =
βi

B
, τ̄i =

τi
T ,

µ̄i =
µi

d0
, λ̄=

λ

L
, γ̄=

γ

Γ
.

Recall that ki,j is already dimensionless. The following dimensionless parameters arise
from this nondimensionalization











a=
LT

V , b=BT, c=ΓT, d=d0T,

s=
U
V , ν=TT V.

(3.1)

Omitting the overlines, the equation becomes















dv

dt
=aλ−cγv−νsv∑

τiui +2bs
∑

j≥n0

∑

i<n0

iki,jβjuj ,

dui

dt
=−dµiui−bβiui−νv(τiui−τi−1ui−1)+2b

∑

j>iβjki,juj , for i≥n0.

(3.2)
The definition (2.7) of the total mass in dimensionless form becomes

v+s
∞
∑

i=n0

iui =ρ. (3.3)

The rationale motivating the scaling can be explained as follows. Let 0<ε≪1 be a
parameter intended to tend to 0. We pass from the discrete model to the continuous
model by associating a stepwise constant function to the ui’s, constant on each in-
terval (εi,ε(i+1)). Then sums over the index i will be interpreted as Riemann sums
which are expected to tend to integrals in the continuum limit while finite differences
will give rise to derivatives. Having in mind the case of homogeneous division and
polymerization rates β(x)=xα, τ(x)=xθ, µ(x)=xm, which generalizes the constant-
coefficient case proposed by [10], and their discrete analogue βi = iα, τi = iθ, µi = im,
we shall assume that the rescaled coefficients βi,µi,τi fulfill (2.5). Therefore, we are
led to set

s=ε2,

so that (3.3) becomes

v+ε

∞
∑

i=n0

εi ui =ρ, (3.4)

to be compared to the definition of ̺ in (2.9). This scaling means that the typical
concentration of any aggregate with size i>n0 is small compared to the monomers
concentration, but the total mass of the aggregates is in the order of the mass of
monomers. Next, we set

a=1, b=εα, c=1, d=εm, ν=εθ−1.
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The rescaled equations read



















dv

dt
=λ−γv−εθ+1v

∑

τiui +2ε2+α
∑

i≥n0

∑

j<n0

jkj,iβiui,

dui

dt
=−εmµiui−εαβiui−εθ−1v(τiui−τi−1ui−1)+2εα

∑

j>i

βjki,juj , for i≥n0.

(3.5)
Eventually, the threshold value n0 also depends on the scaling parameter and we
assume

lim
ε→0

εn0(ε)=x0≥0. (3.6)

This choice is discussed in section 6.3.
Equation (3.5) is completed by an initial data (u0,ε

i ,v0,ε) verifying, for some con-
stants M0,ρ

0,M1+σ independent of ε :















































v0,ε +ε2
∞
∑

i=n0(ε)

iu0,ε
i =ρ0<+∞,

ε
∞
∑

i=n0(ε)

u0,ε
i ≤M0<+∞,

ε2+σ

∞
∑

i=n0(ε)

i1+σu0,ε
i ≤M1+σ<+∞, 1+σ>max(1,α,1+m,1+θ).

(3.7)

For any 0<T <∞, Theorem 2.1 guarantees the existence of a solution (uε
i ,v

ε) of (3.5).
Let us set

χε
i (x)=χ[iε,(i+1)ε)(x),

with χA the indicator function of a set A. We introduce the piecewise constant
function

uε(t,x) :=

∞
∑

i=n0(ε)

uε
i (t)χ

ε
i (x).

On the same token, we associate the following functions to the coefficients

kε(x,y) :=

∞
∑

i=0

∞
∑

j=0

ki,j

ε
χε

i (x)χ
ε
j(y),

µε(x) :=
∞
∑

i=n0(ε)

εmµiχ
ε
i (x),

βε(x) :=
∞
∑

i=n0(ε)

εαβiχ
ε
i (x),

τε(x) :=
∞
∑

i=n0(ε)

εθτiχ
ε
i (x).

This choice is made so that for all y, kε(·,y) is a probability measure on [0,y].
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3.2. Compactness assumptions on the coefficients. For technical pur-
poses we need further assumptions on the discrete coefficients. Let us collect them as
follows: there exists K>0 such that

∣

∣βi+1−βi

∣

∣≤Kiα−1,
∣

∣µi+1−µi

∣

∣≤Kim−1,
∣

∣τi+1−τi
∣

∣≤Kiθ−1,

(3.8)

where the exponents α, θ,m are defined in (2.5). For the fragmentation kernel we
furthermore assume that there exists K>0 such that for any i,j

∣

∣

∣

i−1
∑

p=0

p−1
∑

r=0

kr,j+1−
i−1
∑

p=0

p−1
∑

r=0

kr,j

∣

∣

∣
≤K. (3.9)

These assumptions will be helpful for investigating the behavior of (3.5) as ε goes to
0 since they provide compactness properties. We summarize these properties in the
following lemma.

Lemma 3.1. Let
(

zi

)

i∈N
be a sequence of nonnegative real numbers verifying

0≤zi ≤Kiκ,
∣

∣zi+1−zi

∣

∣≤Kiκ−1

for some K>0 and κ≥0. For x≥0, we set zε(x)=
∑

iε
κziχ[εi,ε(i+1))(x). Then there

exists a subsequence εn →0, and a continuous function z :x∈ [0,∞) 7→z(x) such that
zεn converges to z uniformly on [r,R] for any 0<r<R<∞. If κ>0, the convergence
holds on [0,R] for any 0<R<∞ and we have z(0)=0.

We shall apply this statement to the sequences βε,µε,τε. A similar compactness
property can be obtained for the fragmentation coefficients.

Lemma 3.2. Let the coefficients ki,j satisfy Assumptions (2.2),(2.3), and (3.9). Then
there exists a subsequence

(

εn

)

n∈N
and k :y∈ [0,∞) 7→k(dx,y)∈M1

+([0,∞)) which

belongs to C([0,∞);M1
+([0,∞))−weak−⋆) satisfying also (2.2) and (2.3) (in their

continuous version) and such that kεn converges to k in the following sense: for every
compactly supported smooth function ϕ∈C∞

c ([x0,∞)), denoting

φεn(y)=

∫ y

n0(εn)εn

kεn(x,y)ϕ(x)dx, φ(y)=

∫ y

x0

k(dx,y)ϕ(x), (3.10)

we have φεn →φ uniformly locally in [x0,+∞).

The detailed proofs of Lemma 3.1 and Lemma 3.2 are postponed to Appendix B.

3.3. Main results. We are now ready to state the main results of this article.

Theorem 3.3. Assume (2.5) and (3.8). Suppose the fragmentation coefficients fulfill
(2.1)–(2.3) and (3.9). Then, there exist a subsequence, denoted

(

εn

)

n∈N
, continuous

functions µ,τ,β, and a nonnegative measure-valued function k(dx,y) verifying (2.2)
and (2.3), such that

µεn ,τεn ,βεn ,kεn →µ,τ,β,k

in the sense of Lemma 3.1 and Lemma 3.2.
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Let the initial data satisfy (3.7). Then we can choose the subsequence
(

εn

)

n∈N

such that there exists (U,V ) for which

{

uεn ⇀U, in C([0,T ];M1([0,∞))−weak−⋆)),
vεn ⇀V uniformly on [0,T ].

We have xU(t,dx)∈M1([0,∞)), the measure U(t,dx) has its support included in
[x0,+∞) for all time t≥0, and (U,V ) satisfies (2.10)–(2.11).

Theorem 3.4. The limit (U,V ) exhibited in Theorem 3.3 is a monomer preserving
weak solution ( i.e., also satisfies equation (1.2)) in the following situations:

i) x0 =0 and either θ>0 (so that the limit τ satisfies τ(0)=0), or the rates
τi = τ are constant.

ii) x0>0 and the discrete fragmentation coefficients fulfill the following strength-
ened assumption: for any i,j we have

∣

∣

∣

∣

∑

i′≤i

(

ki′j+1−ki′,j

)

∣

∣

∣

∣

≤ K

j
, ki,j ≤

K

j
. (3.11)

4. Moment estimates

We start by establishing a priori estimates uniformly with respect to ε. These es-
timates will induce compactness properties on the sequence of solutions. As described
in [12] for general coagulation fragmentation models, the model has the property of
propagating moments.

Lemma 4.1. Let the assumptions of Theorem 3.3 be fulfilled. Then for any T >0,
there exists a constant C<∞ which only depends on M0,M1+σ,ρ

0,λ,K and T , such
that for any ε>0,

sup
t∈[0,T ]

∫ ∞

0

(1+x+x1+σ)uε(t,x)dx≤C, 0≤vε(t)≤C.

Proof. For r≥0, we denote

Mε
r (t)=ε

∞
∑

i=n0

(iε)r uε
i (t).

As in [6], we can notice that

∫ ∞

0

(x

2

)r

uε(t,x)dx≤Mε
r (t)≤

∫ ∞

0

xruε(t,x)dx.

Therefore, we only need to control Mε
0 (t), Mε

1 (t) and Mε
1+σ(t). We notice the obvious

but useful inequality, for 0≤ r≤1+σ,

(iε)r ≤1+(iε)1+σ,

and therefore,

|Mε
r |≤ |Mε

0 |+ |Mε
1+σ|.
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In the sequel, we use alternatively two equivalent discrete weak formulations of equa-
tion (3.5) in the spirit of [13]. We multiply the second equation of (3.5) by ϕi and
summing over i, we first obtain

d

dt

∞
∑

i=n0

uε
iϕi =−εm

∞
∑

i=n0

µiu
ε
iϕi−εα

∞
∑

i=n0

βiu
ε
iϕi

−εθ−1
∞
∑

i=n0

vε(τiu
ε
i −τi−1u

ε
i−1)ϕi +2εα

∞
∑

i=n0

ϕi

∑

j>i

βjki,ju
ε
j ,

=−εm

∞
∑

i=n0

µiu
ε
iϕi−εα

∞
∑

i=n0

βiu
ε
iϕi +ε

θ−1vε

∞
∑

i=n0

τiu
ε
i (ϕi+1−ϕi)

+2εα

∞
∑

i=n0

ϕi

∑

j>i

βjki,ju
ε
j . (4.1)

Using the properties of ki,j , we rewrite the fragmentation terms as follows

∞
∑

i=n0

βiu
ε
iϕi =2

∞
∑

j=n0+1

βj

j−1
∑

i=1

iki,ju
ε
j

ϕj

j
+βn0

uε
n0
ϕn0

=2

∞
∑

j=n0+1

j−1
∑

i=n0

iki,jβju
ε
j

ϕj

j
+2

∞
∑

j=n0+1

n0−1
∑

i=1

iki,jβju
ε
j

ϕj

j
+βn0

uε
n0
ϕn0

,

2

∞
∑

i=n0

ϕi

∑

j>i

βjki,ju
ε
j =2

∞
∑

j=n0+1

j−1
∑

i=n0

iki,jβju
ε
j

ϕi

i
.

By using (2.4), we have n0 =2
∑n0−1

i=1 iki,n0
and we obtain

2

∞
∑

i=n0

ϕi

∑

j>i

βjki,ju
ε
j −

∞
∑

i=n0

βiu
ε
iϕi =−2

∞
∑

j=n0

n0−1
∑

i=1

iki,jβju
ε
j

ϕj

j

+2
∞
∑

j=n0+1

j−1
∑

i=n0

iki,jβju
ε
j

(

ϕi

i
− ϕj

j

)

.

Substituting this in the weak formulation we obtain

d

dt

∞
∑

i=n0

uε
iϕi = −εm

∞
∑

i=n0

µiu
ε
iϕi +ε

θ−1vε

∞
∑

i=n0

τiu
ε
i (ϕi+1−ϕi)

+2εα

∞
∑

j=n0+1

j−1
∑

i=n0

iki,jβju
ε
j

(

ϕi

i
− ϕj

j

)

−2εα

∞
∑

j=n0

n0−1
∑

i=1

iki,jβju
ε
j

ϕj

j
.

(4.2)
This last formulation makes the estimates straightforward (the computations are for-
mal but can be understood as uniform bounds on solutions of truncated systems and
therefore on any admissible solution). Taking φi = iε, we obtain the first moment,
that is, the previously seen mass balance:

d

dt

(

vε +ε2
∞
∑

i=n0

iuε
i

)

=−γvε−ε2+m

∞
∑

i=n0

µiiu
ε
i +λ≤λ. (4.3)
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Therefore, we get (uε
i and vε are nonnegative)

0≤vε(t)+Mε
1 (t)≤ρ0 +λT for 0≤ t≤T <∞,

and
∫ t

0

ε2+m

∞
∑

i=n0

µiiu
ε
i (s,x)ds≤ρ0 +λT for 0≤ t≤T <∞.

To obtain an estimate on the 0th order moment, we take ϕi =ε. The term with τi
vanishes. Only considering the nonnegative part of the derivative, we derive from
(4.2)

d

dt
Mε

0 (t)≤2ε1+α

∞
∑

j=n0+1

j−1
∑

i=n0

iki,jβju
ε
j

1

i

≤2ε1+α

∞
∑

j=n0+1

βju
ε
j ≤2KMε

α(t).

To give the bound on the (1+σ)th moment, we choose ϕi =ε(εi)1+σ in the weak
formulation. Thanks to the mean value inequality, we have

(

(ε(i+1))1+σ −(εi)1+σ
)

≤ (1+σ)ε(ε(i+1))σ ≤ (1+σ)2σε(εi)σ,

therefore (4.2) yields

d

dt
Mε

1+σ(t)+ε1+m

∞
∑

i=n0

µi(εi)
1+σuε

i ≤εθ−1vε

∞
∑

i=n0

τiu
ε
i ×ε×

(

(ε(i+1))1+σ −(εi)1+σ
)

≤vε(1+σ)2σ

∞
∑

i=n0

εθτiu
ε
i ε(εi)

σ

≤K(ρ0 +λT )(1+σ)2σMε
θ+σ(t).

Since 0≤θ≤1, and 1+σ>α (α is the exponent characterizing the growth of the
fragmentation coefficient), denoting C=max(K(ρ0 +λT )(1+σ)2σ,2K), we are led to

d

dt

(

Mε
0 (t)+Mε

1+σ(t)

)

≤C
(

Mε
α(t)+Mε

θ+σ(t)

)

≤2C

(

Mε
0 (t)+Mε

1+σ(t)

)

,

and we conclude by the Gronwall lemma. It ends the proof of Lemma 4.1.

Hereafter, we denote C to be a constant depending only on T,M0,ρ
0,M1+σ,K

and λ such that

Mε
0 ,v

ε,Mε
1 ,M

ε
1+σ ≤C.

Lemma 4.2. Under the assumptions of Lemma 4.1, the sequence of monomers con-
centration (vε)ε>0 is equicontinuous on [0,T ].

Proof. We use the estimates of Lemma 4.1 to evaluate the derivative of vε. We
recall the equation satisfied by vε

dvε

dt
=λ−γvε +ε1+θvε

∑

τiu
ε
i +2ε2+α

∑

i≥n0

∑

j<n0

jkj,iβiu
ε
i ,
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which implies
∣

∣

∣

∣

dvε

dt

∣

∣

∣

∣

≤λ+γC+KC2 +2εn0(ε) KM
ε
α.

Since the sequence
(

Mε
α

)

ε>0
is uniformly bounded with respect to ε by Lemma 4.1

(recall that α≤1+σ), the sequence
(

vε
)

ε>0
satisfies a uniform Lipschitz criterion on

[0,T ]. This concludes the proof of Lemma 4.2.

Proof of Theorem 3.3.

Proof. By the Arzela-Ascoli theorem and Lemma 4.2, there exists a function
V ∈C([0,T ]) and a subsequence that we still denote vε such that

vε(t)−→V (t) in C([0,T ]).

In the same way, the moment estimates of Lemma 4.1 give uniform boundedness for
(1+x+x1+σ)uε in M1([0,∞)). Pick a function ϕ∈C∞

c ([0,∞)). We define

ϕε
i =

∫ (i+1)ε

iε

ϕ(x)dx,

so that

∞
∑

n0ε

uε
iϕ

ε
i =

∫ ∞

0

uε(t,x)ϕ(x)dx, and also for y∈ [jε,(j+1)ε[,

∫ y

0

kε(x,y)ϕ(x)dx=

∫ jε

0

kε(x,jε)ϕ(x)dx=

j
∑

i=0

ki,j

ϕε
i

ε
.

Thanks to the moment estimates of Lemma 4.1, and using (4.1), we have
∣

∣

∣

∣

d

dt

∫ ∞

0

uε(t,x)ϕ(x)dx

∣

∣

∣

∣

≤C(‖ϕ‖∞+‖ϕ′‖∞) and

∣

∣

∣

∣

∫ ∞

0

uε(t,x)ϕ(x)dx

∣

∣

∣

∣

≤C‖ϕ‖∞

for some constant C depending only on K,M0,M1+σ,ρ
0,λ,T . Therefore, for any

function ϕ∈C∞
c ([0,∞)), the integral

∫

uε(·,x)ϕ(x)dx is equibounded and equicontin-
uous. Using a density argument, we can extend this property to ϕ∈C0([0,∞)), the
space of continuous functions on [0,∞) that tend to 0 at infinity. This means that
(∫ ∞

0
uε(.,x)ϕ(x)dx

)

ε
belongs to a compact set of C(0,T ). As in [6], by using the sep-

arability of C0([0,∞)) and the Cantor diagonal process, we can extract a subsequence
uεn and U ∈C([0,T ];M1([0,∞))−weak−⋆), such that the following convergence

∫ ∞

0

uεn(t,x)ϕ(x)dx→
∫ ∞

0

U(t,dx)ϕ(x),

as εn →0, holds uniformly on [0,T ], for any ϕ∈C0([0,∞)). As uε(t,x)=0 for x≤
εn0(ε), we check that U(t,.) has its support in [x0,∞[. It remains to prove that
(U,V ) satisfies (2.10) (2.11).

Let ϕ be a smooth function supported in [δ,M ] with x0<δ<M <+∞, choosing
εn0(ε)+2ε<δ (what is possible due to (3.6)). By using Lemma 3.1 and Lemma A.1,
we check that, for a suitable subsequence, one has

∫ ∞

0

µεn(x)uεn(t,x)ϕ(x)dx −−−−→
εn→0

∫ ∞

0

µ(x)U(t,dx)ϕ(x),

∫ ∞

0

βεn(x)uεn(t,x)ϕ(x)dx −−−−→
εn→0

∫ ∞

0

β(x)U(t,dx)ϕ(x),

∫ ∞

0

τεn(x)uεn(t,x)ϕ(x)dx −−−−→
εn→0

∫ ∞

0

τ(x)U(t,dx)ϕ(x),

(4.4)
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uniformly on [0,T ]. Equation (4.1) can be recast in the following integral form

d

dt

∫ ∞

0

uε(t,x)ϕ(x)dx

=−
∫ ∞

x0

µεuε(t,x)ϕ(x)dx−vε

∫ ∞

0

τεuε∆εϕ(x)dx

−
∫ ∞

0

βεuε(t,x)ϕ(x)dx+2

∫ ∞

0

∫ ∞

x

ϕ(x)βε(y)uε(t,y)kε(x,y)dxdy (4.5)

where we have defined

∆εϕ(x)=
ϕ(x+ε)−ϕ(x)

ε
,

and thereby

∫ (i+1)ε

iε

∆εϕ(x)dx=
ϕε

i+1−ϕε
i

ε
.

In the right hand side of (4.5), the first and third terms are treated in (4.4). Using
(4.4) again and remarking that |∆ε(x)−ϕ′(x)|≤ε‖ϕ′′‖∞, we have

∫ ∞

0

τεn(x)uεn(t,x)∆εnϕ(x)dx−−−−→
εn→0

∫ ∞

0

τ(x)U(t,dx)ϕ′(x), (4.6)

uniformly on [0,T ]. Let us now study the convergence of the last term in (4.5). To
this end, we use the notation φ and φε as defined in (3.10) of Lemma 3.2 and we
rewrite

2

∫ ∞

x0

∫ y

x0

ϕ(x)kε(x,y)uε(t,y)βε(y)dxdy=2

∫ ∞

x0

uε(t,y)βε(y)φε(y)dy.

Owing to (3.9) we use Lemma 3.2 which leads to

φεn −−−−→
εn→0

φ uniformly on [x0,R] for any R>0,

and thus also

βεnφεn −−−−→
εn→0

βφ uniformly on [x0,R] for any R>0,

for a suitable subsequence. Finally, we observe that φεn and therefore φ are bounded
by ‖ϕ‖∞. Thus, by using the boundedness of the higher order moments of uε in
Lemma 4.1 with 1+σ>α, we show that the fragmentation term passes to the limit
(see Lemma A.1 in the Appendix). We finally arrive at

∫ ∞

x0

U(t,dx)ϕ(x)−
∫ ∞

x0

U(0,dx)ϕ(x)

=−
∫ t

0

∫ ∞

x0

µU(t,dx)ϕ(x)−
∫ t

0

V (s)

∫ ∞

x0

τ(x)U(s,dx)ϕ′(x)

−
∫ t

0

∫ ∞

x0

β(x)U(s,dx)(t,x)ϕ(x)+2

∫ t

0

∫ ∞

x0

β(y)U(s,dy)

∫ y

0

ϕ(x)k(dx,y),
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which is the weak formulation (2.10). Moreover, (4.3) recasts as

vε(t)+

∫ ∞

0

eε(x)uε(t,x)dx = v0,ε(t)+

∫ ∞

0

eε(x)uε(0,x)dx

+λt−γ
∫ t

0

vε(s)ds−
∫ t

0

∫ ∞

0

eε(x)µε(x)uε(s,x)dxds,

where

eε(x)=

∞
∑

i=0

εi χ[iε,(i+1)ε)(x).

Clearly eε(x) converges to x uniformly. Using the moment estimate in Lemma 4.1,
with σ>0, we obtain

vεn(t)+

∫ ∞

0

eεn(x)uεn(t,x)dx−−−−→
εn→0

V (t)+

∫ ∞

0

xU(t,dx)

uniformly on [0,T ] as well as
∫ t

0

∫ ∞

0

eεn(x)µεn(x)uεn(s,x)dxds−−−−→
εn→0

∫ t

0

∫ ∞

0

xµ(x)U(s,dx)ds.

We refer again to Lemma A.1, or a slight adaptation of it. As εn →0 we are thus led
to (2.11).

Proof of Theorem 3.4.

Proof. We rewrite the rescaled ODE as

dvε

dt
=λ−γvε−

∫ ∞

n0ε

τε(x)uε(t,x)dx+2

∫ ∞

n0ε

βε(y)uε(t,y)

∫ nε

0

0

eε(x)kε(x,y)dx.

Depending on the value of x0 defined in assumption (3.6), we have to care about the
last term (x0>0) or the next two last terms (x0 =0). As already remarked in the
proof of Lemma 4.2, in case where x0 =0, the fragmentation term can be dominated
by

2ε2+α
∑

i≥n0

∑

j<n0

jkj,iβiu
ε ≤2εn0(ε) KM

ε
α.

Hence this contribution vanishes as ε goes to 0 when limε→0εn0(ε)=x0 =0. Never-
theless for case i) we still have to justify that

∫ ∞

0
τε(x)uε(t,x)dx passes to the limit.

We obtain
∫ ∞

n0(εn)εn

τεnuεn(t,x)dx−−−−→
εn→0

∫ ∞

x0

τU(t,dx), in C([0,T ]) (4.7)

by using the strengthened assumption 0<θ≤1 in (3.7). Indeed, it implies that τε(x)
converges uniformly to τ(x) on any compact set [0,R] while these functions do not
grow faster than x at infinity. We can thus use Lemma A.1 to conclude.

In the situation ii), another difficulty comes from the fragmentation term since
we have to prove that

2

∫ ∞

n0(εn)εn

∫ n0(εn)εn

0

eεn(x)kεn(x,y)βεn(y)uεn(t,y)dxdy

−−−−→
εn→0

2

∫ ∞

x0

∫ x0

0

xk(dx,y)β(y)U(t,dy).
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The stronger compactness assumptions (3.11) are basically Ascoli-type assumptions
on the repartition function associated to the kernels kε. Denoting, in a similar manner
to Appendix B:

F ε(x,y)=

∫ x

0

kε(z,y)dz, Gε(x,y)=

∫ x

0

F ε(z,y)dz,

Lemma B.6 (see Appendix B) ensures that F ε →F uniformly on compact sets of
R+× [x0,+∞). We also make the remark that

∣

∣

∣

∫ n0ε

0

eε(x)kε(x,y)dx−
∫ n0ε

0

xkε(x,y)dx
∣

∣

∣
≤ε,

∫ n0ε

0

xkε(x,y)dx =
[

xF ε(x,y)
]x=n0ε

x=0
−

∫ n0ε

0

F ε(x,y)dx

= (n0ε)F
ε(n0ε,y)−Gε(n0ε,y).

Thanks to Lemma B.6, we know that the concerned quantities are uniformly bounded
and converge uniformly on compact sets, so that

∫ n0εn

0

eεn(x)kεn(x,y)dx−−−−→
εn→0

∫ x0

0

xk(dx,y) uniformly on compact sets.

As before this is sufficient to prove that

2

∫ ∞

n0εn

βεn(y)uεn(t,y)

∫ n0εn

0

eεn(x)kεn(x,y)dxdy

−−−−→
εn→0

2

∫ ∞

x0

β(y)U(t,dy)

∫ x0

0

xk(dx,y).

5. Boundary condition for the continuous system

The discrete system (1.1) only needs an initial condition prescribing the ui’s and v
at time t=0 to be well-posed, as Theorem 2.1 states. It is different for the continuous
system (1.2), (1.3): a boundary condition at x=x0 is needed when τ(x0)>0 (in which
case the characteristics associated to the “velocity” τ are “incoming”). Even when
τ(x0)=0, difficulties might arise when x 7→ τ(x) is not regular enough to define the
associated characteristics. However, according to the analysis of [8, 13], we have seen
that the notion of “monomer preserving solution” appears naturally, inserting (2.9)
as a constraint. It leads to the question of deciding how this condition is related to
(1.2) and (1.3) and to determine the corresponding boundary condition to be used at
x=x0.

Let (U,V ) be a “monomer preserving” solution. In this section we do not care
about the regularity requirement, and we perform several manipulations on the so-
lution (that is assuming all the necessary integrability conditions). We suppose that
the kernel k splits into a Dirac mass at x=x0 and a measure which is diffuse at x0:

k(dx,y)= l(dx,y)+δx=x
+
0
(dx)ψ+(y)+δx=x

−

0
(dx)ψ−(y),

where for any y≥0, l([x0−η,x0 +η],y)→0 as η goes to 0. Here we have defined δx=x
±

0

by

∀φ∈Cb

(

[x0,∞)
)

, <δx=x
+
0
,φ>=φ(x0); ∀φ∈Cb

(

(0,x0]
)

, <δx=x
+
0
,φ>=φ(x0).
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Both of them are actually a Dirac mass at x0, but we have to distinguish between x+
0

and x−0 because both their biological and mathematical interpretation are different.
The Dirac mass at x+

0 means that polymers of size x0 are formed, whereas the Dirac
mass at x−0 is interpreted as breakages of polymers of size x0 going back to the
monomers compartment V . In terms of the asymptotic process, one can think of
δx−

0
as the Dirac mass at x0 produced by using information from the left, that is

defined from kε(x,y)χ[0,n0ε[(x)dx, and δx+
0

as the Dirac mass at x0 produced by

kε(x,y)χ[n0ε,y](x)dx which relies on the information from the right of x0. To give

a simple example, the sequence with kn0−1,j = 1
2 and the sequence with kn0+1,j =

1
2 would respectively lead to production of 1

2δx−

0
and 1

2δx+
0
. As shown below, the

mathematical treatment of each is different.
The time derivative of (2.11) leads to

d

dt
̺=

dV

dt
+

∫ ∞

x0

x
∂

∂t
U(t,x)dx=−

∫ ∞

x0

xµ(x)U(t,x)dx+λ−γV.

On the left hand side, we can compute the derivative of the moment of U by using
(1.3). We obtain

d

dt

∫ ∞

x0

xU(t,x)dx = −
∫ ∞

x0

xβU dx−
∫ ∞

x0

xµU dx

−V
∫ ∞

x0

x
∂

∂x
(τU)dx+2

∫ ∞

x0

x

∫ ∞

x

l(dx,y)β(y)U(t,y)dy.

In this equation, since (1.3) is only written for x>x0, only the diffuse part of the
kernel k appears. Integrating by parts, the convection term yields

∫ ∞

x0

x
∂

∂x
(τU)dx=−x0τ(x0)U(t,x0)−

∫ ∞

x0

τU dx.

Now we use (1.2), which gives

dV

dt
=λ−γV −V

∫ ∞

x0

τ(x)U(t,x)dx +2

∫ ∞

x=x0

∫ x0

y=0

y l(dy,x)β(x)U(t,x)dx

+2x0

∫ ∞

x=x0

ψ−(x)β(x)U(t,x)dx.

We then obtain

x0V (t)τ(x0)U(t,x0)−
∫ ∞

x0

xβ(x)U(t,x)dx

+2

∫ ∞

x0

β(x)U(t,x)

(
∫ x

0

yl(dy,x)+x0ψ
−(x)

)

dx=0.

However, (2.4) is interpreted as

2

∫ x

0

yl(dy,x)+2x0χ[x0,∞)(x)ψ
−(x)+2x0χ(x0,∞)(x)ψ

+(x)=x.

We are thus led to the relation

x0

(

V (t)τ(x0)U(t,x0)−2

∫ ∞

x0

ψ+(x)β(x)U(t,x)dx

)

=0,
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which suggests the boundary condition

x0V τ(x0)U(t,x0)=2x0

∫ ∞

x0

ψ+(x)β(x)U(t,x)dx. (5.1)

(Note that written in this way it makes sense also when x0 =0.)
When x0>0, the above calculation gives solid intuitive ground to choose equation

(5.1) as a boundary condition, defining the incoming flux by means of a weighted
average of the solution over the size variable. In particular if the Dirac part vanishes,
that is if ψ+(x)=0, we obtain

V τ(x0)U(t,x0)=0,

the boundary condition proposed in [10], for constant coefficient τ . It is also the
boundary condition used in [13].

If x0 =0, the problem is still harder, since equation (5.1) is empty. Dividing it by
x0>0 and passing formally to the limit would however give:

V τ(0)U(0)=2

∫ ∞

0

ψ+(x)β(x)U(t,x)dx. (5.2)

Here again, it generalizes what has been proposed in [10] for τ constant and k(x,y)=
1
y
χx≤y, though without any rigorous justification, and if ψ+ =0 it imposes a vanishing

incoming flux.

6. Discussion on the parameters and choice for ε
The continuous model is easier to deal with than the discrete one, and thus its

use is of great interest both for mathematical analysis and numerical simulations.
However, as the above derivation shows, it is necessary to precisely check its range of
validity. In this section, we discuss the meaning of the scaling requirements on the
parameters; a full biological discussion upon their values can be found in [14]. It is
based on [17, 16] and references therein.

6.1. Orders of magnitude. To carry out the previous scaling limit theorem,
we made the following assumptions:

s=
U
V =ε2, ν=

1

ε
, lim ε→0εn0(ε)=x0, η=a= c=d=1.

Let us denote i0 to be the average size of polymers. Even if there still exists much
uncertainty upon its value, we can estimate that the typical size of polymers ranges
between 15 and 1000, so we can write

ε1 =
1

i0
≪1.

It is also known that the “conversion rate” of PrPc is around 5 to 10% at most
(depending on the experiment, on the stage of the disease, etc.); it means that the
mass of proteins present in the monomeric form is much larger than the mass of
proteins involved in polymers. In terms of characteristic values, it is written as

ε2 =
i0U
V ≪1.
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Finally, we obtain

ε=

√

U
V =

√
ε1ε2≪1.

Hence, it legitimates the assumption on the parameters s and ε. Concerning the
parameter a, we have a= L

V
≈ 2400

500 , which is in the order of 1. We have only d0≤
5.10−2 : this should lead us to neglect the degradation rate of polymers and simplify
the equation.

For the fragmentation frequency, it is in the order of the exponential growth
rate, found experimentally to be in the order of 0.1; in the case of Masel’s articles
[17, 16], it is supposed that α=1, so it seems relevant (it leads to a fragmentation
frequency in the order of ε). However, it has to be precisely compared to the other
small parameters which are given by the typical size i0 and the conversion rate to
justify the approximation. Moreover, the assumption of a linear fragmentation kernel
β has to be confrounted to experiments.

Concerning the aggregation rate T and its related parameter ν= τV, as shown
in [14] in most cases we have 1

ν
in the range of [0.01,0.1], so it seems justified to

suppose it small; what has to be explored is its link with the other previously seen
small parameters.

6.2. Discussion on the fragmentation rates ki,j. To illustrate the central
importance of a good estimate of the orders of magnitude, we exhibit here a case where
the limit is not the continuous system (1.2), (1.3), but another one. Our calculation
is formal, but a complete proof should be deduced from what preceeds and from [6].

Let us take, instead of b=εα, the following scaling

b=εα−1,

and suppose also that the fragmentation kernel verifies

k1,i =ki−1,i =
1
2 (1−εri), ki,j =εk0

i,jrj , 2≤ i≤ j−2,

j−2
∑

i=2

k0
i,j =1, k0

i,j =k0
j−i,j .

It means that the polymers are much more likely to break at their ends than in the
middle of their chain. The rescaled equation (3.5) are replaced by the following ones



























dv

dt
=λ−γv−εθ+1v

∑

τiui +2ε1+α
∑

i≥n0

∑

j<n0

jkj,iβiui,

dui

dt
=−εmµiui−εα−1βiui−εθ−1v(τiui−τi−1ui−1)+2εα−1

∑

j>i

βjki,juj ,

for i≥n0.

(6.1)

The only changes in equation (6.1) compared to (3.5) are the fragmentation terms.
In order to make their limits clearly appear, we rearrange them as follows. First, in
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the equation for v, we write

2ε1+α
∑

i≥n0

∑

j<n0

jkj,iβiui = ε1+α
∑

i≥n0

βiui +ε
1+α(n0−1)βn0

un0

−ε2+α
∑

i≥n0

riβiui−ε2+α(n0−1)rn0
βn0

un0

+2ε2+α
∑

i≥n0

min(n0−1,i−2)
∑

j=2

jk0
j,iriβiui.

All the terms vanish when ε tends to zero, except the first one, similar to the aggre-
gation term εθ+1v

∑

τiui, and the last one, similar to the usual fragmentation term in
equation (3.5), where rβ replaces β and k0 replaces k. We now turn to the equation
for ui, and we obtain

−εα−1βiui +2εα−1
∑

j>i

βjki,juj = −εα−1βiui +ε
α−1βi+1ui+1−εαri+1βi+1ui+1

+2εα
∑

j>i+1

k0
i,jrjβjuj .

The first two terms can be treated as a derivative, like the aggregation term
−εθ−1v(τiui−τi−1ui−1); the last two ones are similar to the usual fragmentation
term, where rβ replaces β and k0 replaces k.

Hence, under Assumptions (3.9) on k0
i,j and (3.8) on rj (with a constant as an

upper bound, so that its limit r should be in Cb) and βj , with α−1≤1+σ, denoting
respectively k0, r, and β their limits in the sense of Lemma 3.1 and Lemma 3.2, the
limit system is















































dv

dt
=λ−γv−v

∫ ∞

x0

τ(x)U(t,x)dx

+

∫ ∞

x0

β(x)U(t,x)dx+2

∫ ∞

x=x0

∫ x0

y=0

yk0(y,x)r(x)β(x)U(t,x)dydx,

∂u

∂t
=−µ(x)U(t,x)−r(x)β(x)U(t,x)−v ∂

∂x
(τU)

+
∂

∂x
(βu)+2

∫ ∞

x

r(y)k0(x,y)β(y)U(t,y)dy.

(6.2)
Notice also that (6.2) includes the case of “renewal” type equations (refer to [18] for
instance), meaning that the ends of the polymers are more likely to break. A relevant
case corresponding to the above setting consists in assuming

k0
i−n0,i =k0

n0,i =
mi

2
, k0

i,j = k̃i,j(1−mj) fori /∈{n0,j−n0},
j−2
∑

i=2

k̃i,j =1, k̃i,j =O( 1
j
),

with (mi) satisfying the assumptions of Lemma 3.1 and k̃i,j satisfying Assump-
tion (3.9). We also define m(y) as the limit of mε defined as in Lemma 3.1. Then
equation (6.2) remains valid, and as in section 5, the kernel k0 splits into a Dirac mass
at x=x0 and a measure which is diffuse at x0:

k0(dx,y)= k̃(dx,y)(1−m(y))+δx=x
+
0
(dx)m(y).



858 SCALING LIMIT OF A DISCRETE PRION DYNAMICS MODEL

We then refer to section 5 for a formal discussion on the choice of equation (5.2) as
a boundary condition. However, Theorems 3.3 and 3.4 do not apply, since such a
fragmentation kernel k does not satisfy Assumption (3.9).

Both of these cases mean that the ends of polymers are more likely to break.
What changes is the order of magnitude of what we mean by “more likely to break”:
is it in the order of 1

ε
, in which case system (1.2), (1.3) is (formally) valid, but with a

(formal) boundary condition of renewal type (5.2)? Or is the difference in the order
of 1

ε2 , in which case equation (6.2) is more likely? Refer to [14] for a more complete
investigation of what model should be used in what experimental context.

6.3. Discussion on the minimal size n0. We have seen above that to have
x0 =0, it suffices to make Assumption (3.6). Having also seen that the typical size i0
is large, and that

ε2 =
1

i0

M

m1V
,

M

m1V
≪1,

it is in any case valid to suppose that

1

i0
=εc, 0<c<2.

Hence, Assumption (3.6) can be reformulated as:

n0≪ i
1
c

0 . (6.3)

For c=1, it means n0≪ i0, which is true. On the contrary, if we suppose that x0>0,

it means that n0≈ i
1
c

0 : in most cases, where for instance i0 =100 or i0 =1000, it seems
irrelevant.

To conclude this section (or open the debate), it seems that for each specific
experiment, like PMCA protocole, in vitro or in vivo measures, or yet for the case
of recombinant PrP (see [19]), the orders of magnitude of each parameter should be
carefully estimated, in order to adapt the previous model and stick to the biological
reality, which proves to be very different in in vivo, ex vivo or in vitro situations,
or yet at the beginning (when there are still very few polymers) and at the end of
experiments. The previous discussion illustrates this idea, and gives some possible
extensions to the model we have studied.

Appendix A. Compactness of the coefficients. Proof of Lemma 3.1.

Proof. We refer to [6] for the case κ=0. Here we prove the case where κ>0.
First, we show that zε is close to a subsequence satisfying the requirements of the
Arzela–Ascoli theorem on [r,R]. We define z̃ε by

z̃ε(x)=εκzi +ε
κ zi+1−zi

ε
(x− iε) for iε≤x≤ (i+1)ε.

We have

|z̃ε(x)−zε(x)|= |εκ zi+1−zi

ε
(x− iε)|,

≤εκ|zi+1−zi|,
≤εK(εi)κ−1≤2ε(Krκ−1 +KRκ−1).
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Furthermore z̃ε has a bounded derivative since

∣

∣

∣

∣

dz̃ε

dx

∣

∣

∣

∣

=εκ zi+1−zi

ε
,

≤K(εi)κ−1,

≤Krκ−1 +KRκ−1.

Therefore, the family z̃ε satisfies the requirements of the Arzela–Ascoli theorem for
any interval [r,R] with 0<r<R<+∞. We can extract a subsequence converging
uniformly to z. The limit is continuous and satisfies z(x)≤Kxκ. When κ>0 the
convergence extends on [0,R] owing to the remark

sup
x∈[0,r]

∣

∣(zε−z)(x)
∣

∣≤2Kr.

This concludes the proof.

During the proof of Theorem 3.3 and Theorem 3.4 we made repeated use of the
following claim.

Lemma A.1. Let zn converge to a continuous function z uniformly on [0,M ] for
any 0<M <∞, with |zn(x)|≤K(1+xκ). Let

(

un

)

n∈N
be a sequence of integrable

functions which converges to U weakly-⋆ in M1([0,∞)). Furthermore we suppose that

sup
n∈N

∫ ∞

0

(1+xℓ)|un(x)|dx≤C<∞.

Assuming 0≤κ<ℓ, we have

∫ ∞

0

zn(x)un(x)dx−−−−→
n→∞

∫ ∞

0

z(x)U(dx).

Proof. First we notice that since for any compactly supported continuous
function we have

∣

∣

∣

∫ ∞

0

(1+xℓ)un(x)ϕ(x)dx
∣

∣

∣
≤C‖ϕ‖∞,

we have, from weak star convergence with (1+xl)ϕ(x) as a test function,

∣

∣

∣

∫ ∞

0

(1+xℓ)ϕ(x)U(dx)
∣

∣

∣
≤C‖ϕ‖∞,

and therefore (1+xℓ)U(dx) is a signed measure with total variation

‖(1+xℓ)U(dx)‖V T =

∫ ∞

0

(1+x)ℓ |U |(dx)≤C.

We denote as usual U(dx)=U+(dx)−U−(dx) and |U |(dx)=U+(dx)+U−(dx).

Let ζ ∈C∞
c ([0,∞)) such that 0≤ ζ(x)≤1, ζ(x)=1 on [0,R], 0<R<∞, and
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supp(ζ)⊂ [0,2R]. We split

∣

∣

∣

∫ ∞

0

zn(x)un(x)dx−
∫ ∞

0

z(x)U(dx)
∣

∣

∣

=
∣

∣

∣

∫ ∞

0

zn(x)ζ(x)un(x)dx−
∫ ∞

0

z(x)ζ(x)U(dx)

+

∫ ∞

0

zn(x)
(

1−ζ(x)
)

un(x)dx−
∫ ∞

0

z(x)
(

1−ζ(x)
)

U(dx)
∣

∣

∣

≤
∫ ∞

0

|zn(x)−z(x)| ζ(x) |un(x)|dx

+
∣

∣

∣

∫ ∞

0

z(x)ζ(x) un(x)dx−
∫ ∞

0

z(x)ζ(x) U(dx)
∣

∣

∣

+

∫ ∞

0

|zn(x)|
(

1−ζ(x)
)

|un(x)|dx+

∫ ∞

0

|z(x)|
(

1−ζ(x)
)

|U |(dx).

The two last integrals can be dominated by

K sup
y≥R

(

1+yκ

1+yℓ

) (

sup
n

∫ ∞

0

(1+xℓ)(|un(x)|dx+

∫ ∞

0

(1+xℓ)|U |(dx)
)

≤2CK sup
y≥R

(

1+yκ

1+yℓ

)

.

Since 0≤κ<ℓ, this contribution can be made arbitrarily small by choosing R large
enough, uniformly with respect to n. Moreover, we clearly have

0≤
∫ ∞

0

|zn(x)−z(x)| |un(x)| ζ(x)dx

≤ sup
0≤x≤2R

|zn(x)−z(x)| sup
m

∫ ∞

0

|um(x)|dx−−−−→
n→∞

0

and of course
∫ ∞

0

z(x)ζ(x) un(x)dx−
∫ ∞

0

z(x)ζ(x) U(dx)−−−−→
n→∞

0.

Combining all together these informations ends the proof.

Appendix B. Compactness of the fragmentation kernel. We look for con-
ditions on the coefficients guaranteeing some compactness of kε. We use a few classical
results of convergence of probability measures (see [3] for instance). Let us introduce a
few notations. Given a probability-measure-valued function y∈R 7→k(.,y)∈M1(R),
we denote F (.,y) to be its repartition function: F (x,y)=

∫ x

−∞
k(s,y)ds and G(x,y) to

be the function
∫ x

−∞
F (z,y)dz. We shall deduce the compactness of kε from the com-

pactness of the associated Gε. To this end, we need several elementary statements.

Lemma B.1. Let {Pn, n∈N} be a family of probability measures on R, having their
support included in some interval [a,b]. We denote Fn to be the repartition function
of Pn, and Gn to be the functions defined by

∫ x

−∞
Fn(s)ds. The following assertions

are equivalent:

1. Pn →P weakly, i.e., ∀f ∈Cb(R), Pnf→Pf ,
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2. Fn(x)→F (x) for all x at which F is continuous,

3. Gn →G uniformly locally.

Lemma B.2 (Conditions for F ). Let F be a nondecreasing function on R. There
exists a unique probability measure P on R, such that F (x)=P (]−∞,x]), iff

• F is rightcontinuous everywhere,

• limx→−∞F (x)=0,limx→+∞F (x)=1.

Furthermore P has its support included in [a,b] iff F ≡0 on ]−∞,a[ and F (b)=1.

Lemma B.3 (Conditions for G). Let G be a convex function on R. There exists
a probability measure P on R, having its support included in [a,b], such that G(x)=
∫ x

−∞
F (s)ds, where F (x)=P (]−∞,x]), iff

• G is increasing,

• for x>b, G(x)=G(b)+x,

• G≡0 on ]−∞,a].

Corollary B.4. Let
(

Gn
)

n∈N
a sequence satisfying the assumptions of Lemma B.3.

Suppose Gn →G uniformly locally on R, then G also satisfy these assumptions and
we have Pn →P weakly.

Proof. We define the function F as F (x)= limδ→0+
G(x+δ)−G(x)

δ
, it is then easy

to check that F satisfies assumptions of Lemma B.2, and G(x)=
∫ x

−∞
F (s)ds.

Proof of Lemma 3.2.

Proof. We prove the following result, which contains Lemma 3.2.

Lemma B.5. Suppose that the discrete coefficients satisfy (3.9). Then there exist a
subsequence εn and k∈C([0,∞),M1

+([0,∞))−weak−⋆) such that
• k satisfies (2.3),(2.2) (and therefore (2.4)),
• for every y>0, kεn(.,y)→k(.,y) in law,
• for every ϕ∈C∞

c ([0,∞)), φεn →φ uniformly on [0,R] for any 0<R<∞.

For any y≥0, kε(x,y)dx defines a probability measure on [0,∞), supported in
[0,y]. We set F ε(x,y)=

∫ x

0
kε(z,y)dz and Gε(x,y)=

∫ x

0
F ε(z,y)dz. Let ϕ∈C∞

c (R∗
+).

We start by rewriting, owing to integration by parts,

φε(y)=ϕ(y)−
∫ y

0

F εn(x,y)ϕ′(x)dx=ϕ(y)−Gε(y,y)ϕ′(y)+

∫ y

0

Gε(x,y)ϕ′′(x)dx,

where we used the fact that F ε(y,y)=
∫ y

0
kε(z,y)dz=1. The proof is based on the

following argument: Gε is close to a G̃ε which satisfies the assumptions of the Arzela-
Ascoli theorem. Given x,y≥0 and ε>0, i,j denote the integers satisfying x∈ [iε,(i+
1)ε[, y∈ [jε,(j+1)ε[ and a short computation leads to

F ε(x,jε)=Si,j +
x− iε
ε

ki,j ,

Gε(x,jε)=ε
i−1
∑

p=0

Sp,j +(x− iε)Si,j +
ε

2
Si,j +

(x− iε)2
2ε

ki,j ,

where

Si,j =

i−1
∑

r=0

kr,j . (B.1)
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We define

k̃ε(x,y)=
(j+1)ε−y

ε
kε(x,jε)+

y−jε
ε

kε(x,(j+1)ε)

and we have

G̃ε(x,y)=
(j+1)ε−y

ε
Gε(x,jε)+

y−jε
ε

Gε(x,(j+1)ε).

Observe that

|G̃ε(x,y)−Gε(x,y)| =
y−jε
ε

|Gε(x,(j+1)ε)−Gε(x,jε)|

≤
∣

∣

∣
ε

i−1
∑

p=0

(Sp,j+1−Sp,j)+(x− iε)(Si,j+1−Si,j)+
ε

2
(Si,j+1−Si,j)

+
(x− iε)2

2ε
(ki,j+1−ki,j)

∣

∣

∣
.

Due to (2.3), we have 0≤ki,j ≤1 and thus |ki,j+1−ki,j |≤1. Similarly 0≤Si,j ≤1 and
|Si,j+1−Si,j |≤1. Hence, since (3.9) can also be written

∣

∣

∣

i−1
∑

p=0

Sp,j+1−Sp,j

∣

∣

∣
≤K,

it allows us to obtain

|G̃ε(x,y)−Gε(x,y)|≤ε(K+1+1/2+1/2)=ε(K+2).

We also deduce that

∣

∣∂yG̃
ε(x,y)

∣

∣=

∣

∣Gε(x,jε)−Gε(x,(j+1)ε)
∣

∣

ε
≤K+2

while

|∂xG̃
ε(x,y)|≤1.

Moreover, we have

|G̃ε(x,y)|≤2ε(i+2)

which is bounded uniformly with respect to ε and 0≤x,y≤R<∞. As a consequence
of the Arzela-Ascoli theorem we deduce that, for a subsequence, Gεn converges uni-
formly to a continuous function G(x,y) on [0,R]× [0,R] for any 0<R<∞. It follows
that

φεn(y)−−−−→
εn→∞

φ(y)=ϕ(y)−G(y,y)ϕ′(y)+

∫ y

0

G(x,y)ϕ′′(x)dx

uniformly on [0,R]. We conclude by applying Lemma B.3 to the function x 7→G(x,y),
with y≥0 fixed.

Lemma B.6. Suppose that the discrete coefficients satisfy (3.11). Then F ε and Gε

are uniformly bounded and converge (up to a subsequence) uniformly on compact sets.
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Proof. Assumption (3.11) rewrites

∣

∣

∣
Si,j+1−Si,j

∣

∣

∣
≤ K

j
, ki,j ≤

K

j
,

where Sij is defined as in (B.1). So, with the same notation for F̃ ε as for G̃ε and k̃ε,
we obtain

|F ε(x,y)− F̃ ε(x,y)|= y−jε
ε

|F ε(x,(j+1)ε)−F ε(x,jε)|≤ 2K

j
≤ 3K

y
ε.

Similar considerations yield

|∂xF̃
ε|≤ (j+1)ε−y

ε
kij +

y−jε
ε

ki,j+1ε≤
2K

jε
≤ 2K

n0ε
≤ 2K

x0
,

where we have used Assumption (3.6), restricting the discussion to the case x0>0
(see case ii) in Theorem 3.4) and

|∂yF̃
ε|≤ 1

ε
|F ε(x,(j+1)ε)−F ε(x,jε)|≤ 3K

y
,

which leads to Ascoli assumptions and therefore the suitable compactness.

With such assumptions, we can take into account any k of the form k(x,y)dx=
1
y
k0(x/y)dx, including Dirac mass. If we consider such a distribution on [0,1] (taken

symmetric), then we can define ki,j as

ki,j =k0

(]

i−1
j−1 ,

i
j−1

[)

+ 1
2k0

({

i−1
j−1

})

+ 1
2k0

({

i
j−1

})

+ 1
2k0

({

0
})

δ1i + 1
2k0

({

0
})

δj−1
i ,

with δj
i the Kronecker symbol. With these notations, we have for p≥ j−2,

Sp,j =

p
∑

i=0

ki,j =k0

([

0,
p

j−1

[)

+
1

2
k0

({ p

j−1

})

and Sj−1,j =Sj,j =1, which leads to

Sp,j+1−Sp,j =k0

([p

j
,
p

j−1

[)

+
1

2
k0

({p

j

})

− 1

2
k0

({ p

j−1

})

, if p<j−1,

Sj−1,j+1−Sj−1,j =−k0

(]j−1

j
,1

])

− 1

2
k0

({j−1

j

})

, Sj,j+1−Sj,j =0,

as 0≤ i≤ j, we have for any p≤ i,
p−1

j−1
≤ p

j
,

the intervals
[

p
j
, p

j−1

[

and
[

p−1
j
, p−1

j−1

[

are disjoint. This leads to

∣

∣

∣

i
∑

p=0

Sp,j+1−Sp,j

∣

∣

∣
≤k0

(

i
⋃

p=0

[p

j
,
p

j−1

[)

+
1

2
k0

(

i
⋃

p=0

{p

j

})

+
1

2
k0

(

i
⋃

p=0

{ p

j−1

})

≤2,
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which gives the criterion (3.9). The limit is then obviously given by k(x,y)dx=
1
y
k0(x/y)dx.

Appendix C. Discrete system. Here we briefly discuss the existence theorem
for the discrete system. It is mainly an adaptation of Theorem 5.1 in [12]. We define
the truncated system. Let N >n0, consider the system



























































dv

dt
=λ−γv−v

N−1
∑

i=n0

τiui +2

N
∑

j=n0

∑

i<n0

iki,jβjuj ,

dun0

dt
=−µn0

un0
−βn0

un0
−vτn0

+2

N
∑

j=i+1

βjkn0,juj ,

dui

dt
=−µiui−βiui−v(τiui−τi−1ui−1)+2

N
∑

j=i+1

βjki,juj , for n0<i<N,

duN

dt
=−µNuN −βNuN +vτN−1uN−1.

(C.1)
Existence, uniqueness and nonnegativity are immediate, we have immediately the
weak formulation

d

dt

(

v(t)ψ+

N
∑

i=n0

uiϕi

)

= λψ−γvψ−v
N

∑

i=n0

µiuiϕi +v

N−1
∑

i=n0

τiui(ϕi+1−ϕi−ψ)

+2

N
∑

j=n0+1

j−1
∑

i=n0

iki,jβjuj

(

ϕi

i
− ϕj

j

)

+2

N
∑

j=n0

n0−1
∑

i=1

iki,jβjuj

(

ψ− ϕj

j

)

.

(C.2)

Let us denote UN the infinite sequence of functions defined by UN
i =un

i if n0≤ i≤N ,
UN

i =0 otherwise. The weak formulation gives moment estimates (and the moment
estimates done in section 4 can then be thought as uniform bounds on truncated
systems). This model has the property of propagating moments.

With this type of initial condition, the proof of existence is based on the Ascoli
theorem for the continuous functions UN

i . Thanks all the moments controlled on the
initial data and the nice property of propagation of moments, we have bounds on
the derivative of vN ,UN

i and therefore, we can extract convergent subsequence. The
limit satisfies the equation in an integral form (see [1] for a definition). For proving
uniqueness, the procedure exposed in [1, 12] applies, with a small modification due to
death rates (the condition on the moment of order 1+m for the initial data insures
the convergence of

∑

iµiui).
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[12] P. Laurençot, The discrete coagulation equations with multiple fragmentation, Proc. Edinb.
Math. Soc., 45(2), 1, 67-82, 2002. MR1884603 (2003b:82036).

[13] P. Laurencot and C. Walker, Well-posedness for a model of prion proliferation dynamics,
Journal of Evolution Equations, 7(2), 241–264, 2007.

[14] N. Lenuzza, In Preparation, Ph.D. thesis, Paris, 2009.
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