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THE LINEARIZATION OF A BOUNDARY VALUE PROBLEM FOR
A SCALAR CONSERVATION LAW∗

FILIPA CAETANO†

Abstract. The aim of this paper is to study a boundary value problem for a linear scalar
equation with discontinuous coefficients. This kind of problem appears in the framework of the
analysis of the linearized stability of a fluid flow with respect to small perturbations of the boundary
data. The linear equation that we are interested in is obtained by linearizing the equations which
govern the flow, and involves discontinuous coefficients and nontrivial products. We present a direct
approach based on the one introduced by Godlewski and Raviart, which leads to measure solutions,
gives a sense of these nontrivial products, and yields simple numerical schemes that give good results.
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1. Introduction

The stability or instability of fluid flows with respect to perturbations of the
data is an important problem which is encountered in number of applications. In
general, these fluid flows are modeled by nonlinear systems of conservation laws and
the study of the nonlinear stability is a difficult problem. The first step to deal with
this difficulty consists of studying the linearized stability, i.e., the evolution in time of
the solution of the linear system obtained by linearizing the nonlinear system around
a given flow, called the basic solution. If the basic solution is discontinuous, the
linearized equation has discontinuous coefficients and does not possess in general a
solution in any functional space.

The classical approach for studying the problem of linearized stability was de-
veloped by Majda (cf. [10, 11]) and it consists of linearizing the nonlinear system in
the domains where the basic solution is smooth and linearizing the Rankine-Hugoniot
jump condition at the discontinuity points. However, this approach leads to a multidi-
mensional system and is not easy to deal with in the context of numerical simulations.
In [6] and [8], the authors proposed a “direct approach” for the linearized equation, in
the setting of the Cauchy problem, which leads to a solution in the class of measures.
Indeed, this solution consists of the sum of a function and a measure carried by the
curves of discontinuity of the basic solution. In [3] and [4], Bouchut and James proved,
in the framework of duality solutions, that this solution can be obtained as the deriva-
tive of the BV solution of the nonlinear equation written in non-conservative form.
Also in [2], Bardos and Pironneau presented a method to differentiate, with respect
to a parameter, equations in divergence form whose solutions present discontinuities.
In [12], Poupaud and Rascle used another approach, based on the notion of general-
ized Filippov characteristics, to study the Cauchy problem for the multi-dimensional
transport equation. Concerning the numerical approximation of the linearized equa-
tion, in [9] Gosse and James proved the convergence of a class of numerical schemes
towards the duality solution of the Cauchy problem for the linearized equation.
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652 LINEARIZATION OF A BVP FOR CONSERVATION LAWS

In this paper, we follow the direct approach introduced in [8] to analyze the
linearized boundary value problem. For the nonlinear boundary value problem for a
scalar conservation law, in [1] Bardos, Le Roux et Nédélec proved the existence of a
solution that satisfies an appropriate boundary condition, which cannot be used in a
classical sense, by using a vanishing viscosity method. We consider here the solution
given by [1], and we study the linear boundary value problem obtained by linearizing
the nonlinear equation at a given discontinuity solution, with respect to perturbations
of the boundary data.

The aim of the paper is to prove that, on the one hand, in the case of a boundary
value problem we still obtain a measure solution carried by the discontinuities of
the basic solution and, on the other hand, that when the non linear flux is a convex
function, the formulation of the boundary condition that we propose for the linearized
problem can be obtained by linearizing the boundary condition proposed by Bardos,
Le Roux and Nédélec. Furthermore, we adapt a Roe type numerical scheme, proposed
in [6], to the boundary value problem and present some numerical results.

The plan of the paper is as follows. In section 2 we recall the results of Bardos,
Le Roux and Nédélec concerning the nonlinear boundary value problem for scalar
conservation laws and introduce the formalism to deduce the linearized problem. In
section 3 we solve the linearized problem by a direct approach, when the basic solution
is discontinuous along a shock curve. Our main result gives an explicit solution for
the linearized boundary value problem when the boundary data is a Dirac mass at
a point that corresponds to the time when the discontinuity develops. This kind of
measure data appears when we perturb the initial “position” of the data discontinuity.
In section 4, we put ourselves in the setting of a convex flux function. We prove that,
when the boundary is not characteristic, the linearization of the boundary condition
given in [1] by Bardos, Le Roux and Nédélec, yields a boundary condition for the
linearized problem which is coherent with its linear structure. Finally, in section 5,
we adapt the linearized numerical scheme of Roe type proposed in [6] to the boundary
value problem. We present some tests concerning Burgers’ equation and give some
numerical results concerning the error committed by using this approach.

2. The linearized scalar conservation law with boundary condition
Consider the initial and boundary condition problem for a scalar conservation law

in the quarter of plane {(x,t) : x≥0, t≥0}






ut +
(
f(u)

)
x
=0, x>0, t>0,

u(x,0)=u0(x), x>0,

u(0,t)=a(t), t>0,

(2.1)

with given initial data u0∈BV ([0,+∞[), boundary data a∈BV ([0,+∞[) and C1 flux
function f. It is well known that boundary condition u(0,t)=a(t) can not in general
be imposed in a strong sense. In [1], Bardos, Le Roux and Nédélec reformulated this
condition by requiring u(0,t) to satisfy, for all t>0,

f(u(0,t))−f(k)

u(0,t)−k
≤0, ∀ k between u(0,t) and a(t). (2.2)

The authors proved that problem (2.1) is well-posed and that the obtained solution
belongs to BV ([0,+∞[×[0,T [), ∀T >0, with the boundary condition characterized by
(2.2).
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An equivalent way to formulate the boundary value problem for a scalar equation
consists of introducing, for t>0, the set

O
(
a(t)

)
=

{
w

(
0+;a(t),ur

)
, ur ∈R

}
,

where w(x
t
;ul,ur) is the solution of the Riemann problem






ut +
(
f(u)

)
x
=0, x∈R, t>0,

u(x,0)=u0(x)=

{
ul, x<0,

ur, x>0.

Then, an equivalent condition to (2.2) consists of requiring u(0,t) to satisfy u(0,t)∈
O

(
a(t)

)
, for all t>0 (see [5]).

Let u=u(x,t) be a solution of problem (2.1), which we will refer to as the basic
solution. We put ourselves in the context of analyzing the linearized stability of u with
respect to perturbations of the boundary data a. Let us introduce aε =a+εbε +o(ε),
a small perturbation of the boundary data a. Assume that the perturbed solution
uε depends smoothly on the parameter ε and that it can be developed around u

as uε =u+εvε +o(ε) (we do not justify here this expansion). Then we obtain, at
least formally, that the first order perturbation v =limε→0

uε−u
ε

satisfies the linearized
problem






vt +
(
f ′(u)v

)
x
=0, x>0, t>0,

v(x,0)=v0(x), x>0,

v(0,t)= b(t), t>0,

(2.3)

where b=limε→0
aε−a

ε
, which is obtained by linearizing problem (2.1) around the

basic solution u (we have in fact v0 =0, but we consider here in a general setting an
appropriate initial data v0).

The aim of this paper is to directly solve problem (2.3) when the basic solution
u presents a discontinuity through a shock curve. The linearized equation

vt +
(
f ′(u)v

)
x
=0, (2.4)

although linear, has discontinuous coefficients in this case and does not possess in
general a solution in any functional space, this one must be found in a measure space.

3. The solution of the linearized problem when the basic solution is a
shock

We will focus our attention on the case of a basic solution u which is discontinuous
through a shock curve Σ given by

Σ=
{
(x,t)∈ [0,+∞[×[t0,+∞[: x=φ(t)

}
,

where φ is a positive C1 function defined on some interval [t0,+∞[⊆ [0,+∞[. We
suppose that u is smooth outside Σ and we make the following assumption:

H1. φ is a strictly increasing function which satisfies φ(t0)=0.

This hypothesis means that the discontinuity leaves the boundary at time t0 and for
t>t0 does not cross it again. Let us denote by

D− =
{
(x,t)∈ [0,+∞[×[t0,+∞[: x<φ(t)

}
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and by

D+ =
{
(x,t)∈ [0,+∞[×[t0,+∞[: x>φ(t)

}
∪ [0,+∞[×[0,t0[

the left and the right sides of Σ, respectively. Since u is smooth outside Σ and of
bounded variation over [0,+∞[×[0,+∞[, we can define for u|

D−
and for u|

D+
their

traces on Σ. In addition, u satisfies the Rankine-Hugoniot jump condition across Σ.

Given a bounded variation function w on R× [0,+∞[, which is smooth outside
the curve Σ, we will denote by

w+
(
φ(t),t

)
= lim

x→φ(t)
x>φ(t)

w(x,t) and by w−
(
φ(t),t

)
= lim

x→φ(t)
x<φ(t)

w(x,t)

the limits on the right and on the left sides of Σ, and by

[w](t)=w+
(
φ(t),t

)
−w−

(
φ(t),t

)

the jump over Σ. With this notation, the Rankine-Hugoniot jump condition reads as
[f(u)](t)=φ′(t)[u](t).

In a general framework, we consider a boundary data b in the space of bounded
measures M

(
[0,+∞[

)
of the form

b= b̃(t)+ b̄δt0 , (3.1)

where b̃ is a bounded variation function over [0,+∞[, b̄∈R and δt0 is the Dirac measure
at t0. This kind of data for the linearized problem makes sense if, for instance, the
boundary data a(t) for the nonlinear problem is discontinuous at t0 and the position
of this discontinuity is also perturbed. Let us give the following example: consider
boundary data a and its perturbation aε given by

a=

{
a+, t> t0,

a−, t< t0,
aε =

{
a+ +εb+, t> t0 +ε,

a−+εb−, t< t0 +ε.

We then obtain that

b= lim
ε→0

aε−a

ε
=(a+−a−)δt0 +

{
b+, t> t0,

b−, t< t0.

Let us recall the definition of the Dirac measure carried by Σ, δΣ, which we will
use in the following calculations. The measure δΣ is defined in the space of locally
bounded measures Mloc

(
[0,+∞[×[0,+∞[

)
by

<δΣ,ϕ>=

∫

Σ

ϕdσ, ∀ ϕ∈C0([0,+∞[×[0,+∞[).

The main result of this paper establishes that problem (2.3), with boundary data
b given by (3.1) and, as basic solution u as described above, possesses a measure
solution of the form

µ= ṽ+α(t)δΣ, (3.2)

where ṽ, the “function part of the measure v”, is a bounded variation function, and
where α(t) is a smooth function that we will make precise below.
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Let us parameterize Σ by t∈ [t0,+∞[7−→
(
φ(t),t

)
, so that we have

<δΣ,ϕ>=

∫ +∞

t0

ϕ
(
φ(t),t

)√
1+φ′2(t)dt.

A solution of equation (2.4) as (3.2) makes sense provided that we define the product
of the measure δΣ by f ′(u), which is a discontinuous function through Σ. To do so,
we will use the notion of Volpert product, which was introduced in [13], and which we
recall here. Let a :R−→R be a locally summable function. The Volpert superposition
is defined by

â(u)(x) :=

{
a
(
u(x)

)
, x∈C(u),∫ 1

0
a
(
u−(x)+s(u+−u−)(x)

)
ds, x∈S(u),

where, for the BV function u, C(u) is the continuity set of u and S(u) is the jump
points set of u, in such a way that R\

(
C(u)∪S(u)

)
has zero-measure. Let u∈BV (R).

Then, if â(u) is summable with respect to the measure du
dx

, the Volpert product be-

tween a(u) and du
dx

is defined by

a(u)
du

dx
:= â(u)

du

dx

(see [13]).
Now, since we have

< δΣ,ϕ >=

∫ +∞

t0

< δφ(t),ϕ(·,t)
√

1+φ′2(t) > dt,

we define in a natural way the product f ′(u)δΣ in such a way that we have in the
sense of measures

< f ′(u)δΣ,ϕ >=

∫ +∞

t0

<f̂ ′(u)(·,t)δφ(t),ϕ(·,t)
√

1+φ′2(t)> dt,

where f̂ ′(u)(x,t)=f ′(u)(x,t), if x 6=φ(t), and

f̂ ′(u)
(
φ(t),t

)
=

∫ 1

0

f ′
(
u−

(
φ(t),t

)
+s(u+−u−)

(
φ(t),t

))
ds. (3.3)

Since we have
∫ +∞

t0

<f̂ ′(u)(·,t)δφ(t),ϕ(·,t)
√

1+φ′2(t)> dt

=

∫ +∞

t0

ϕ
(
φ(t),t

)
f̂ ′(u)

(
φ(t),t

)√
1+φ′2(t)dt,

we define

f ′(u)δΣ := f̂ ′(u)
(
φ(t),t

)
δΣ. (3.4)

It is easy to see that, due to the Rankine-Hugoniot condition through Σ, (3.3) becomes

f̂ ′(u)
(
φ(t),t

)
=φ′(t). We can then conclude that f̂ ′(u)

(
φ(t),t

)
δΣ =φ′(t)δΣ and (3.4)

implies that f ′(u)δΣ is defined in such a way that we have, in Mloc

(
[0,+∞[×[0,+∞[

)
,
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<f ′(u)δΣ,ϕ>:=<φ′(t)δΣ,ϕ>=

∫ +∞

t0

φ′(t)ϕ
(
φ(t),t

)√
1+φ′2(t)dt. (3.5)

We begin with a lemma, which states the existence of a classical solution of (2.3)
in D− and in D+. In these sets the linearized equation is a classical linear transport
equation, and the classical theory of hyperbolic equations is then applied.

Lemma 3.1. Let b(t)= b̃(t)∈BV ([0,+∞[) and v0(x)∈BV ([0,+∞[) be given.
Then the initial and boundary value problem (2.3) has a classical solution ṽ in
[0,+∞[×[0,+∞[\Σ=D−∪D+, such that ṽ(x,0)=v0(x) and ṽ(0,t)= b̃(t) for all t such
that f ′

(
u(0,t)

)
>0. We have in addition that ṽ satisfies, in each set D∗ =D±, the weak

formulation

∫

D∗

(
ṽϕt +f ′(u)ṽϕx

)
dxdt+

∫ +∞

0

f ′
(
u(0,t)

)
b̃(t)ϕ(0,t)dt

+

∫ +∞

0

v0(x)ϕ(x,0)dx=0, (3.6)

for all test functions ϕ∈C1([0,+∞[×[0,+∞[) with compact support in D∗\Σ such
that ϕ(0,t)=0 if f ′

(
u(0,t)

)
≤0.

Proof. We let D∗ =D+ or D∗ =D− and for simplicity we will use the notation
a(x,t)=f ′

(
u(x,t)

)
. Since (2.3) is a linear transport problem, we can apply the method

of characteristics. The characteristic curves
(
x(t),t

)
satisfy dx

dt
=a

(
x(t),t

)
, with x(0)=

x0 or x(t̄)=0. Since they are the same as for the scalar conservation law ut +
(
f(u)

)
x
=

0 and since Lax entropy conditions f ′
(
u+(φ(t),t)

)
<φ′(t)<f ′

(
u−(φ(t),t)

)
are satisfied

through Σ, we conclude that characteristics are coming out of the boundary part of
D∗ that corresponds to Σ. So, we do not have to prescribe any condition in this part
of the boundary of D∗. We can then conclude that there exists a solution ṽ of (2.3)
over D∗ which satisfies

d

dt
ṽ
(
x(t),t

)
=−ṽ

(
x(t),t

)∂a

∂x

(
x(t),t

)
.

This solution can then be implicitly defined over the characteristic dx
dt

=a(x,t), x(0)=
x0, by

ṽ(x,t)=v0(x0)−

∫ t

0

ṽ
(
x(s),s

)∂a

∂x

(
x(s),s

)
ds,

and over the characteristic dx
dt

=a(x,t), x(t̄)=0, by

ṽ(x,t)= b̃(t̄)−

∫ t

t̄

ṽ
(
x(s),s

)∂a

∂x

(
x(s),s

)
ds,

where t̄ is such that f ′
(
u(0, t̄)

)
>0. We easily deduce the weak equality (3.6) by inte-

grating by parts the equation ṽt +
(
f ′(u)ṽ

)
x
=0 against a test function ϕ as defined

in the lemma.

We can now state the main result of this work.
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Theorem 3.2. Let u∈C1([0,+∞[×[0,+∞[\Σ) be the entropy solution of the bound-
ary and initial value problem (2.1)–(2.2) and let ṽ be the solution of equation (2.3) in
[0,+∞[×[0,+∞[\Σ given by Lemma 3.1. We assume that hypothesis H1 is satisfied.
Then the linearized problem (2.3)–(3.1) has a solution µ∈Mloc([0,+∞[×[0,+∞[)∩
C

(
[0,T [;Mloc(R)

)
, for all T >0, given by (3.2), with

α(t)=

b̄−

∫ t

t0

(
[f ′(u)ṽ](s)−φ′(s)[ṽ](s)

)
ds

√
1+φ′2(t)

.

In addition, µ satisfies

<µt +(f ′(u)µ)x,ϕ>

=

∫ +∞

0

v0(x)ϕ(x,0)dx+

∫ +∞

0

f ′(u(0,t))b̃(t)ϕ(0,t)dt+<b̄δt0 ,ϕ(0,·)> (3.7)

for all ϕ∈C1
0([0,+∞[×[0,+∞[) such that ϕ(0,t)=0 if f ′(u(0,t))≤0.

Proof. Denote respectively by

nD− =
1√

1+φ′(t)2

(
1,−φ′(t)

)
, nD+ =

1√
1+φ′(t)2

(
−1,φ′(t)

)
=−nD−

the unit outward normals to D− and to D+ at
(
φ(t),t

)
∈Σ for t>t0. Let ϕ∈

C1
0([0,+∞[×[0,+∞[). We have

< ṽt +
(
f ′(u)ṽ

)
x
,ϕ >=−

∫ +∞

0

∫ +∞

0

(
ṽϕt +f ′(u)ṽϕx

)
dxdt

=−

∫

D−

(
ṽϕt +f ′(u)ṽϕx

)
dxdt−

∫

D+

(
ṽϕt +f ′(u)ṽϕx

)
dxdt.

We integrate the above equation by parts on D− and on D+. Since ṽ satisfies ṽt +(
f ′(u)ṽ

)
x
=0 in each of D±, we obtain

< ṽt +(f ′(u)ṽ)x,ϕ >

=−

∫

Σ

((
f ′(u−)ṽ−, ṽ−

)
·nD− +

(
f ′(u+)ṽ+, ṽ+

)
·nD+

)
ϕds

+

∫ +∞

0

f ′
(
u(0,t)

)
ṽ(0,t)ϕ(0,t)dt+

∫ +∞

0

ṽ(x,0)ϕ(x,0)dx

=

∫ +∞

t0

((
f ′(u+)ṽ+−f ′(u−)ṽ−

)
−φ′(t)(ṽ+− ṽ−)

)
ϕ(φ(t),t)dt

+

∫ +∞

0

f ′
(
u(0,t)

)
ṽ(0,t)ϕ(0,t)dt+

∫ +∞

0

v0(x)ϕ(x,0)dx

=

∫ +∞

t0

(
[f ′(u)ṽ](t)−φ′(t)[ṽ](t)

)
ϕ(φ(t),t)dt

+

∫ +∞

0

f ′
(
u(0,t)

)
ṽ(0,t)ϕ(0,t)dt+

∫ +∞

0

v0(x)ϕ(x,0)dx.
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We obtain then, in Mloc

(
]0,+∞[×]0,+∞[

)
,

ṽt +
(
f ′(u)ṽ

)
x
=

(
[f ′(u)ṽ](t)−φ′(t)[ṽ](t)

)(√
1+φ′2(t)

)−1

δΣ. (3.8)

Let us define

β(t) :=α(t)
√

1+φ′2(t)= b̄−

∫ t

t0

(
[f ′(u)ṽ](s)−φ′(s)[ṽ](s)

)
ds.

We calculate
(
α(t)δΣ

)
t
+

(
f ′(u)α(t)δΣ

)
x

in the sense of measures, where according to

(3.5), we have f ′(u)α(t)δΣ =φ′(t)α(t)δΣ. We obtain, for all ϕ∈C1
0 ([0,+∞[×[0,+∞[),

<
(
α(t)δΣ

)
t
+

(
φ′(t)α(t)δΣ

)
x
,ϕ >

=−<δΣ,α(t)ϕt >−<δΣ,φ′(t)α(t)ϕx >

=−

∫ +∞

t0

[
α(s)ϕt

(
φ(s),s

)
+φ′(s)α(s)ϕx

(
φ(s),s

)]√
1+φ′2(s)ds

=−

∫ +∞

t0

β(s)
d

ds

(
ϕ
(
φ(s),s

))
ds

=−

∫ +∞

t0

d

ds

(
β(s)ϕ

(
φ(s),s

))
ds+

∫ +∞

t0

β′(s)ϕ
(
φ(s),s

)
ds

=β(t0)ϕ(0,t0)+

∫ +∞

t0

β′(s)ϕ
(
φ(s),s

)
ds.

We have then, in Mloc([0,+∞[×[0,+∞[),

(
α(t)δΣ

)
t
+

(
f ′(u)α(t)δΣ

)
x
=β(t0)ϕ(0,t0)+β′(t)

(√
1+φ′2(t)

)−1

δΣ. (3.9)

Now, since we have

β′(t)=−
(
[f ′(u)ṽ](t)−φ′(t)[ṽ](t)

)

and β(t0)= b̄, (3.8) and (3.9) imply that the measure µ= ṽ+α(t)δΣ satisfies µt +(
f ′(u)µ

)
x
=0 in Mloc(]0,+∞[×]0,+∞[) and that the weak formulation (3.7) is veri-

fied. Finally, since we have

<α(t)δΣ,ϕ>=

∫ +∞

t0

ϕ
(
φ(t),t

)
α(t)

√
1+φ′2(t)dt

=

∫ +∞

t0

<α(t)
√

1+φ′2(t)δx=φ(t),ϕ(·,t)> dt,

if we consider m=α(t)δΣ and m(t)=α(t)
√

1+φ′2(t)δφ(t), by identifying

<m,ϕ>=

∫ +∞

t0

<m(t),ϕ(·,t)> dt,

ϕ∈C0([0,+∞[×[0,+∞[), we obtain that α(t)δΣ belongs to C([0,T [;Mloc(R)), and so
does µ= ṽ+α(t)δΣ. This finishes the proof.
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Remark 3.3. Since [f ′(u)ṽ]−φ′(t)[ṽ] is in general nonzero, we have that, in general,
ṽ is not a weak solution of vt +(f ′(u)v)x =0 on ]0,+∞[×]0,+∞[.

Remark 3.4. Since we have assumed φ to be invertible, we can prove in the same
way that the measure solution given by Theorem 3.2 belongs to C([0,+∞[;M([0,T [))
for all T >0.

Remark 3.5. In [12], Poupaud and Rascle introduced, in the framework of a multi-
dimensional transport equation with discontinuous coefficients a(t,x), a definition of
measure solution by using the notion of Filippov generalized characteristics, which
are the solutions, in a generalized sense, of dX

dt
=a(t,X) (see [12]). Their definition

requires the uniqueness of these characteristics, which is true if, for instance, the
coefficients satisfy a one sided Lipschitz condition, and does not require defining a
priori the distributional product between v and the non regular function a(t,x). Nev-
ertheless, they could define this product a posteriori, by using the properties of the
Filippov characteristics. Here, we followed an approach in the opposite sense, since
we used the notion of Volpert product to define the distributional product between a
discontinuous function and a measure, which allowed us to make sense of a solution
of the transport equation.

4. The linearization of the entropy condition (2.2) and the boundary
condition for the linearized problem in the case of a convex flux f

We suppose in this section that the flux function f satisfies f ′′≥ c for some c>0.

Such a convex function f has an absolute minimum f(u∗) and, for all a<u∗ (respec-
tively a>u∗), there exists a unique ā>u∗ (respectively ā<u∗) such that f(a)=f(ā).
In addition we can easily see that in this case, condition (2.2) becomes

{
u(0,t)∈

]
−∞,u∗

]
, if a(t)≤u∗,

u(0,t)∈
]
−∞,a(t)

]
∪

{
a(t)

}
, if a(t)≥u∗.

(4.1)

We want to prove that in these conditions, the linearization of the Bardos-Le
Roux-Nédélec condition (2.2) leads to a boundary condition for the linearized problem
which is consistent with the classical formulation of the boundary condition for a linear
transport equation. We suppose from now on that the basic solution u satisfies the
two conditions below:

C1. f ′
(
u(0,t)

)
6=0.

C2. f ′
(
u(0,t)

)
6=a(t), if a(t)>0.

These conditions mean that we do not allow the boundary to be characteristic.

Consider then a perturbation aε =a+εbε of the boundary data a with (bε)ε uni-
formly bounded in L∞. Suppose that the solution of the perturbed problem can be
written as uε =u+εvε. Suppose also that for almost all t, at least for small ε,

(
vε(0,t)

)
ε

is uniformly bounded in L∞, and that we have vε(0,t)→v0(t), bε(0,t)→ b(t) a.e. t>0
as ε→0. Our purpose is to prove that if u satisfies the Bardos-Le Roux-Nédélec con-
dition (2.2) (or, which is equivalent, condition (4.1)) and if uε(0,t)=u(0,t)+εb(0,t)
satisfies the same condition with respect to aε(t), then v = lim

ε→0
vε satisfies the bound-

ary condition v(0,t)= b(t) in the classical sense of linear transport equations. We will
then prove the following theorem.

Theorem 4.1. Suppose that there exists c>0 such that f ′′≥ c and that conditions



660 LINEARIZATION OF A BVP FOR CONSERVATION LAWS

C1 and C2 hold. Then we have that, for t>0, the condition






f
(
u(0,t)

)
−f(k)

u(0,t)−k
≤0, for all k between u(0,t) and a(t),

f
(
uε(0,t)

)
−f(k)

uε(0,t)−k
≤0, for all k between uε(0,t) and aε(t),

implies that v(0,t)= b(t) if f ′
(
u(0,t)

)
>0 and does not impose any conditions on v(0,t)

if f ′
(
u(0,t)

)
<0.

Proof. Suppose first that u(0,t) is such that f ′(u(0,t))>0. In this case, since f is
convex, (2.2) implies u(0,t)=a(t). Since we have f ′

(
uε(0,t)

)
=f ′

(
u(0,t)+εvε(0,t)

)
>0

for small ε, we obtain uε(0,t)=aε(t) and therefore vε(0,t)= bε(t), because we have
u(0,t)=a(t). We then obtain v(0,t)= b(t).

Consider now that f ′
(
u(0,t)

)
<0. We can have three different cases:

1. a(t)<u∗. In this case, we have a(t)+εbε(t)<u∗ and f ′
(
u(0,t)+εvε(0,t)

)
<0,

for small ε, independently of vε(0,t). We conclude that v(0,t) is arbitrary. Indeed,
condition (4.1) is satisfied independently of vε(0,t).

2. a(t)>u∗. Since we assume condition C2, we must have u(0,t)<a(t) and
therefore u(0,t)+εvε(0,t)<a(t)+εbε(t) for small ε, due to the continuity of the map
a 7−→a, and once again independently of the value of vε(0,t). We obtain once again
that (4.1) is satisfied independently of the value of vε(0,t), and thus v(0,t) is then
arbitrary.

3. a(t)=u∗. Since we suppose C1 and C2, we have u(0,t)<u∗. This condition
implies the existence of c<u∗ such that u(0,t)<c<a(t)+εbε(t), for small ε (note
that a(t)+εbε(t)−−−→

ε→0
a(t)=u∗). We can then conclude that u(0,t)+εvε(0,t)<c<

a(t)+εbε(t), for small ε, independently of the value of vε(0,t). Once again we have
that (4.1) is satisfied independently of the value of vε(0,t), and thus v(0,t) is arbitrary.

5. The numerical approximation

In this section we focus our attention on the numerical approximation of the
linearized problem (2.3). We will present a numerical method to approximate the
linearized problem, based in a Roe-type scheme which was introduced by Godlewski,
Olazabal and Raviart in [6], which we adapt here to the boundary value problem. We
will present some numerical tests that illustrate the results of the above sections and
at the same time, some numerical results concerning the order of convergence of the
numerical scheme. We mention here that in [9] the authors proved the convergence
of a class of numerical schemes towards the duality solution of a linear transport
equation, in the framework of the Cauchy problem. Although the same analysis is
not done here, the numerical results of this section may indicate that we can expect
to have a similar result for the initial and boundary value problem (2.3).

We begin by introducing a uniform grid over [0,+∞[×[0,+∞[, with time-step
∆t and mesh-spacing ∆x. The cells are given by [xj ,xj+1[×[tn,tn+1[, where we set

xj = j∆x, j∈Z, j≥0, and tn =n∆t, n∈N. We also set λ= ∆t
∆x

and xj+ 1
2
=

(
j + 1

2

)
∆x.

We consider now a Roe scheme to approximate the nonlinear boundary and initial
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value problem (2.1)–(2.2). Let A(u,v) be defined by





A(u,v)=

f(v)−f(u)

v−u
, if v 6=u,

A(u,u)=f ′(u).

We set, for j≥1, n≥0,

An
j =A

(
un

j− 1
2

,un
j+ 1

2

)
, A+n

j =
1

2

(
An

j +
∣∣An

j

∣∣
)
, A−n

j =
1

2

(
An

j −
∣∣An

j

∣∣
)
,

∆un
j =un

j+ 1
2

−un
j− 1

2

and

An
0 =A

(
an,un

1
2

)
, A+n

0 =
1

2

(
An

0 +
∣∣An

0

∣∣
)
, A−n

0 =
1

2

(
An

0 −
∣∣An

0

∣∣
)
,

∆un
0 =un

1
2

−an.

We consider then a Roe scheme, which can be written as

un+1
j+ 1

2

=un
j+ 1

2

−
∆t

∆x

(
A−n

j+1∆un
j+1 +A+n

j ∆un
j

)
, j≥0, (5.1)

with initial and boundary conditions u0
j+ 1

2

and an taken, respectively, to be an ap-

proximation of

1

∆x

∫ xj+1

xj

u0(x)dx,
1

∆t

∫ tn+1

tn

a(t)dt.

Notice that (5.1) can also be written in its viscous form

un+1
j+ 1

2

=un
j+ 1

2

−
∆t

∆x

f
(
un

j+ 3
2

)
−f

(
un

j− 1
2

)

2
+

Qn
j+1∆un

j+1−Qn
j ∆un

j

2
, (5.2)

with numerical viscosity coefficient given by Qn
j = ∆t

∆x

∣∣An
j

∣∣. It is well known that this
scheme admits non-entropy solutions which violate stationary shocks. We consider
then instead of (5.1) its entropy modification, which is given by (5.2) with

Qn
j =






∆t

∆x

∣∣An
j

∣∣, if
∣∣An

j

∣∣≥ δn
j ,

∆t

∆x

∣∣δn
j

∣∣, if
∣∣An

j

∣∣<δn
j ,

where δn
j is given by

sup
u∈[un

j− 1
2

,un

j+ 1
2

]

max
{

0, A(u,un
j+ 1

2

)−A(un
j− 1

2

,un
j+ 1

2

), A(un
j− 1

2

,un
j+ 1

2

)−A(un
j− 1

2

,u)
}

.

To approximate the linearized problem we will consider the linearized Roe type scheme
proposed by Godlewski, Olazabal and Raviart in [6] and [7]. We then set

vn+1
j+ 1

2

=vn
j+ 1

2

−
∆t

∆x

(
A−n

j+1∆vn
j+1 +A+n

j ∆vn
j +

(
An

j+1−An
j

)
vn

j+ 1
2

)
, (5.3)
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with initial and boundary conditions given to be an approximation of

1

∆x

∫ xj+1

xj

v0(x)dx,
1

∆t

∫ tn+1

tn

b(t)dt,

Notice then this scheme corresponds to an upwind discretization of equation (2.4).
We will suppose from now on the following CFL condition:

∆t

∆x
max

{
sup
x≥0

∣∣f ′
(
u0(x)

)∣∣,sup
t≥0

∣∣f ′
(
a(t)

)∣∣
}
≤1. (5.4)

In the following, we present some results obtained for Burgers’ equation (f(u)=
u2

2 ), in the setting of a Riemann type problem, i.e., with constant data u0, v0, a, and
b. We recall that, in this case, in [5] Dubois and LeFloch proved that the solution
of problem (2.1) is the restriction to [0,+∞[×[0,+∞[ of the solution of the Riemann
problem for the scalar equation with initial data

{
a, x<0,

b, x>0.

In the particular case of Burgers’ equation, the solution of this Riemann problem
is either a shock wave connecting the states a and u0, which propagates with speed
σ = a+u0

2 , if a>u0, or a rarefaction wave if a<u0.

First, we will focus our attention in the case where the basic solution is a shock
propagating with positive speed, which corresponds to the case studied in the previous
sections. Secondly, we will analyze the cases of a stationary shock and a rarefaction
wave. In this last case, the solution of the linearized problem can be obtained directly,
and we consider it here to illustrate the numerical results of convergence that we
obtained. The spatial domain that we consider for the numerical tests is the interval
[0,1], and the time t is such that the wave has not yet reached the boundary x=1.

5.1. The case of a shock propagating with positive speed. The basic
solution u is the shock wave

u(x,t)=

{
a, x<σt,

u0, x>σt,

which propagates with speed σ = u0+a
2 >0. Let the boundary condition b and the

initial condition v0 for the linearized problem be given. Then, the solution of the
linearized problem given by Theorem 3.2 is ṽ+α(t)δx=σt, with

ṽ =

{
b, x<σt,

v0, x>σt
and α(t)=

[
−(u0v0−ab)+

u0 +a

2
(v0−b)

]
t.

We present in the following figures the numerical results obtained for the data u0 =
−1, a=2, v0 =10 and b=1, in such a way that the linearized solution is a Dirac
measure concentrated on x= 1

2 t. We considered here a CFL value of 0.5.

We can see that the numerical solution approaches a Dirac mass concentrated on
x=0.25 at time t=0.5. If we denote by v∆ the numerical solution, the table below
proves that ‖ṽ−v∆‖L1 ≈8.25, where ṽ is the classical solution given by Lemma 3.1
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Figure 5.1. Linearized solution at time t=0.5 with ∆x=0.01 (on the left) and ∆x=0.001 (on
the right).

and α(0,5)=8.25, where 8.25 is exactly the value of the Dirac coefficient α(t) at
t=0.5.

∆x 0.01 0.0033 0.001 0.00033 0.0001 0.000033
‖ṽ−v∆‖L1 8.1709 8.2236 8.2421 8.2474 8.2492 8.2497

The next figure presents an error curve, shown in logarithmic scale, between the exact
solution and the numerical solution. We propose to measure this error by calculating
E∆ =

∣∣‖v∆− ṽ‖L1 −α(0.5)
∣∣.

-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

-4.5 -4 -3.5 -3 -2.5 -2

error curve
slope 1

Figure 5.2. Error between exact and approximated solution, as a function of mesh spacing,
shown in logarithmic scale. The x-coordinate is log(∆x) and the y-coordinate is log(E∆).

Remark 5.1. We obtain the same values no matter we consider E∆ or
‖v∆− ṽ‖L1([0.1]\[0.25−3∆x,0.25+3∆x]) +

∣∣‖v∆− ṽ‖([0.25−3∆x,0.25+3∆x])−α(0.5)
∣∣ to mea-

sure the error between exact and approximated solution.

5.2. The case of a stationary shock. We consider now the case where
the basic solution is a stationary shock, more precisely that the discontinuity arises
at the boundary x=0. Therefore, hypothesis H1 of section 3 is not satisfied. From
a numerical point of view, a Dirac mass appears at x=0. This result was expected,
even though we did not study this case earlier.
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Figure 5.3. Linearized solution at time t=0.5 when basic solution is a stationary shock.

5.3. The case of a rarefaction wave. We consider in this paragraph that
the basic solution is the rarefaction wave

u(x,t)=






a, x
t
≤a,

x
t
, a≤ x

t
≤u0,

u0,
x
t
≥u0.

In this case, we can directly solve the linearized problem. Indeed, let us look for a
self-similar solution of (2.3). Denote by v

(
x
t

)
such a solution. We have then that v

satisfies the advection equation vt +avx =0 for x
t
<a, and we get v

(
x
t

)
= b if x

t
<a. In

the same way we get v
(

x
t

)
=v0 if x

t
>u0. Now we have that in

{
(x,t) : a< x

t
<u0

}
, v

satisfies

vt +
(x

t
v
)

x
=0.

If we put ξ = x
t
, the above equation reads

−
ξ

t
v′(ξ)+

1

t
v+

ξ

t
v′(ξ)=0,

i.e., 1
t
v =0. We obtain v

(
x
t

)
=0, for all (x,t) such that a< x

t
<u0. The solution of the

linearized problem is therefore given by

v(x,t)=






b, x
t
≤a,

0, a≤ x
t
≤u0,

v0,
x
t
≥u0.

We present below the numerical results that we obtained with the following data:
a=1, u0 =2, b=4 and v0 =10, taken in such a way that the left side of the rarefaction
u propagates with positive speed. Once again CFL is taken to be 0.5.

Figure 5.5 represents the error between the exact and the approximated solution
in the L1 norm, as a function of mesh-spacing.

We finally analyze the case where the basic solution u is a sonic rarefaction. In
this case, the basic solution and the linearized solution are given by

u(x,t)=

{
x
t
, 0≤ x

t
≤u0,

u0,
x
t
≥u0,

v(x,t)=

{
0, 0≤ x

t
≤u0,

v0,
x
t
≥u0,
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Figure 5.4. Linearized solution at time t=0.25 with ∆x=0.0033 (on the left) and ∆x=10−5

(on the right).
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Figure 5.5. Error between exact and approximated solution in L1.

respectively. We present the numerical results obtained with data u0, b, and v0 taken
to be the same as in the above example and for a=−1 and a=0.
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Figure 5.6. a=−1 : Linearized solution at time t=0.5.

We conjecture that the numerical solution given by the scheme described in this
section approaches the exact solution, which equals 0 if x<0.5 and 10 if x>0.5.

Remark 5.2. If we consider u to be a shock or a rarefaction solution of Burgers’
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Figure 5.7. a=0 : Linearized solution at time t=0.5, for ∆x=0.0033 (on the left) and ∆x=
10−5 (on the right).

equation, in [12] the authors proved that the measure solution of the equation vt +(
u
2 v

)
x
=0 is u itself, as expected. If we replace u by u

2 in the numerical scheme
(5.3), we can see that we recover a Roe discretization of Burgers’ equation. Hence,
numerically we also recover u as the solution of the above equation, as it was predicted
in [12].
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