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#### Abstract

The global existence of smooth solutions to the equations of nonlinear hyperbolic system of 2 nd order with third order viscosity is shown for small and smooth initial data in a bounded domain of $n$-dimensional Euclidean space with smooth boundary. Dirichlet boundary condition is studied and the asymptotic behaviour of exponential decay type of solutions as $t$ tending to $\infty$ is described. Time periodic solutions are also studied. As an application of our main theorem, nonlinear viscoelasticity, strongly damped nonlinear wave equation and acoustic wave equation in viscous conducting fluid are treated.


## 1. Introduction

In this paper, we are concerned with the global existence and exponential stability of small and smooth solutions to the following equations:

$$
\begin{align*}
& A_{0}(U) \partial_{t}^{2} u+A_{j}(U) \partial_{j} \partial_{t} u-A_{i j}(U) \partial_{i} \partial_{j} u \\
& -B_{i j}(U) \partial_{i} \partial_{j} \partial_{t} u=f \quad \text { in }[0, \infty) \times \Omega,  \tag{1.1}\\
& u=0 \quad \text { on }[0, \infty) \times \partial \Omega,  \tag{1.2}\\
& u(0, x)=u_{0}(x) \quad \text { and } \quad u_{t}(0, x)=u_{1}(x) \quad \text { in } \Omega . \tag{1.3}
\end{align*}
$$

The existence of time periodic solutions is also studied. Here, $\Omega$ is a bounded domain in $\mathbb{R}^{n}$ with $C^{\infty}$ boundary $\partial \Omega, U=\left(\nabla u, u_{t}, \nabla u_{t}\right), u_{t}=\partial_{t} u=\partial u / \partial t$, $\nabla u=\left(\partial_{1} u, \ldots, \partial_{n} u\right), \quad \partial_{j} u=\partial u / \partial x_{j} \quad(j=1, \ldots, n), \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, $u={ }^{t}\left(u_{1}, \ldots, u_{d}\right)$ is a $d$-vector of real-valued functions ( ${ }^{t} M$ means the transposed $M$ ), and the summation convention is understood where the indices run through 1 to $n$. The $A_{0}(U), A_{j}(U), A_{i j}(U)$ and $B_{i j}(U)$ are $d \times d$ matrices of real-valued functions defined on $\left\{U \in \mathbb{R}^{(2 n+1) d}| | U \mid \leqq K\right\}$ and in $C^{\infty}$ there, which satisfies the following assumption:

Assumption 1.1. (1) ${ }^{t} A_{0}(U)=A_{0}(U),{ }^{t} A_{j}(U)=A_{j}(U),{ }^{t} A_{i j}(U)=A_{j i}(U)$ and ${ }^{t} B_{i j}(U)=B_{j i}(U)$,

$$
\begin{gather*}
A_{0}(0) \geqq \alpha_{0} I_{d}  \tag{2}\\
M_{i j}(0) \xi_{i} \xi_{j} \geqq \alpha_{0}|\xi|^{2} I_{d} \text { for any } \xi=\left(\xi_{1}, \ldots, \xi_{n}\right) \in \mathbb{R}^{n}
\end{gather*}
$$

with some constant $\alpha_{0}>0$, where $M=A$ and $B$, and $I_{d}$ is the $d \times d$ identity matrix.
From Assumption 1.1, Eq. (1.1) is a nonlinear hyperbolic system of $2^{\text {nd }}$ order with nonlinear viscosity term: $B_{i j} \partial_{i} \partial_{j} \partial_{t} u$ and it appears in models of nonlinear viscoelasticity, acoustic wave equation in a viscous conducting fluid, strongly damped wave equations and so on. Concerning global existence of solutions, the problem (1.1)-(1.3) was first studied in one space dimension and scalar case, and classical solutions for arbitrary smooth data, their asymptotic properties and so on were found in [1, 2, 8, 9, 14, 15, 20 and 25]. Concerning the strongly damped nonlinear scalar wave equation of the form: $u_{t t}-\operatorname{div} \sigma(\nabla u)-\Delta u_{t}=0$, Pecher [19] proved the global existence of classical solutions for arbitrary data in the two dimensional Cauchy problem case ( $\Omega=\mathbb{R}^{2}$ ) under some growth order condition on $\sigma^{\prime}$ (see also [7]), and global weak solutions was studied by J. Clemént [6]. The semilinear case: $u_{t t}-a \Delta u-\Delta u_{t}+f\left(u, \nabla u, u_{t}, \nabla u_{t}\right)=0(a \geqq 0)$, was studied by [3, $4,5,19$ and 24]. The global strong solution (not so smooth, e.g., $\nabla u, \nabla u_{t}$ are Hölder continuous) was studied by [12 and 13] under some growth order condition on $A_{i j}(U)$, in the case where $A_{j}(U)=0(j=1, \ldots, n)$ and $A_{0}(U)=I_{d}$.

In the treatment of the above studies for the higher dimensional case, it plays an essential role the estimation of $L^{p}$-norm of solutions to the linear parabolic part: $\left(\partial_{t}-B_{i j}(0) \partial_{i} \partial_{j}\right) u_{t}$, and the nonlinear term was restricted strongly, because the estimation of derivatives of higher order was not enough.

In order to study more general equations containing important physical models, one approach is to abandon arbitrariness of data and to look for small solutions. In this direction, the $L^{2}$ framework is better, because the equation is hyperbolic with a strong damping term and a good estimate of derivatives with respect to both $t$ and $x$ are expected thanks to the hyperbolicity. In fact, Y. Ebihara [10, 11] studied the small and smooth solution to the strongly damped scalar wave equation of the form: $u_{t t}-\Delta u_{t}=f\left(u, \nabla u, \partial_{x}^{2} u, u_{t}, \nabla u_{t}\right), \partial_{x}^{2} u=\left(\partial_{x}^{\alpha} u,|\alpha|=2\right)$ with suitable hyperbolic assumption, by using the so-called $\stackrel{\circ}{H}^{k}$-Galerkin method. Mizohata and Ukai [18] studied also small and smooth solutions in the $L^{2}$ framework to acoustic wave equation in a viscous conducting fluid described by:

$$
\begin{equation*}
u_{t t}-a \Delta u-b \Delta u_{t}=c\left(|\nabla u|^{2}+\left|u_{t}\right|^{2}\right)_{t} \tag{1.4}
\end{equation*}
$$

with some constants $a>0, b>0$ and $c \neq 0$. In these studies, to these authors it does not seem that they obtained enough estimates of higher order derivatives, and then the class of solutions in [10 and 11] was restricted and the proof in [18] depended deeply on the special form of the nonlinear term.

Our purpose is to prove the unique existence theorem of global small and smooth solutions to the problem (1.1)-(1.3) in the $L^{2}$ framework, studying an exponential decay estimate of solutions. The crucial point is to get the estimate of higher order derivatives with respect to both $t$ and $x$. If the viscosity term: $B_{i j} \partial_{i} \partial_{j} \partial_{t} u$ disappears, the estimate with respect to $x$ are usually obtained by using the ellipticity of the terms: $A_{i j} \partial_{i} \partial_{j} u$. However, in our case, this method does not work, because the two terms: $A_{i j} \partial_{i} \partial_{j} u$ and $B_{i j} \partial_{i} \partial_{j} \partial_{t} u$ must be evaluated at the same
time. The main difficulty comes from this point and our technical contribution is mainly how to derive the estimate of spatial derivatives, which seems a new point compared with previous works.

Finally, we would like to remark that more general equation (1.1) with $f=F\left(t, x, \bar{\partial}^{2} u, \partial_{x}^{2} u_{t}\right)\left(\bar{\partial}^{2} u=\left(\partial_{x}^{\alpha} \partial_{t}^{j} u ;|\alpha|+j \leqq 2\right)\right)$ can be handled with under a suitable assumption on $F$ which guarantees the strict hyperbolicity and the essential appearance of a viscosity term, by combining a technique here of obtaining the exponential decay estimate with a technique due to [23] of reducing a fully nonlinear hyperbolic operator to some quasilinear hyperbolic-elliptic coupled system (see also [17]). However, to deal with the fully nonlinear case at least our essential arguments concerning the estimate of spatial derivatives are not easy to understand in this paper. Therefore, we shall treat (1.1) only. We believe that Eq. (1.1) under Assumption 1.1 contains plenty of important physical models.

## 2. Statement of Main Results and Examples

First, we explain our basic notation. Let $L^{2},($,$) and \|\cdot\|$ denote the usual $L^{2}$ space on $\Omega$, its inner-product and its norm, respectively. Put

$$
\begin{aligned}
\partial_{y}^{k} u & =\left(\partial_{y}^{\alpha} u,|\alpha|=k\right), \quad \bar{\partial}_{y}^{k} u=\left(\partial_{y}^{j} u, 0 \leqq j \leqq k\right) \quad(y=x \text { and } t), \\
\partial^{k} u & =\left(\partial_{x}^{\alpha} \partial_{t}^{j} u,|\alpha|+j=k\right), \quad \bar{\partial}^{k} u=\left(\partial^{j} u, 0 \leqq j \leqq k\right), \\
H^{k} & =\left\{u \in L^{2} \mid \partial_{x}^{\alpha} u \in L^{2} \text { for }|\alpha| \leqq k\right\}, \quad H_{0}^{1}=\left\{u \in H^{1} \mid u=0 \text { on } \partial \Omega\right\}, \\
(u, v)_{k} & =\sum_{|\alpha| \leqq k}\left(\partial_{x}^{\alpha} u, \partial_{x}^{\alpha} v\right), \quad\|u\|_{k}=(u, u)_{k}^{1 / 2}, \quad\|u\|_{\infty}=\sup _{x \in \Omega}|u(x)| .
\end{aligned}
$$

For the time interval $I \subset \mathbb{R}$ and a Banach space $B, C^{k}(I, B)$ is the set of all $B$-valued continuous functions which are continuously $k$ times differentiable in $t \in I$. Put

$$
E_{N}([S, T])=\bigcap_{j=0}^{N-1} C^{j+1}\left([S, T] ; H^{N-j}\right)
$$

For a $d$-vector $v$ of functions in $(t, x)$, the capital letter $V$ means that $V=\left(\nabla v, v_{t}, \nabla v_{t}\right)$. Put

$$
\begin{align*}
P(v) u & =A_{0}(V) \partial_{t}^{2} u+A_{j}(V) \partial_{j} \partial_{t} u-A_{i j}(V) \partial_{i} \partial_{j} u-B_{i j}(V) \partial_{i} \partial_{j} \partial_{t} u, \\
p_{v}(t) & =\left\|\bar{\partial}^{[n / 2]+2} V(t, \cdot)\right\|, \quad N_{0}=[n / 2]+3 \tag{2.1}
\end{align*}
$$

where $[r]$ is the largest integer $\leqq r$. For two operators $A$ and $B$, the commutator of $A$ and $B$ is denoted by: $[A, B]=A B-B A$. In order to estimate $\|u\|$, we always use Poincaré's inequality: $\|u\| \leqq \alpha_{1}\|\nabla u\|$ for $u \in H_{0}^{1}$, where $\alpha_{1}$ is a suitable constant. From Sobolev's inequality: $\|u\|_{\infty} \leqq \alpha_{2}\|u\|_{N_{0}-2}$, it follows that

$$
\begin{equation*}
\left\|\bar{\partial}^{1} V(t, \cdot)\right\|_{\infty} \leqq \alpha_{2} p_{v}(t) \tag{2.2}
\end{equation*}
$$

From Poincare's inequality, it follows that what $u \in E_{N}([S, T])$ is equivalent to that

$$
\begin{equation*}
U \in \bigcap_{j=0}^{N-1} C^{j}\left([S, T] ; H^{N-1-j}\right) \tag{2.3}
\end{equation*}
$$

provided that $u(t, \cdot)=0$ on $\partial \Omega$ for $t \in[S, T]$. Since $C_{0}^{\infty}(\Omega)=\left\{u \in C^{\infty}\left(\mathbb{R}^{n}\right) \mid\right.$ supp $u \subset \Omega\}$ is dense in $H_{0}^{1}$, using Assumption 1.1-(3) and Parseval's formula for

Fourier transform in $\mathbb{R}^{n}$, we have

$$
\left(M_{i j}(0) \partial_{j} u, \partial_{i} u\right) \geqq \alpha_{0}\|\nabla u\|^{2} \text { for } u \in H_{0}^{1} \text { and } M=A \text { and } B
$$

In view of this and Assumption 1.1-(2), we choose $K$ so small that $\left(\alpha_{0} / 2\right)\|\nabla u\|^{2} \leqq\left(M_{i j}(V) \partial_{j} u, \partial_{i} u\right) \leqq \alpha_{3}\|\nabla u\|^{2}$ for any $u \in H_{0}^{1}$ and $M=A$ and $B$,

$$
\begin{equation*}
\left(\alpha_{0} / 2\right) I_{d} \leqq A_{0}(V) \leqq \alpha_{3} I_{d} \tag{2.4}
\end{equation*}
$$

provided that $|V| \leqq K$. Let $\alpha_{4}>0$ be a constant such that $\left|\left(A_{i j}(V), B_{i j}(V), A_{j}(V)\right)\right|$ $\leqq \alpha_{4}$ for any $|V| \leqq K$. The letter $C$ denotes various constants depending only on $\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}, K, n$ and $\Omega$ essentially. We denote also various constants depending on quantities $A, B$ and so on by $C(A, B, \ldots)$.

Now, we shall explain compatibility condition. If $u$ satisfies (1.1) and the condition: $|U| \leqq K$, differentiation of (1.1) with respect to $t$ implies that $\partial_{t}^{k} u(k \geqq 2)$ are given successively by the formula:

$$
\begin{align*}
\partial_{t}^{k} u(t, \cdot) & =A_{0}(U(t, \cdot))^{-1}\left\{A_{i j}(U(t, \cdot)) \partial_{i} \partial_{j} \partial_{t}^{k-2} u(t, \cdot)+B_{i j}(U(t, \cdot)) \partial_{i} \partial_{j} \partial_{t}^{k-1} u(t, \cdot)\right. \\
& \left.-A_{j}(U(t, \cdot)) \partial_{j} \partial_{t}^{k-1} u(t, \cdot)+\left[\partial_{t}^{k-2}, P(u)\right] u(t, \cdot)+\partial_{t}^{k-2} f(t, \cdot)\right\} \tag{2.6}
\end{align*}
$$

Using the formula (2.6), from $u_{0}$ and $u_{1}$ we can define successively the value of $\partial_{t}^{k} u$ at $t=0$, which is denoted by $u_{k}$. What $u=0$ on $\partial \Omega$ implies that $u_{k}=0$ on $\partial \Omega$, which is the compatibility condition at $t=0$ and the boundary.

The assumption on $u_{0}, u_{1}$ and $f$ is the following.
Assumption 2.1. Let $N$ be an integer $\geqq N_{0}$. Suppose:

$$
\begin{gathered}
u_{0} \in H^{N} \cap H_{0}^{1}, \quad u_{j+1} \in H^{N-j} \cap H_{0}^{1}(0 \leqq j \leqq N-1), \\
f \in \bigcap_{j=0}^{N-2} C^{j}\left([0, \infty) ; H^{N-2-j}\right) \cap C^{N-1}\left([0, \infty) ; L^{2}\right), \\
\lambda_{N}(\infty)=\sup _{t>0} e^{\mu t}\left\{\left\|\bar{\partial}^{N-2} f(t, \cdot)\right\|+\left\|\partial_{t}^{N-1} f(t, \cdot)\right\|\right)<\infty
\end{gathered}
$$

for some $\mu \geqq 0$.
The following theorem is our main result.
Theorem 2.2. Suppose that Assumptions 1.1 and 2.1 are satisfied. Put

$$
\begin{equation*}
\rho_{k}=\sum_{j=0}^{k}\left\|u_{j}\right\|_{k-j}+\left\|\nabla u_{k}\right\|, \quad \tilde{\rho}_{k}=\left\|u_{0}\right\|_{k}+\sum_{j=0}^{k-1}\left\|u_{j+1}\right\|_{k-j} \tag{2.7}
\end{equation*}
$$

(A) Then, there exists an $\varepsilon>0$ independent of $u_{0}, u_{1}, f$ and $N$ such that if $\tilde{\rho}_{N_{0}}+\lambda_{N_{0}}(\infty) \leqq \varepsilon$, then the problem (1.1)-(1.3) admits a unique solution $u \in$ $E_{N}([0, \infty))$ satisfying the condition: $\|U(t, \cdot)\|_{\infty} \leqq K / 2$ for all $t \in[0, \infty)$.
(B) Moreover, the following asymptotic behavior holds. (1) If $\mu=0$, then there exists an $\varepsilon_{N}>0$ depending on $N$ such that if $\lambda_{N_{0}}(\infty) \leqq \varepsilon_{N}$, then

$$
\begin{equation*}
\left\|\bar{\partial}^{k-1} U(t, \cdot)\right\| \leqq e^{-\omega t} \phi_{k}\left(\rho_{k}\right)+\psi_{k}\left(\lambda_{k}(\infty)\right) \tag{2.8}
\end{equation*}
$$

for any $N_{0} \leqq k \leqq N$, where $\omega$ is some positive constant and $\phi_{k}(t)=\psi_{k}(t)=$ $C(k)(1+t)^{m_{k}} t$ for some integer $m_{k} \geqq 0$ depending on $k$.
(2) If $\mu>0$, then

$$
\begin{equation*}
\left\|\bar{\partial}^{k-1} U(t, \cdot)\right\| \leqq e^{-\omega t} \phi_{k}\left(\rho_{k}\right)+e^{-\gamma t} \psi_{k}\left(\lambda_{k}(\infty)\right) \tag{2.9}
\end{equation*}
$$

for any $N_{0} \leqq k \leqq N$ and $0<\gamma<\min (\mu, \omega)$, where $\phi_{k}(t)=C(k)(1+t)^{m_{k}} t$ and $\psi_{k}(t)=C(k, \gamma)(1+t)^{m_{k}} t$.

By using the technique due to P. Rabinowitz [21] and A. Matsumura [17], exploiting the exponential stability (2.8), we obtain the existence of global small periodic solutions provided that $f$ is periodic with respect to $t$.
Theorem 2.3. Suppose that Assumption 1.1 is satisfied and that

$$
\begin{aligned}
f \in & \bigcap_{j=0}^{N-2} C^{j}\left(\mathbb{R} ; H^{N-2-j}\right) \cap C^{N-1}\left(\mathbb{R} ; L^{2}\right) \quad\left(N \geqq N_{0}\right) \\
& f\left(t+T_{0}, x\right)=f(t, x) \quad \text { for any }(t, x) \in \mathbb{R} \times \Omega
\end{aligned}
$$

(A) (Existence of periodic solution). Then, there exists an $\varepsilon_{N}^{\prime}>0$ depending on $N$ essentially such that if $\lambda_{N_{0}}(\infty) \leqq \varepsilon_{N}^{\prime}$, then the problem (1.1) and (1.2) admits a periodic solution $u \in E_{N}(\mathbb{R})$ satisfying the conditions: $\|U(t, \cdot)\|_{\infty} \leqq K$ for all $t \in \mathbb{R}$ and $u\left(t+T_{0}, x\right)=u(t, x)$ for any $(t, x) \in \mathbb{R} \times \Omega$.
(B) (Uniqueness of periodic solution). Let $u, v \in E_{N_{0}}(\mathbb{R})$ be two periodic solutions with period $T_{0}$ to the problem (1.1) and (1.2). Then, there exists an $\varepsilon^{\prime \prime}>0$ independent of $u$ and $v$ such that $u=v$ provided that $p_{u}(t), p_{v}(t) \leqq \varepsilon^{\prime \prime}$ for any $t \in \mathbb{R}$.
(C) (Exponential stability of periodic solution). There exists an $\varepsilon_{N}^{\prime \prime}>0$ depending on $N$ such that for the time periodic solution $u$ obtained in (A), any solution $v$ to the problem (1.1)-(1.3) satisfying the following:

$$
v \in E_{N}([0, \infty)) \text { and }\left\|\bar{\partial}_{t}^{N} v(0, \cdot)\right\| \leqq \varepsilon_{N}^{\prime \prime}
$$

is asymptotic to $u$ exponentially as $t \rightarrow \infty$, that is,

$$
\left\|\bar{\partial}^{N-2}(U-V)(t, \cdot)\right\| \leqq C\left(N, \lambda_{N}(\infty)\right) e^{-\omega t}\left\|\bar{\partial}^{N-2} \cdot(U-V)(0, \cdot)\right\|
$$

for all $t>0$ with suitable $\omega>0$.
Now, we shall discuss some examples.
Example 2.4. The so-called strongly damped nonlinear wave equation is described by:

$$
\begin{equation*}
\partial_{t}^{2} u-\partial_{j}\left(a_{j}(\nabla u)\right)-\lambda \Delta u_{t}=f \tag{2.10}
\end{equation*}
$$

where $u, a_{j}$ and $f$ are scalar valued functions. If $\lambda>0$ and

$$
\left(\partial a_{i} / \partial u_{j}\right)(0) \xi_{i} \xi_{j} \geqq \alpha_{0}|\xi|^{2} \text { for any } \xi \in \mathbb{R}^{n}, \text { where } u_{j}=\partial_{j} u
$$

then Assumption 1.1 is satisfied with $d=1, A_{0}=1, A_{j}=0(j=1, \ldots, n)$, $A_{i j}=\partial a_{i} / \partial u_{j}$ and $B_{i j}=\lambda \delta_{i j}, \delta_{i j}$ being the Kronecker's delta symbol.
Example 2.5. The acoustic wave equation in viscous conducting fluid (1.4) is described by (1.1) with $d=1, A_{0}=1-2 c \partial_{t} u, A_{j}=-2 c \partial_{j} u, A_{i j}=a \delta_{i j}$ and $B_{i j}=b \delta_{i j}$. Assumption 1.1 is obviously satisfied.

Example 2.6. The motion of viscoelastic material (cf. [20, pp. 56 and 57]): Let a viscoelastic material occupy $\Omega$ in an equilibrium state. Let $x$ denote the coordinates of the material points, $\rho(x)$ the density at $x$ in the equilibrium state, $u(t, x)$ the displacement vector from the equilibrium configuration, $\gamma=\nabla u=$ the $n \times n$ matrix $\left(\partial_{i} u_{j}\right)$ the Green-Lagrange strain tensor, $S$ the Piola-Kirchhoff stress tensor and $w(\gamma)$ the free energy function which is assumed to be a function of strain only. The constitutive law of Kelvin-Voigt viscoelasticity reads:

$$
S=\frac{\partial w}{\partial \gamma}(\gamma)+T(\gamma, \dot{\gamma}) \quad\left(\dot{\gamma}=\gamma_{t}\right)
$$

where $T(\gamma, \dot{\gamma})=\left(T_{i j}\right)$ is a $n \times n$ matrix of nonlinear functions representing the viscoelastic part of the stress. The $T$ vanishes if the strain is independent of time, that is, $T(\gamma, 0)=0$. The balance law of linear momentum reads:

$$
\begin{equation*}
\rho(x) \partial_{t}^{2} u-\operatorname{div} S=f \text { in } \Omega \tag{2.11}
\end{equation*}
$$

for any $t>0$. Suppose that $\rho(x)=\rho>0$ constant and that the displacement is prescribed at the boundary, that is, $u=0$ on $\partial \Omega$ for any $t>0$. Calculating the divergence part in (2.11), we can rewrite (2.11) as follows:

$$
\begin{equation*}
\rho \partial_{t}^{2} u-A_{i j} \partial_{i} \partial_{j} u-B_{i j} \partial_{i} \partial_{j} \partial_{t} u=f \text { in } \Omega . \tag{2.12}
\end{equation*}
$$

Therefore, the motion of viscoelastic material is described by (1.1) and (1.2), setting $A_{i j}=$ the $n \times n$ matrix $\left(a_{k i l j}\right)\left(a_{k i l j}=\partial^{2} w / \partial \gamma_{k i} \partial \gamma_{l j}+\partial T_{k i} / \partial \gamma_{l j}, \gamma_{l j}=\partial_{j} u_{l}\right), B_{i j}=$ the $n \times n$ matrix $\left(b_{k i l j}\right)\left(b_{k i l j}=\partial T_{k i} / \partial \dot{\gamma}_{l j}, \dot{\gamma}_{l j}=\partial_{j} \partial_{t} u_{l}\right), A_{0}=\rho I_{n}$ and $A_{j}=0(j=1, \ldots$, $n)$. If $\partial T_{k i} / \partial \gamma_{l j}=\partial T_{l j} / \partial \gamma_{k i}$ and $\partial T_{k i} / \partial \dot{\gamma}_{l j}=\partial T_{l j} / \partial \dot{\gamma}_{k i}$, then we have

$$
\begin{equation*}
{ }^{t} A_{i j}=A_{j i} \quad \text { and } \quad{ }^{t} B_{i j}=B_{j i} . \tag{2.13}
\end{equation*}
$$

Since $T(\gamma, 0)=0$, we have

$$
a_{k i l j}(0)=\left(\partial^{2} w / \partial \gamma_{k i} \partial \gamma_{l j}\right)(0) \quad \text { and } \quad b_{k i l j}(0)=\left(\partial T_{k i} / \partial \dot{\gamma}_{l j}\right)(0,0) .
$$

In many models appearing in the theory of elasticity, we may assume that

$$
m_{k i l j}(0) \eta_{k} \eta_{l} \xi_{i} \xi_{j} \geqq \alpha_{0}|\xi|^{2}|\eta|^{2} \text { for any } \xi, \eta \in \mathbb{R}^{n}
$$

where $m=a$ and $b$, which implies that Assumption 1.1-(3) is satisfied in the present case.

## 3. Preparation for Later Sections

As a preparation for our a priori estimate of solutions locally in time, in this section we discuss some estimate of composite function and multiplication of function in paragraph 3.1, the first energy inequality of exponential decay type in paragraph 3.2, and the estimate for spatial derivatives in paragraphs 3.3 and 3.4. In particular, the idea of paragraph 3.3 is new and one of our contributions to this field. Below, $\omega$ and $\beta_{j}(j=1,2, \ldots)$ denote some special positive constants.
3.1. Estimates of Composite Function and Multiplication of Functions. All the estimates here are derived easily by using the following well-known estimate:

$$
\begin{equation*}
\|f \cdot g\| \leqq C(a, b)\|f\|_{a}\|g\|_{b} \quad \text { for } a, b \geqq 0, \text { and } a+b>\frac{n}{2} \tag{3.1.1}
\end{equation*}
$$

So we may state all the assertions without any proof.

Lemma 3.1.1. Suppose that $F(v)$ is a function defined for $|v| \leqq K$, which is in $C^{\infty}$ there and satisfies the condition: $F(0)=0$. If $k>n / 2$ and $\|v(t, \cdot)\|_{\infty} \leqq K$, then

$$
\left\|\bar{\partial}^{k} F(v(t, \cdot))\right\| \leqq C(k, F)\left(1+\left\|\bar{\partial}^{k} v(t, \cdot)\right\|\right)^{k-1}\left\|\bar{\partial}^{k} v(t, \cdot)\right\| .
$$

Moreover, if $k \geqq[n / 2]+3$ and $\|v(t, \cdot)\|_{\infty} \leqq K$, then

$$
\begin{aligned}
\left\|\bar{\partial}^{k} F(v(t, \cdot))\right\| \leqq & \left\|F^{\prime}(v(t, \cdot))\right\|_{\infty}\left\|\partial^{k} v(t, \cdot)\right\| \\
& +C(k, F)\left(1+\left\|\bar{\partial}^{k-1} v(t, \cdot)\right\|\right)^{k-1}\left\|\bar{\partial}^{k-1} v(t, \cdot)\right\|
\end{aligned}
$$

Lemma 3.1.2. (1)

$$
\begin{aligned}
& \left\|\bar{\partial}^{1}\left(\partial^{k}(u(t, \cdot) v(t, \cdot))-u(t, \cdot) \partial^{k} v(t, \cdot)\right)\right\| \\
& \quad \leqq \begin{cases}C(k)\left\|\bar{\partial}^{[n / 2]+2} u(t, \cdot)\right\|\left\|\bar{\partial}^{k} v(t, \cdot)\right\| & \text { for } 0 \leqq k \leqq[n / 2]+1, \\
C(k)\left\{\left\|\bar{\partial}^{k+1} u(t, \cdot)\right\|\left\|\bar{\partial}^{[n / 2]+1} v(t, \cdot)\right\|+\left\|\bar{\partial}^{[n / 2]+2} u(t, \cdot)\right\|\left\|\bar{\partial}^{k} v(t, \cdot)\right\|\right. \\
\left.+\left\|\bar{\partial}^{k} u(t, \cdot)\right\|\left\|\bar{\partial}^{k-1} v(t, \cdot)\right\|\right\} & \text { for } k \geqq[n / 2]+2 .\end{cases}
\end{aligned}
$$

(2) Let $0 \leqq l \leqq k$. Then,

$$
\begin{aligned}
& \left\|\partial^{l}\left(\partial^{k-l}(u(t, \cdot) v(t, \cdot))-u(t, \cdot) \partial^{k-l} v(t, \cdot)\right)\right\| \\
& \qquad \begin{cases}C(k)\left\|\bar{\partial}^{[n / 2]+2} u(t, \cdot)\right\|\left\|\bar{\partial}^{k-1} v(t, \cdot)\right\| & \text { for } 1 \leqq k \leqq[n / 2]+1, \\
C(k)\left\|\bar{\partial}^{k} u(t, \cdot)\right\|\left\|\bar{\partial}^{k-1} v(t, \cdot)\right\| & \text { for } k \geqq[n / 2]+2 .\end{cases}
\end{aligned}
$$

### 3.2. First Energy Inequality.

Theorem 3.2.1. Suppose that Assumption 1.1 is satisfied. Let $u$ and $v$ be two vectors of functions satisfying:

$$
\begin{gather*}
u \in E_{2}([S, T]), \quad v \in E_{N}([S, T]) \\
\|V(t, \cdot)\|_{\infty} \leqq K \text { for } t \in[S, T], u=0 \text { on }[S, T] \times \partial \Omega \tag{3.2.1}
\end{gather*}
$$

Then, there exist positive numbers $\omega, \beta_{1}$ and $\beta_{2}$ such that if $p_{v}(t) \leqq \beta_{1}$ for $t \in[S, T]$, then

$$
\begin{aligned}
& \Psi(\|U(t, \cdot)\|, \omega, S)+\int_{S}^{t} e^{2 \omega s}\left\|u_{t t}(s, \cdot)\right\|^{2} d s \\
& \quad \leqq \beta_{2}\left\{e^{2 \omega S}\|U(S, \cdot)\|^{2}+\int_{S}^{t} e^{2 \omega s}\|P(v) u(s, \cdot)\|^{2} d s \quad \text { for } t \in[S, T]\right.
\end{aligned}
$$

Here and hereafter, we put

$$
\begin{equation*}
\Psi(l(t), \omega, S)=e^{2 \omega t} l(t)^{2}+\int_{S}^{t} e^{2 \omega s} l(s)^{2} d s \tag{3.2.2}
\end{equation*}
$$

Proof. Let $\delta$ be a constant $\in(0,1)$ determined later and put

$$
\begin{aligned}
& E=\left(A_{0} u_{t}, u_{t}\right)+\left(\left(A_{i j}+\delta B_{i j}\right) \partial_{j} u, \partial_{i} u\right)+\delta^{2}\left(B_{i j} \partial_{j} u_{t}, \partial_{i} u_{t}\right)+2 \delta\left(A_{0} u_{t}, u\right) \\
&+2 \delta^{2}\left(A_{i j} \partial_{j} u, \partial_{i} u_{t}\right), \\
& F=\left(B_{i j} \partial_{j} u_{t}, \partial_{i} u_{t}\right)+\delta\left(A_{i j} \partial_{j} u, \partial_{i} u\right)+\delta^{2}\left(A_{0} u_{t t}, u_{t t}\right)-\delta\left(A_{0} u_{t}, u_{t}\right) \\
&+\delta\left(A_{j} \partial_{j} u_{t}, u\right)+\delta^{2}\left(A_{j} \partial_{j} u_{t}, u_{t t}\right)-\delta^{2}\left(A_{i j} \partial_{j} u_{t}, \partial_{i} u_{t}\right) \\
& R=\frac{1}{2}\left(\left(\left(A_{0}\right)_{t}+\partial_{j} A_{j}\right) u_{t}, u_{t}\right)+\delta\left(\left(A_{0}\right)_{t} u_{t}, u\right)+\frac{1}{2}\left(\left(A_{i j}+\delta B_{i j}\right)_{t} \partial_{j} u, \partial_{i} u\right) \\
&-\left(\left(\partial_{i} A_{i j}\right) \partial_{j} u+\left(\partial_{i} B_{i j}\right) \partial_{j} u_{t}, u_{t}+\delta u+\delta^{2} u_{t t}\right)+\delta^{2}\left(\left(A_{i j}\right)_{t} \partial_{j} u, \partial_{i} u_{t}\right) \\
&+\frac{\delta^{2}}{2}\left(\left(B_{i j}\right)_{t} \partial_{j} u_{t}, \partial_{i} u_{t}\right) .
\end{aligned}
$$

Then, by integration by parts, we have

$$
\frac{1}{2} \frac{d}{d t} E+F=\left(P(v) u, u_{t}+\delta u+\delta^{2} u_{t t}\right)+R
$$

Using Poincare's inequality and choosing $\delta>0$ small enough, we see that

$$
\begin{equation*}
c_{1}\|U\|^{2} \leqq E \leqq c_{2}\|U\|^{2} \text { and } F \geqq c_{3}\left\{\|U\|^{2}+\left\|u_{t t}\right\|^{2}\right\} \tag{3.2.3}
\end{equation*}
$$

for suitable positive constants $c_{1}, c_{2}$ and $c_{3}$. And also, we have

$$
\begin{gathered}
|R| \leqq C p_{v}(t)\left\{\|U\|^{2}+\left\|u_{t t}\right\|^{2}\right\} \\
\left|\left(P(v) u, u_{t}+\delta u+\delta^{2} u_{t t}\right)\right| \leqq C\|P(v) u\|\left\{\|U\|+\left\|u_{t t}\right\|\right\}
\end{gathered}
$$

Therefore, there exist $\beta_{1}$ and $\omega>0$ such that

$$
\frac{d}{d t} E+3 \omega\left(E+\left\|u_{t t}\right\|^{2}\right) \leqq C\|P(v) u\|^{2}
$$

provided that $p_{v}(t) \leqq \beta_{1}$ for $t \in[S, T]$. Since $e^{-2 \omega t} \frac{d}{d t}\left(e^{2 \omega t} E\right)=\frac{d}{d t} E+2 \omega E$, integration over $[S, t]$ and use of (3.2.3) imply the theorem immediately.
Corollary 3.2.2. Suppose that Assumption 1.1 is satisfied. Let $u$ and $v$ be two vectors of functions satisfying (3.2.1) and suppose that $P(v) u \in C^{1}\left([S, T] ; L^{2}\right)$. Then,

$$
\begin{aligned}
& \Psi\left(\left\|U_{t}(t, \cdot)\right\|, \omega, S\right) \leqq C\left\{e^{2 \omega S}\left\|U_{t}(S, \cdot)\right\|^{2}+\int_{S}^{t} e^{2 \omega s}\left\|(P(v) u)_{t}(s, \cdot)\right\|^{2} d s\right. \\
& \quad+\int_{S}^{t} e^{2 \omega s} p_{v}(s)^{2}\left(\left\|\partial^{2} u(s, \cdot)\right\|^{2}+\left\|\partial_{x}^{2} \partial_{t} u(s, \cdot)\right\|^{2}\right) d s
\end{aligned}
$$

for $t \in[S, T]$ provided that $p_{v}(t) \leqq \beta_{1}$ for $t \in[S, T]$.
Proof. Using a mollifier with respect to $t$ only, we may assume that $u \in$ $C^{\infty}\left([S, T] ; H^{2}\right)$ and that $u=0$ on $[S, T] \times \partial \Omega$ (cf. Shibata [22, Lemma 4.1]). Differentiation of $P(v) u$ once in $t$ and application of Theorem 3.2.1 to the resulting equation imply the Corollary immediately.
3.3. Estimate of Spatial Derivatives in Half Space. In this paragraph, as a preparation of the estimate of spatial derivatives in $\Omega$, we shall discuss the half space case. Let $u$ be a vector of function satisfying the following condition:

$$
\begin{equation*}
Q u=g \text { in }[S, T] \times H_{+} \text {and } u=0 \text { on }[S, T] \times \partial H_{+} . \tag{3.3.1}
\end{equation*}
$$

Here, $\quad H_{+}=\left\{x \in \mathbb{R}^{n} \mid x_{n}>0\right\} . \quad \partial H_{+}=\left\{x \in \mathbb{R}^{n} \mid x_{n}=0\right\}, \quad Q u=a_{i j}(t, x) \partial_{i} \partial_{j} u+$ $b_{i j}(t, x) \partial_{i} \partial_{j} \partial_{t} u$ and the $a_{i j}$ and $b_{i j}$ are $d \times d$ matrices of real-valued functions satisfying the following assumption:

Assumption 3.3.1. (1) ${ }^{t} a_{i j}=a_{j i}{ }^{t} b_{i j}=b_{j i}$ and $a_{i j}, b_{i j} \in \bigcap_{j=0}^{1} C^{j}\left([S, T] ; H^{N-1-j}\right)$.

$$
\begin{equation*}
\left(m_{i j} \partial_{j} u, \partial_{i} u\right) \geqq \beta_{3}\|\nabla u\|^{2} \quad \text { for any } u \in H_{0}^{1} \tag{2}
\end{equation*}
$$

for some constant $\beta_{3}>0$, where $m=a$ and $b$.
In this paragraph, in order to denote that usual $L^{2}$ space on $H_{+}$, its norm, its inner-product, the usual Sobolev space of order $j$ in the $L^{2}$ sense and its norm, we use the same notation: $L^{2},\|\cdot\|,(),, H^{j}$ and $\|\cdot\|_{j}$ as the notation defined in Sect. 2, respectively. And, we put

$$
H_{0}^{1}=\left\{u \in H^{1} \mid u=0 \text { on } \partial H_{+}\right\} \text {and }\|u\|_{\infty}=\sup _{x \in H_{+}}|u(x)| .
$$

Then, we have the following theorem.
Theorem 3.3.2. Suppose that Assumption 3.3.1 is satisfied and that $\left\|\left(a_{i j}, b_{i j}\right)(t, \cdot)\right\|_{\infty} \leqq \beta_{4}$ for $t \in[S, T]$. Let $L$ be an integer $\in[2, N]$. Assume that $u$ satisfies (3.3.1) and that $u \in C^{1}\left([S, T] ; H^{L}\right)$. Then, there exist $\omega$ and $\beta_{5}$ depending only on $\beta_{3}$ and $\beta_{4}$ essentially such that

$$
\begin{gathered}
\Psi\left(\left\|\partial_{x}^{L}\left(u, u_{t}\right)(t, \cdot)\right\|, \omega, S\right) \leqq C\left(L, \beta_{3}, \beta_{4}\right)\left\{e^{2 \omega S}\left\|\partial_{x}^{L} u(S, \cdot)\right\|^{2}+\Psi\left(\|g(t, \cdot)\|_{L-2}, \omega, S\right)\right. \\
\left.+\Psi\left(\left\|\left(a_{i j}, b_{i j}\right)(t, \cdot)\right\|_{L(n)}\left\|\left(u, u_{t}\right)(t, \cdot)\right\|_{L-1}, \omega, S\right)\right\} \text { for any } t \in[S, T]
\end{gathered}
$$

provided that $\left\|\left(a_{i j}, b_{i j}\right)_{t}(t, \cdot)\right\|_{\infty} \leqq \beta_{5}$ for all $t \in[S, T]$, where $L(n)=\max ([n / 2]$ $+2, L-2$ ).

Proof. Using the mollifier with respect to ( $x_{1}, \ldots, x_{n-1}$ ) and noting Friedrich's well-known lemma concerning the commutator of the mollifier and the multiplication of function, without loss of generality we may assume that $u$ is differentiable any times with respect to $\left(x_{1}, \ldots, x_{n-1}\right)$ in the course of proof below.

First, we shall prove the theorem for $L=2$. Let $l=1,2, \ldots, n-1$. Multiplying (3.3.1) by $\partial_{l}^{2}\left(u+u_{t}\right)$ and noting that $u=\partial_{l} u=\partial_{l}^{2} u=u_{t}=\partial_{l} u_{t}=\partial_{l}^{2} u_{t}=0$ on $\partial H_{+}$, by integration by parts we have

$$
\begin{aligned}
\left(g, \partial_{l}^{2}\left(u+u_{t}\right)\right)= & -\left(\left(\partial_{l} a_{i j}\right) \partial_{i} \partial_{j} u+\left(\partial_{l} b_{i j}\right) \partial_{i} \partial_{j} u_{t}, \partial_{l}\left(u+u_{t}\right)\right) \\
& +\left(\left(\partial_{i} a_{i j}\right) \partial_{l} \partial_{j} u+\left(\partial_{i} b_{i j}\right) \partial_{l} \partial_{j} u_{t}, \partial_{l}\left(u+u_{t}\right)\right) \\
& +\frac{1}{2} \frac{d}{d t}\left(\left(a_{i j}+b_{i j}\right) \partial_{j} \partial_{l} u, \partial_{i} \partial_{l} u\right) \\
& +\left(a_{i j} \partial_{j} \partial_{l} u, \partial_{i} \partial_{l} u\right)+\left(b_{i j} \partial_{j} \partial_{l} u_{t}, \partial_{i} \partial_{l} u_{t}\right) \\
& -\frac{1}{2}\left(\left(a_{i j}+b_{i j}\right)_{t} \partial_{j} \partial_{l} u, \partial_{i} \partial_{l} u\right) .
\end{aligned}
$$

It follows from Schwarz's inequality and Assumption 3.3.1-(2) that

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left(\left(a_{i j}+b_{i j}\right) \partial_{j} \partial_{l} u, \partial_{i} \partial_{l} u\right)+\beta_{3}\left(\left\|\nabla \partial_{l} u\right\|^{2}+\left\|\nabla \partial_{l} u_{t}\right\|^{2}\right) \\
& \leqq C\left\{\|g\|\left\|\partial_{l}^{2}\left(u+u_{t}\right)\right\|+\left\|\left(a_{i j}, b_{i j}\right)_{t}\right\|_{\infty}\left\|\nabla \partial_{l} u\right\|^{2}\right. \\
& \left.\quad+\left\|\partial_{x}^{1}\left(a_{i j}, b_{i j}\right)\right\|_{\infty}\left(\left\|\partial_{x}^{2} u\right\|+\left\|\partial_{x}^{2} u_{t}\right\|\right)\left\|\nabla\left(u+u_{t}\right)\right\|\right\} \tag{3.3.2}
\end{align*}
$$

For $2^{\text {nd }}$ order normal derivatives, we have

$$
\begin{align*}
\left(a_{n n} \partial_{n}^{2} u+b_{n n} \partial_{n}^{2} u_{t}, \partial_{n}^{2}\left(u+u_{t}\right)\right)= & \left(a_{n n} \partial_{n}^{2} u, \partial_{n}^{2} u\right)+\left(b_{n n} \partial_{n}^{2} u_{t}, \partial_{n}^{2} u_{t}\right) \\
& +\frac{1}{2} \frac{d}{d t}\left(\left(a_{n n}+b_{n n}\right) \partial_{n}^{2} u, \partial_{n}^{2} u\right) \\
& -\frac{1}{2}\left(\left(a_{n n}+b_{n n}\right)_{t} \partial_{n}^{2} u, \partial_{n}^{2} u\right) \tag{3.3.3}
\end{align*}
$$

It is known that $a_{n n} \geqq \beta_{3} I_{d}$ and $b_{n n} \geqq \beta_{3} I_{d}$, which follows from Assumption 3.3.1-(2) (cf. Shibata [22, Lemma 3.4]). Let $\delta$ be a small positive number determined later. Combining (3.3.2) and (3.3.3) implies that

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\{\sum _ { l = 1 } ^ { n - 1 } \left(\left(a_{i j}\right.\right.\right. & \left.\left.\left.+b_{i j}\right) \partial_{j} \partial_{l} u, \partial_{i} \partial_{l} u\right)+\delta\left(\left(a_{n n}+b_{n n}\right) \partial_{n}^{2} u, \partial_{n}^{2} u\right)\right\} \\
& +\beta_{3}\left\{\sum_{l=1}^{n-1}\left\|\nabla \partial_{l}\left(u, u_{t}\right)\right\|^{2}+\delta\left\|\partial_{n}^{2}\left(u, u_{t}\right)\right\|^{2}\right\} \\
\leqq & C\left\{\delta \sum_{l=1}^{n-1}\left\|\nabla \partial_{l}\left(u, u_{t}\right)\right\|\left\|\partial_{n}^{2}\left(u, u_{t}\right)\right\|+\|g\|\left\|\partial_{x}^{2}\left(u, u_{t}\right)\right\|\right. \\
& \left.+\left\|\left(a_{i j}, b_{i j}\right)_{t}\right\|\left\|\partial_{x}^{2}\left(u, u_{t}\right)\right\|^{2}+\left\|\partial_{x}^{1}\left(a_{i j}, b_{i j}\right)\right\|_{\infty}\left\|\partial_{x}^{2}\left(u, u_{t}\right)\right\|\left\|\nabla\left(u, u_{t}\right)\right\|\right\}
\end{aligned}
$$

Choosing $\delta>0$ small enough, we see easily that there exist $\omega$ and $\beta_{5}$ depending only on $\beta_{3}$ and $\beta_{4}$ essentially such that

$$
\begin{align*}
& \Psi\left(\left\|\partial_{x}^{2} u(t, \cdot)\right\|, \omega, S\right)+\int_{S}^{t} e^{2 \omega s}\left\|\partial_{x}^{2} u_{t}(s, \cdot)\right\|^{2} d s \\
& \leqq \\
& \quad C\left\{e^{2 \omega S}\left\|\partial_{x}^{2} u(S, \cdot)\right\|^{2}+\int_{S}^{t} e^{2 \omega s}\|g(s, \cdot)\|^{2} d s\right.  \tag{3.3.4}\\
& \quad+\int_{S}^{t} e^{2 \omega s}\left\|\partial_{x}^{1}\left(a_{i j}, b_{i j}\right)(s, \cdot)\right\|_{\infty}^{2}\left\|\nabla\left(u, u_{t}\right)(s, \cdot)\right\|^{2} d s
\end{align*}
$$

provided that $\left\|\left(a_{i j}, b_{i j}\right)_{t}(s, \cdot)\right\|_{\infty} \leqq \beta_{5} \quad$ for any $\quad s \in[S, T]$. Considering $\left(b_{i j} \partial_{i} \partial_{j} u_{t}, \partial_{l}^{2} u_{t}\right)(l=1, \ldots, n-1)$ and $\left(b_{n n} \partial_{n}^{2} u_{t}, \partial_{n}^{2} u_{t}\right)$ and employing the similar arguments, we have also

$$
\begin{equation*}
\left\|\partial_{x}^{2} u_{t}\right\|^{2} \leqq C\left(\left\|\partial_{x}^{2} u\right\|^{2}+\|g\|^{2}+\left\|\partial_{x}^{1} b_{i j}\right\|_{\infty}^{2}\left\|\nabla u_{t}\right\|^{2}\right) \tag{3.3.5}
\end{equation*}
$$

Combining (3.3.4) and (3.3.5) and using Sobolev's imbedding theorem implies that the theorem is valid for $L=2$.

Now, we shall evaluate higher order derivatives. Assume that $\left\|\left(a_{i j}, b_{i j}\right)_{t}(t, \cdot)\right\|_{\infty}$ $\leqq \beta_{5}$ for any $t \in[S, T]$, below. For any multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $|\alpha|$ $=L-2$, put $h_{\alpha}=\partial_{x}^{\alpha} g-\left[\partial_{x}^{\alpha}, Q\right] u$. Applying Lemma 3.1.2-(2) to $h_{\alpha}$ implies that

$$
\begin{equation*}
\left\|h_{\alpha}\right\| \leqq\left\|\partial_{x}^{\alpha} g\right\|+C(L)\left\|\left(a_{i j}, b_{i j}\right)\right\|_{L(n)}\left\|\left(u, u_{t}\right)\right\|_{L-1} . \tag{3.3.6}
\end{equation*}
$$

With the help of (3.3.6), differentiation of (3.3.1) with respect to $\left(x_{1}, \ldots, x_{n-1}\right)$ and application of the theorem for $L=2$ to the resulting formula yields:

$$
\begin{align*}
& \Psi\left(\left\|\partial_{x}^{2} \partial_{x}^{\alpha^{\prime}}\left(u, u_{t}\right)(t, \cdot)\right\|, \omega, S\right) \\
& \leqq C\left\{e^{2 \omega S}\left\|\partial_{x}^{2} \partial_{x}^{\alpha^{\prime}} u(S, \cdot)\right\|^{2}+\Psi\left(\left\|\partial_{x}^{L-2} g(t, \cdot)\right\|, \omega, S\right)\right. \\
& \left.+\Psi\left(\left\|\left(a_{i j}, b_{i j}\right)(t, \cdot)\right\|_{L(n)}\left\|\left(u, u_{t}\right)(t, \cdot)\right\|_{L-1}, \omega, S\right)\right\} \tag{3.3.7}
\end{align*}
$$

for any $\alpha^{\prime}=\left(\alpha_{1}, \ldots, \alpha_{n-1}, 0\right)$ with $\left|\alpha^{\prime}\right|=L-2$. Integrating the inner-product: $\left(a_{n n} \partial_{n}^{2} \partial_{x}^{\alpha} u+b_{n n} \partial_{n}^{2} \partial_{x}^{\alpha} u_{t}, \partial_{n}^{2} \partial_{x}^{\alpha}\left(u+u_{t}\right)\right)$ with respect to $t$ and adding the innerproduct: $\left(b_{n n} \partial_{n}^{2} \partial_{x}^{\alpha} u_{t}, \partial_{n}^{2} \partial_{x}^{\alpha} u_{t}\right)$, with the help of (3.3.6) we have

$$
\begin{align*}
\Psi\left(\left\|\partial_{n}^{2} \partial_{x}^{\alpha}\left(u, u_{t}\right)(t, \cdot)\right\|, \omega, S\right) \leqq & C\left\{e^{2 \omega S}\left\|\partial_{n}^{2} \partial_{x}^{\alpha} u(S, \cdot)\right\|^{2}+\Psi\left(\left\|\partial_{x}^{L-2} g(t, \cdot)\right\|, \omega, S\right)\right. \\
& +\Psi\left(\left\|\left(a_{i j}, b_{i j}\right)(t, \cdot)\right\|_{L(n)}\left\|\left(u, u_{t}\right)(t, \cdot)\right\|_{L-1}, \omega, S\right) \\
& +\sum_{j=1}^{n-1} \Psi\left(\left\|\partial_{j} \partial_{n} \partial_{x}^{\alpha}\left(u, u_{t}\right)(t, \cdot)\right\|, \omega, S\right) \\
& \left.+\sum_{i, j=1}^{n-1} \Psi\left(\left\|\partial_{i} \partial_{j} \partial_{x}^{\alpha}\left(u, u_{t}\right)(t, \cdot)\right\|, \omega, S\right)\right\} \tag{3.3.8}
\end{align*}
$$

for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $|\alpha|=L-2$. Repeated use of (3.3.8) and combination of the resulting inequality with (3.3.7) in the final step implies the theorem.
3.4. Estimate of Spatial Derivatives in Case of $\Omega$. Here, we shall discuss the estimate of spatial derivatives in $[S, T] \times \Omega$. Let $D$ be an open set such that $D \cap \Omega$ is non-empty and $\Phi$ a $C^{\infty}$-diffeomorphism from $D$ to $D^{\prime}=\Phi(D)$. Let $\Phi \in C_{0}^{\infty}(D)$ and put $(\phi u)(t, x)=w(t, y)$, where $y=\Phi(x)$. Since

$$
\begin{aligned}
A_{i j}(V) \partial_{i} \partial_{j}(\phi u)+B_{i j} \partial_{i} \partial_{j}\left(\phi u_{t}\right)= & A_{i j}(V)\left\{\left(\partial_{i} \phi\right) \partial_{j} u+\left(\partial_{j} \phi\right) \partial_{i} u+\left(\partial_{i} \partial_{j} \phi\right) u\right\} \\
& +B_{i j}(V)\left\{\left(\partial_{i} \phi\right) \partial_{j} u_{t}+\left(\partial_{j} \phi\right) \partial_{i} u_{t}+\left(\partial_{i} \partial_{j} \phi\right) u_{t}\right\} \\
& -\phi\left(P(v) u-A_{0}(V) \partial_{t}^{2} u-A_{j}(V) \partial_{j} \partial_{t} u\right)
\end{aligned}
$$

we have

$$
\begin{equation*}
a_{k l} \partial_{k} \partial_{l} w+b_{k l} \partial_{k} \partial_{l} \partial_{t} w=g_{\phi} \circ \Phi^{-1} \tag{3.4.1}
\end{equation*}
$$

where

$$
\begin{aligned}
m_{k l}=M_{i j}(V \circ & \left.\Phi^{-1}\right)\left(\partial y_{k} / \partial x_{i}\right)\left(\partial y_{l} / \partial x_{j}\right)(m=a \text { and } b, M=A \text { and } B, \text { respectively }), \\
g_{\phi}= & -\phi\left(P(v) u-A_{0}(V) \partial_{t}^{2} u-A_{j}(V) \partial_{j} \partial_{t} u\right)+A_{i j}(V)\left(\left(\partial_{i} \phi\right) \partial_{j} u\right. \\
& \left.+\left(\partial_{j} \phi\right) \partial_{i} u+\left(\partial_{i} \partial_{j} \phi\right) u\right)+B_{i j}(V)\left(\left(\partial_{i} \phi\right) \partial_{j} u_{t}+\left(\partial_{j} \phi\right) \partial_{i} u_{t}\right. \\
& \left.+\left(\partial_{i} \partial_{j} \phi\right) u_{t}\right)-A_{i j}(V)\left(\partial^{2} y_{l} / \partial x_{i} \partial x_{j}\right)\left(\partial w / \partial y_{l}\right) \\
& -B_{i j}(V)\left(\partial^{2} y_{l} / \partial x_{i} \partial x_{j}\right)\left(\partial w_{t} / \partial y_{l}\right)
\end{aligned}
$$

Applying Lemma 3.1.2-(2) to $g_{\phi}$ implies that

$$
\begin{align*}
\left\|g_{\phi}\right\|_{L-2} \leqq & C(\phi, \Phi, L)\left\{\|P(v) u\|_{L-2}+\left\|A_{0}(V)\right\|_{\infty}\left\|\partial_{x}^{L-2} \partial_{t}^{2} u\right\|\right. \\
& \left.+\left\|\left(A_{j}(V), A_{i j}(V), B_{i j}(V)\right)\right\|_{L(n)}\left(\left\|\partial_{t}^{2} u\right\|_{L-3}+\left\|\left(u, u_{t}\right)\right\|_{L-1}\right)\right\} \tag{3.4.2}
\end{align*}
$$

It follows from (2.4) that

$$
\begin{equation*}
\int_{D^{\prime}} m_{k l} \partial_{k} w \partial_{l} w d y \geqq \delta_{\phi} \int_{D^{\prime}}|\nabla w|^{2} d y \tag{3.4.3}
\end{equation*}
$$

with some constant $\delta_{\phi}=C\left(\phi, \Phi, \alpha_{0}\right)>0$ for any $w(y)=u\left(\Phi^{-1}(y)\right)$ with $u \in H_{0}^{1}$. Therefore, using a partition of unity of $\bar{\Omega}$ consisting of a finite number of functions in $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and applying Theorem 3.3.2, we have the following theorem.

Theorem 3.4.1. Suppose that Assumption 1.1 is satisfied. Let $u$ and $v$ be two vectors of functions satisfying the following:

$$
v \in E_{N}([S, T]), \quad u \in E_{N}([S, T]), \quad\|V(t, \cdot)\|_{\infty} \leqq K \quad \text { for } t \in[S, T],
$$

where $L$ is an integer $\in[2, N]$. Then, there exist constants $\omega$ and $\beta_{6}>0$ such that

$$
\begin{aligned}
& \Psi\left(\left\|\partial_{x}^{L}\left(u, u_{t}\right)(t, \cdot)\right\|, \omega, S\right) \\
& \leqq C(L, \Omega)\left\{e^{2 \omega S}\|u(S, \cdot)\|_{L}^{2}+\Psi\left(\|P(v) u(t, \cdot)\|_{L-2}, \omega, S\right)+\Psi\left(\left\|\partial_{x}^{L-2} u_{t t}(t, \cdot)\right\|, \omega, S\right)\right. \\
& \quad+\Psi\left(( 1 + \| ( A _ { j } ( V ) , A _ { i j } ( V ) , B _ { i j } ( V ) ) ( t , \cdot ) \| _ { L ( n ) } ) \left(\left\|\partial_{t}^{2} u(t, \cdot)\right\|_{L-3}\right.\right. \\
& \left.\left.\left.\quad+\left\|\left(u, u_{t}\right)(t, \cdot)\right\|_{L-1}\right), \omega, S\right)\right\}
\end{aligned}
$$

provided that $p_{v}(t) \leqq \beta_{6}$ for any $t \in[S, T]$.
Remark 3.4.2. Since $\left\|\partial_{x}^{L-1} U(t, \cdot)\right\| \leqq\left\|\partial_{x}^{L-1}\left(u, u_{t}\right)(t, \cdot)\right\|+\left\|\partial_{x}^{L}\left(u, u_{t}\right)(t, \cdot)\right\|$, $\left\|\partial_{x}^{L-2} u_{t t}(t, \cdot)\right\| \leqq\left\|\partial_{x}^{L-2} U_{t}(t, \cdot)\right\|,\left\|\partial_{t}^{2} u(t, \cdot)\right\|_{L-3}+\left\|\left(u, u_{t}\right)(t, \cdot)\right\|_{L-1} \leqq C\left\|\bar{\partial}^{L-2} U(t, \cdot)\right\|$ provided $u=0$ on $\partial \Omega$, the estimate in Theorem 3.4.1 can be rewritten as follows:

$$
\begin{align*}
& \Psi\left(\left\|\partial_{x}^{L-1} U(t, \cdot)\right\|, \omega, S\right) \\
& \leqq C(L, \Omega)\left\{e^{2 \omega S}\|u(S, \cdot)\|_{L}^{2}+\Psi\left(\|P(v) u(t, \cdot)\|_{L-2}, \omega, S\right)+\Psi\left(\left\|\partial_{x}^{L-2} U_{t}(t, \cdot)\right\|, \omega, S\right)\right. \\
& \left.\quad+\Psi\left(\left(1+\left\|\left(A_{j}(V), A_{i j}(V), B_{i j}(V)\right)(t, \cdot)\right\|_{L(n)}\right)\left\|\bar{\partial}^{L-2} U(t, \cdot)\right\|, \omega, S\right)\right\}  \tag{3.4.4}\\
& \text { for } 2 \leqq L \leqq N
\end{align*}
$$

## 4. A Priori Estimate

In this section, we shall discuss the a priori estimate of $u$ satisfying the following:

$$
\begin{gather*}
P(v) u=f \text { in }[S, T] \times \Omega \text { and } u=0 \text { on }[S, T] \times \partial \Omega,  \tag{4.1}\\
v \in E_{N}([S, T]), \quad u \in E_{L}([S, T])(2 \leqq L \leqq N) \\
f \in C^{L-1}\left([S, T] ; L^{2}\right) \cap \bigcap_{j=0}^{L-2} C^{j}\left([S, T] ; H^{L-2-j}\right)  \tag{4.2}\\
\|V(t, \cdot)\|_{\infty} \leqq K \text { and } p_{v}(t) \leqq 1 \text { for } t \in[S, T] \tag{4.3}
\end{gather*}
$$

We shall prove the following theorem.
Theorem 4.1. Suppose that Assumption 1.1 is satisfied. Let $u, v$ and $f$ be three vectors of functions satisfying (4.1), (4.2) and (4.3). Then, there exist constants $\omega$ and $\beta>0$ such that

$$
\begin{aligned}
\Psi\left(\left\|\bar{\partial}^{k-1} U(t, \cdot)\right\|, \omega, S\right) \leqq & C(L)\left\{e^{2 \omega S}\left(\left\|\bar{\partial}^{k} u(S, \cdot)\right\|^{2}+\left\|\nabla \partial_{t}^{k} u(S, \cdot)\right\|^{2}\right)\right. \\
& +\Psi\left(\left\|\bar{\partial}^{k-1} f(t, \cdot)\right\|, \omega, S\right)+\int_{S}^{t} e^{2 \omega s}\left\|\partial_{t}^{k-1} f(s, \cdot)\right\|^{2} d s \\
& +\Psi\left(Q_{k}(v)(t)\left\|\bar{\partial}^{k-2} U(t, \cdot)\right\|, \omega, S\right) \\
& \left.+\int_{S}^{t} e^{2 \omega s} R_{k}(u, v)(s)^{2} d s\right\}
\end{aligned}
$$

provided that $p_{v}(t) \leqq \beta$ for $t \in[S, T]$, where

$$
\begin{aligned}
& Q_{k}(v)(t)= \begin{cases}1 & \text { for } k \leqq N_{0} \\
1+\left(1+\left\|\bar{\partial}^{k-2} V(t, \cdot)\right\|\right)^{k-3}\left\|\bar{\partial}^{k-2} V(t, \cdot)\right\| & \text { for } k \geqq N_{0}+1\end{cases} \\
& = \begin{cases}p_{k}(u, v)(t)\left\|\bar{\partial}^{k-1} U(t, \cdot)\right\| & \text { for } k \leqq N_{0} \\
p_{v}(t)\left\|\bar{\partial}^{k-1} U(t, \cdot)\right\|+p_{u}(t)\left\|\bar{\partial}^{k-1} V(t, \cdot)\right\| & \\
+\left(1+\left\|\bar{\partial}^{k-2} V(t, \cdot)\right\|\right)^{k-2}\left\|\bar{\partial}^{k-2} V(t, \cdot)\right\|\left\|\bar{\partial}^{k-2} U(t, \cdot)\right\| & \text { for } k \geqq N_{0}+1 .\end{cases}
\end{aligned}
$$

Proof. Let $k$ be an integer $\in[2, L]$. Differentiating (4.1) $k-2$ times with respect to $t$, we can write the resulting equation as follows:

$$
\begin{equation*}
P(v) \partial_{t}^{k-2} u=\partial_{t}^{k-2}-F_{k} \text { in }[S, T] \times \Omega, \partial_{t}^{k-2} u=0 \text { on }[S, T] \times \partial \Omega \tag{4.4}
\end{equation*}
$$

where $F_{k}=\left[\partial_{t}^{k-2}, P(v)-P(0)\right] u$. Applying Lemmas 3.1.1 and 3.1.2-(1) to $F_{k}$ and using (4.3) and the fact that

$$
\left\|\bar{\partial}^{l}\left(u_{t t}, \nabla u_{t}, \partial_{x}^{2} u, \partial_{x}^{2} u_{t}\right)(t, \cdot)\right\| \leqq C(l)\left\|\bar{\partial}^{l+1} U(t, \cdot)\right\|
$$

we have

$$
\begin{equation*}
\left\|\bar{\partial}^{1} F_{k}(t, \cdot)\right\| \leqq C(k) R_{k}(u, v)(t) . \tag{4.5}
\end{equation*}
$$

Applying Corollary 3.2.2 to (4.4) implies that

$$
\begin{gather*}
\Psi\left(\left\|\partial_{t}^{k-1} U(t, \cdot)\right\|, \omega, S\right) \leqq C(k)\left\{e^{2 \omega S}\left\|\partial_{t}^{k-1} U(S, \cdot)\right\|^{2}\right. \\
\left.\quad+\int_{S}^{t} e^{2 \omega s}\left(\left\|\partial_{t}^{k-1} f(s, \cdot)\right\|^{2}+R_{k}(u, v)(s)^{2}\right) d s\right\} \tag{4.6}
\end{gather*}
$$

provided that $p_{v}(t) \leqq \beta_{1}$ for $t \in[S, T]$. In order to evaluate $\left\|\partial_{x}^{k-1-l} \partial_{t}^{l} U(t, \cdot)\right\|$ ( $0 \leqq l \leqq k-2$ ), let us differentiate (4.1) $l$ times with respect to $t$ and apply (3.4.4) to
the resulting equation with $L=k-l$. For estimate of the nonlinear term, we apply Lemma 3.1.1 and use (4.3), and then we have

$$
\begin{gathered}
\left\|\left(A_{j}(V), A_{i j}(V), B_{i j}(V)\right)(t, \cdot)\right\|_{k(n)} \leqq C(k) Q_{k}(v)(t), \\
\left\|\partial_{k}^{l}((P(v)-P(0)) u)-(P(v)-P(0)) \partial_{t}^{l} u\right\|_{k-l-2} \leqq C(k) Q_{k}(v)(t)\left\|\bar{\partial}^{k-2} U(t, \cdot)\right\|
\end{gathered}
$$

where $k(n)=\max ([n / 2]+2, k-2)$.
Therefore, it follows that

$$
\begin{align*}
\Psi\left(\left\|\partial_{x}^{k-1-l} \partial_{t}^{l} U(t, \cdot)\right\|, \omega, S\right) \leqq & C(k)\left\{e^{2 \omega S}\left\|\partial_{x}^{k-l} \partial_{t}^{l} u(S, \cdot)\right\|^{2}\right. \\
& +\Psi\left(\left\|\partial_{t}^{l} f(t, \cdot)\right\|_{k-2-l}, \omega, S\right) \\
& +\Psi\left(\left\|\partial_{x}^{k-2-l} \partial_{t}^{l+1} U(t, \cdot)\right\|, \omega, S\right) \\
& \left.+\Psi\left(Q_{k}(v)(t)\left\|\bar{\partial}^{k-2} U(t, \cdot)\right\|, \omega, S\right)\right\} \tag{4.7}
\end{align*}
$$

provided that $p_{v}(t) \leqq \beta_{6}$ for $t \in[S, T]$. Repeated use of (4.7), and substitution of (4.6) and use of Theorem 3.2.1 in the final step imply the theorem immediately.

## 5. A Proof of Theorem 2.2

Our proof of the existence part (A) of Theorem 2.2 consists in combining the following local existence and uniqueness theorem with uniform a priori estimate.

Theorem 5.1 (local existence and uniqueness). Suppose that Assumptions 1.1 and 2.1 are satisfied. Then, there exists a $T>0$ depending only on $\rho_{N_{0}}+\lambda_{N_{0}}(\infty)$ essentially such that the initial boundary value problem:

$$
\begin{gather*}
p(u) u=f \text { in }[0, T] \times \Omega \text { and } u=0 \text { on }[0, T] \times \partial \Omega, \\
u(0, x)=u_{0}(x) \text { and } u_{t}(0, x)=u_{1}(x) \text { in } \Omega \tag{5.1}
\end{gather*}
$$

admits a unique solution $u \in E_{N}([0, T])$ satisfying the condition: $\|U(t, \cdot)\|_{\infty} \leqq 2 K / 3$ for $t \in[0, T]$ provided that $\left\|\left(\nabla u_{0}, u_{1}, \nabla u_{1}\right)\right\|_{\infty} \leqq K / 2$.

Since we have already shown how to get the a priori estimate for $P(v) u$, by using the usual contraction method we can prove Theorem 5.1 in a standard way (cf. Shibata-Kikuchi [23] or Kato [16]). We will write a proof of Theorem 5.1 elsewhere.

Now, let us prove a global existence of the solution to the problem (1.1-(1.3). Let $\varepsilon>0$ be a small constant determined later and assume that $u \in E_{N}([0, T])$ and that $u$ satisfies (5.1) and the following:

$$
\begin{equation*}
p_{u}(t) \leqq \varepsilon \quad \text { for } 0 \leqq t \leqq T . \tag{5.2}
\end{equation*}
$$

Assume that $\varepsilon \leqq \beta$ (cf. Theorem 4.1), that $\varepsilon \leqq \beta_{1}$ (cf. Theorem 3.2.1) and that $\alpha_{2} \varepsilon \leqq K / 2$ (cf. (2.2)). In particular, we have by (2.2)

$$
\begin{equation*}
\left\|\bar{\partial}^{1} U(t, \cdot)\right\|_{\infty} \leqq \alpha_{2} p_{u}(t) \leqq \alpha_{2} \varepsilon \leqq K / 2 \tag{5.3}
\end{equation*}
$$

With the help of Theorem 3.2.1, repeated use of Theorem 4.1 implies that there exists a $\omega>0$ such that

$$
\begin{align*}
e^{2 \omega t} p_{u}(t)^{2}+ & \int_{0}^{t} e^{2 \omega s} p_{u}(s)^{2} d s \leqq C(n)\left\{\rho_{N_{0}}^{2}+C(\gamma) e^{2(\omega-\gamma) t} \lambda_{N_{0}}(\infty)^{2}\right. \\
& \left.+\varepsilon^{2} \int_{0}^{t} e^{2 \omega s} p_{u}(s)^{2} d s\right\} \text { for } 0 \leqq t \leqq T \tag{5.4}
\end{align*}
$$

Therefore, if $\varepsilon$ is chosen additionally in such a way that $C(n) \varepsilon^{2} \leqq 1$, we have

$$
\begin{equation*}
\left\|\bar{\partial}^{[n / 2]+2} U(t, \cdot)\right\| \leqq C(n)\left\{e^{-\omega t} \rho_{N_{0}}+C(\gamma) e^{-\varepsilon t} \lambda_{N_{0}}(\infty)\right\} . \tag{5.5}
\end{equation*}
$$

If $C(n)\left\{\rho_{N_{0}}+C(\gamma) \lambda_{N_{0}}(\infty)\right\} \leqq \varepsilon / 2$, then $p_{u}(t) \leqq \varepsilon / 2$ for $0 \leqq t \leqq T$. Therefore, by Theorem 5.1 we can continue $u \in E_{N}([0, T])$ to a $u^{\prime} \in E_{N}\left(\left[0, T^{\prime}\right]\right)$ with some $T^{\prime}>T$ in a unique way such that $u^{\prime}$ satisfies (5.1) and (5.2), replacing $T$ by $T^{\prime}$ there. In addition, since $p_{u}(0) \leqq C \tilde{\rho}_{N_{0}}$ for a suitable constant $C>0$ provided that $u \in$ $E_{N}([0, T])$ and $u$ satisfies (5.1), if $\tilde{\rho}_{N_{0}} \leqq \varepsilon / 2 C$, then Theorem 5.1 and the continuity of $p_{u}(t)$ imply that there exists a $T>0$ such that (5.1) admits a unique solution $u \in E_{N}([0, T])$ which satisfies (5.2). Combining these facts, we can continue a solution locally in time to any time interval, which completes the proof of the part (A) of Theorem 2.2.

Now, we shall show part (B) of Theorem 2.2. From (5.5) it follows that (2.8) and (2.9) are valid for $k=N_{0}$. Assume that $k \geqq N_{0}+1$ and that (2.8) and (2.9) are valid for smaller values of $k$. Since $p_{u}(t) \leqq \varepsilon$ for any $t \in[0, \infty)$, applying Theorem 4.1 and using (5.5), we have

$$
\begin{aligned}
& e^{2 \omega t}\left\|\bar{\partial}^{k-1} U(t, \cdot)\right\|^{2}+\int_{0}^{t} e^{2 \omega s}\left\|\bar{\partial}^{k-1} U(s, \cdot)\right\|^{2} d s \\
& \leqq \\
& \quad C(k)\left\{\rho_{k}^{2}+C(\gamma) e^{2(\omega-\gamma) t} \lambda_{k}(\infty)^{2}\right. \\
& \left.\quad+\Psi\left(\left(1+\left\|\bar{\partial}^{k-2} U(t, \cdot)\right\|\right)^{k-2}\left\|\bar{\partial}^{k-2} U(t, \cdot)\right\|, \omega, 0\right)\right\} \\
& \quad+C(k) \rho_{N_{0}}^{2} \int_{0}^{t} e^{-2 \omega s}\left(\left\|\bar{\partial}^{k-1} U(s, \cdot)\right\|^{2} e^{2 \omega s}\right) d s \\
& \quad+C(k, \gamma) \lambda_{N_{0}}(\infty)^{2} \int_{0}^{t} e^{-2 \omega s}\left(\left\|\bar{\partial}^{k-1} U(s, \cdot)\right\|^{2} e^{2 \omega s}\right) d s .
\end{aligned}
$$

When $\gamma=0$ (i.e., $\mu=0$ ), we choose $\lambda_{N_{0}}(\infty)$ in such a way that $C(k, 0) \lambda_{N_{0}}(\infty)^{2} \leqq 1$. Using Gronwall's inequality and the induction assumption and noting that we may assume that $\rho_{N_{0}}, \lambda_{N_{0}}(\infty) \leqq 1$, we have (2.8) and (2.9) for required $k$, which completes the proof of Theorem 2.2.

## 6. A Proof of Theorem 2.3

In this section, we shall prove an existence of periodic solution by using a standard method (see, Rabinowitz [21] and Matsumura [17]). For the readers' convenience, we shall give a proof of Theorem 2.3, below.

In order to construct a periodic solution, we consider a sequence $\left\{u^{m}\right\}$, where the $u^{m}$ satisfy the following:

$$
\begin{gather*}
u^{m} \in E_{N}(\mathbb{R}),\left\|U^{n}(t, \cdot)\right\|_{\infty} \leqq K / 2 \text { for } t \in \mathbb{R}\left(U^{m}=\left(\nabla u^{m}, u_{t}^{m}, \nabla u_{t}^{m}\right)\right),  \tag{6.1}\\
P\left(u^{m}\right) u^{m}=f^{m} \text { in } \mathbb{R} \times \Omega \text { and } u^{m}=0 \text { on } \mathbb{R} \times \partial \Omega  \tag{6.2}\\
\left\|\bar{\partial}^{k-1} U^{m}(t, \cdot)\right\| \leqq C(k) \lambda_{k}(\infty) \text { for } t \in \mathbb{R} \text { and } N_{0} \leqq k \leqq N \tag{6.3}
\end{gather*}
$$

where $f^{m}(t, x)=\rho(t+m) f(t, x)$ and $\rho(t) \in C^{\infty}(\mathbb{R})$ such that $\rho(t)=1$ for $t \geqq 1$ and $=0$ for $t \leqq 1 / 2$. The $u^{m}$ are defined by the following:

$$
u^{m}(t, x)=v^{m}(t+m, x) \text { for } t \geqq-m \text { and }=0 \text { for } t \leqq-m
$$

where the $v^{m}$ are vectors of functions satisfying the following:

$$
\begin{gather*}
v^{m} \in E_{N}([0, \infty)), \quad\left\|V^{m}(t, \cdot)\right\|_{\infty} \leqq K / 2 \quad \text { for } t \in[0, \infty) \\
\left(V^{m}=\left(\nabla v^{m}, v_{t}^{m}, \nabla v_{t}^{m}\right)\right),  \tag{6.4}\\
P\left(v^{m}\right) v^{m}=f^{m}(t-m, \cdot) \quad \text { in }[0, \infty) \times \Omega \text { and } v^{m}=0 \text { on }[0, \infty) \times \partial \Omega, \\
v^{m}(0, x)=v_{t}^{m}(0, x)=0 \quad \text { in } \Omega  \tag{6.5}\\
\left\|\bar{\partial}^{k-1} V^{m}(t, \cdot)\right\| \leqq(k) \lambda_{k}(\infty) \quad \text { for } t \in[0, \infty) \text { and } N_{0} \leqq k \leqq N . \tag{6.6}
\end{gather*}
$$

Since $\operatorname{supp} f^{m}(t-m, \cdot) \subset\left[\frac{1}{2}, \infty\right) \times \bar{\Omega}$, the compatibility condition is satisfied for (6.5). And then, the existence of the $v^{m}$ follows from Theorem 2.2 under the assumption that $\lambda_{N_{0}}(\infty)$ is very small. Since $f$ is assumed to be bounded with respect to $t$ only, the way of choosing $\lambda_{N_{0}}(\infty)$ depends on $N$ in order to get (6.6) (cf. Theorem $2.2(\mathrm{~B})-(1))$. Since $\partial_{t}^{l} v^{m}(0, x)=0$ for $0 \leqq l \leqq N$, (6.1), (6.2) and (6.3) follows from (6.4), (6.5) and (6.6), respectively.

Now, we shall show that $\left\{u^{m}(t, \cdot)\right\}$ is a Cauchy sequence in $E_{N-1}(\mathbb{R})$. Put

$$
w^{m}=u^{m+p}-u^{m} \quad \text { for any } m \text { and } p>0 \text { and } \quad W^{m}=\left(\nabla w^{m}, w_{t}^{m}, \nabla w_{t}^{m}\right)
$$

Then, the $w^{m}$ satisfy the equation:

$$
\begin{equation*}
P\left(u^{m}\right) w^{m}=f^{m+p}-f^{m}+\left(P\left(u^{m}\right)-P\left(u^{m+p}\right)\right) u^{m+p} \quad \text { in } \mathbb{R} \times \Omega . \tag{6.7}
\end{equation*}
$$

Using Lemmas 3.1.2-(2) and 3.1.1, the well-known inequality:

$$
\|f \cdot g\|_{l} \leqq C(l)\|f\|_{l(n)}\|g\|_{l} \quad(l(n)=\max ([n / 2]+1, l)),
$$

and (6.3), we have

$$
\begin{align*}
& \left\|\bar{\partial}^{k-2}\left(P\left(u^{m}\right)-P\left(u^{m+p}\right)\right) u^{m+p}\right\| \\
& \quad \leqq C\left(k, \lambda_{N}(\infty)\right)\left\|\bar{\partial}^{k-2} W^{m}(t, \cdot)\right\| \quad \text { for } 2 \leqq k \leqq N,  \tag{6.8}\\
& \| \partial_{t}^{k-1}\left(\left(P\left(u^{m}\right)-P\left(u^{m+p}\right)\right) u^{m+p} \|\right. \\
& \quad \leqq\left\{\begin{array}{l}
C(k) \lambda_{N_{0}}(\infty)\left\|\partial_{t}^{k-1} W^{m}(t, \cdot)\right\| \\
+C\left(k, \lambda_{N}(\infty)\right)\left\|\bar{\partial}^{k-2} W^{m}(t, \cdot)\right\| \quad \text { for } 2 \leqq k \leqq N-1, \\
C(k) \lambda_{N_{0}}(\infty)\left\|W^{m}(t, \cdot)\right\| \quad \text { for } k=1,
\end{array}\right. \tag{6.9}
\end{align*}
$$

In the same manner as in Sect. 5, applying Theorems 4.1 and 3.2.1, noting that $\left(f^{m+p}-f^{m}\right)(t, \cdot)=0$ for $t \geqq-m+1$ and using (6.8) and (6.9), we see that

$$
\begin{equation*}
\Psi\left(\left\|\bar{\partial}^{N-1} W^{m}(t, \cdot)\right\|, \omega, S\right) \leqq C\left(N, \lambda_{N}(\infty)\right) e^{2 \omega S}\left\|\bar{\partial}^{N-2} W^{m}(S, \cdot)\right\|^{2} \tag{6.10}
\end{equation*}
$$

for $t \geqq S \geqq-m+1$ with suitable $\omega>0$ provided that $\lambda_{N_{0}}(\infty)$ is small enough. For any $t \in \mathbb{R}$ and $m$ with $T \geqq-m+1$, it follows from (6.10) that

$$
\left\|\bar{\partial}^{N-2} W^{m}(T, \cdot)\right\| \leqq C\left(N, \lambda_{N}(\infty)\right) e^{-\omega(T+m-1)} \lambda_{N}(\infty)
$$

because $\left\|\bar{\partial}^{N-2} W^{m}(-m+1, \cdot)\right\| \leqq C(N) \lambda_{N}(\infty)$, which follows from (6.3). Using (6.10) for any $t>T$ again, we have

$$
\begin{equation*}
\sup _{t>T}\left\|\bar{\partial}^{N-2} W^{m}(t, \cdot)\right\| \leqq C\left(n, \lambda_{N}(\infty)\right) e^{-\omega(T+m-1)} \lambda_{N}(\infty) \rightarrow 0 \tag{6.11}
\end{equation*}
$$

as $m \rightarrow \infty$, which means that $\left\{u^{m}\right\}$ is a Cauchy sequence in $E_{N-1}$. Therefore, there exists a limit $u \in E_{N-1}(\mathbb{R})$ such that

$$
\begin{equation*}
\lim _{m \rightarrow \infty} \max _{T_{1} \leqq t \leqq T_{2}}\left\|\bar{\partial}^{N-2}\left(U^{m}(t, \cdot)-U(t, \cdot)\right)\right\|=0 \tag{6.12}
\end{equation*}
$$

for any $-\infty<T_{1}<T_{2}<\infty$. From (6.1), (6.2), (6.3), (6.12) and the fact that $N-2 \geqq[n / 2]+1$, we see easily that

$$
\begin{align*}
P(u) u & =f \text { in } \mathbb{R} \times \Omega \text { and } u=0 \text { on } \mathbb{R} \times \partial \Omega,  \tag{6.13}\\
\|U(t, \cdot)\|_{\infty} & \leqq K / 2 \text { for } t \in \mathbb{R},  \tag{6.14}\\
\left\|\bar{\partial}^{k} U(t, \cdot)\right\| & \leqq C(k) \lambda_{k}(\infty) \text { for } t \in \mathbb{R} \text { and } 0 \leqq k \leqq N-2 . \tag{6.15}
\end{align*}
$$

Now, let us prove that $u \in E_{N}(\mathbb{R})$, using our local existence theorem: Theorem 5.1. In order to do that, first we shall show that

$$
\begin{equation*}
\bar{\partial}_{t}^{j+1} u(t, \cdot) \in H^{N-j} \cap H_{0}^{1} \quad \text { and } \quad\left\|\bar{\partial}_{t}^{j+1} u(t, \cdot)\right\|_{N-j} \leqq C(N) \lambda_{N}(\infty) \tag{6.16}
\end{equation*}
$$

for any $j \in[0, N-2]$ and $t \in \mathbb{R}$. For any $\phi \in C_{0}^{\infty}(\Omega)$ and multi-index $\alpha$ with $|\alpha|=N-j$, we have

$$
\left|\left(\partial_{x}^{\alpha} \bar{\partial}_{t}^{j+1} u(t, \cdot), \phi\right)\right| \leqq\left\|\bar{\partial}_{t}^{j+1}\left(u(t, \cdot)-u^{m}(t, \cdot)\right)\right\|\left\|\partial_{x}^{\alpha} \phi\right\|+C(n) \lambda_{N}(\infty)\|\phi\|
$$

for any $m$. Combining this and (6.12) implies that $\bar{\partial}_{t}^{j+1} u(t, \cdot) \in H^{N-j}$ and $\left\|\bar{\partial}_{t}^{j+1} u(t, \cdot)\right\|_{N-j} \leqq C(N) \lambda_{N}(\infty)$, because $C_{0}^{\infty}(\Omega)$ is dense in $L^{2}$. For any $\varepsilon>0$ and $\phi \in H_{0}^{1}$, there exists a $\psi \in C_{0}^{\infty}(\Omega)$ such that $\|\phi-\psi\|_{1}<\varepsilon$. And then, we have

$$
\begin{aligned}
& \lim _{m, m^{\prime} \rightarrow \infty}\left|\left(\bar{\partial}_{t}^{j+1}\left(u^{m}-u^{m^{\prime}}\right)(t, \cdot), \phi\right)_{1}\right| \leqq \lim _{m, m^{\prime} \rightarrow \infty}\left\{\left\|\bar{\partial}_{t}^{j+1}\left(u^{m}-u^{m^{\prime}}\right)(t, \cdot)\right\|_{1}\|\phi-\psi\|_{1}\right. \\
&\left.+\sum_{|\alpha|=1}\left|(-1)^{\alpha}\left(\bar{\partial}_{t}^{j+1}\left(u^{m}-u^{m^{\prime}}\right)(t, \cdot), \partial_{x}^{2 \alpha} \psi\right)\right|\right\} \leqq 2 \lambda_{N}(\infty) \varepsilon
\end{aligned}
$$

which implies that $\left\{\bar{\partial}_{t}^{j+1} u^{m}(t, \cdot)\right\}$ is a Cauchy sequence in the weak topology of $H_{0}^{1}$. Since $\bar{\partial}_{t}^{j+1} u^{m}(t, \cdot)$ converges to $\bar{\partial}_{t}^{j+1} u(t, \cdot)$ in the strong topology of $L^{2}$ for each $t \in \mathbb{R}$ as follows from (6.12), we have $\bar{\partial}_{t}^{j+1} u(t, \cdot) \in H_{0}^{1}$ for each $t \in \mathbb{R}$, which proves (6.16).

Since we do not know the existence of $\partial_{t}^{N} u(t, \cdot)$ until now, instead of $\partial_{t}^{N}(t, \cdot)$ we consider

$$
\begin{align*}
u_{N}(t, \cdot)= & A_{0}(U(t, \cdot))^{-1}\left\{A_{i j}(U(t, \cdot)) \partial_{i} \partial_{j} \partial_{t}^{N-2} u(t, \cdot)+B_{i j}(U(t, \cdot)) \partial_{i} \partial_{j} \partial_{t}^{N-1} u(t, \cdot)\right. \\
& \left.-A_{j}(U(t, \cdot)) \partial_{j} \partial_{t}^{N-1} u(t, \cdot)+\partial_{t}^{N-2} f(t, \cdot)+\left[\partial_{t}^{N-2}, P(u)\right] u(t, \cdot)\right\} \cdot \tag{6.17}
\end{align*}
$$

Using Lemmas 3.1.1 and 3.1.2-(2) and (6.12), we see that $\left[\partial_{t}^{N-2}, P\left(u^{m}\right)\right] u^{m}(t, \cdot)$ converges to [ $\left.\partial_{t}^{N-2}, P(u)\right] u(t, \cdot)$ strongly in $L^{2}$ for each $t \in \mathbb{R}$ as $m \rightarrow \infty$. Therefore, employing the same arguments as before, from (6.12) and the second part of (6.16) we see that $\partial_{t}^{N} u^{m}(t, \cdot)$ converges to $u_{N}(t, \cdot)$ weakly in $L^{2}$ and $\left\{\partial_{t}^{N} u^{m}(t, \cdot)\right\}$ is a Cauchy sequence in the weak topology of $H_{0}^{1}$ for each $t \in \mathbb{R}$, which implies that

$$
\begin{equation*}
u_{N}(t, \cdot) \in H_{0}^{1} \quad \text { and } \quad\left\|u_{N}(t, \cdot)\right\| \leqq C(n) \lambda_{N}(\infty) \tag{6.18}
\end{equation*}
$$

For any $T \in \mathbb{R}$, let us consider the following initial boundary value problem:

$$
\begin{align*}
& P(v) v=f \quad \text { in } \quad\left[T, T+T_{1}\right] \times \Omega, \quad v=0 \\
& v(T, \cdot)=u(T, \cdot) \quad \text { and }\left[T, T+T_{1}\right] \times \partial \Omega,  \tag{6.19}\\
& v_{t}(T, \cdot)=u_{t}(T, \cdot) \text { in } \Omega .
\end{align*}
$$

In view of (6.16) and (6.18), the compatibility condition for (6.19) is satisfied and then Theorem 5.1 implies that there exists a $T_{1}>0$ independent of $T$ such that (6.19) admits a unique solution $v \in E_{N}\left(\left[T, T+T_{1}\right]\right)$ satisfying the condition: $\|V(t, \cdot)\|_{\infty} \leqq 2 K / 3$ for $t \in\left[T, T+T_{1}\right]$. Applying (3.2.3) in the proof of Theorem 3.2.1 to the problem:

$$
\begin{aligned}
P(v)(v-u) & =(P(u)-P(v)) u \quad \text { in }\left[T, T+T_{1}\right] \times \Omega, \\
v-u & =0 \quad \text { on }\left[T, T+T_{1}\right] \times \partial \Omega, \\
(v-u)(T, x) & =(v-u)_{t}(T, x)=0 \quad \text { in } \Omega,
\end{aligned}
$$

and using (6.15) and Sobolev's imbedding theorem, we have

$$
\begin{equation*}
\|(V-U)(t, \cdot)\| \leqq C \int_{T}^{t}\left(1+p_{v}(s)+p_{v}(s)^{2}\right)\|(V-U)(s, \cdot)\|^{2} d s \tag{6.20}
\end{equation*}
$$

for any $t \in\left[T, T+T_{1}\right]$. Since $v(t, \cdot) \in E_{N}\left(\left[T, T+T_{1}\right]\right), p_{v}(s)$ is bounded in $\left[T, T+T_{1}\right]$. And then, application of Gronwall's inequality to (6.20) implies that $\|U(t, \cdot)-V(t, \cdot)\|=0$ for $t \in\left[T, T+T_{1}\right]$. Combining this and Poincaré's inequality, we see that $u(t, \cdot)=v(t, \cdot) \in E_{N}\left(\left[T, T+T_{1}\right]\right)$. Since $T$ is chosen arbitrarily and since $T_{1}$ is independent of $T$, we have $u \in E_{N}(\mathbb{R})$.

Finally, we shall show that $u\left(t+T_{0}, \cdot\right)=u(t, \cdot)$ for any $t \in \mathbb{R}$. Put $v(t, x)=u\left(t+T_{0}, \cdot\right)$, and then $P(u)(v-u)=(P(u)-P(v)) v$ in $\mathbb{R} \times \Omega$ and $u-v=0$ on $\mathbb{R} \times \partial \Omega$. Since $\|(P(u)-P(v)) v\| \leqq C \lambda_{N_{0}}(\infty)\|V-U\|$, applying Theorem 3.2.1, we have for $t>S$,

$$
\begin{gathered}
e^{2 \omega t}\|(U-V)(t, \cdot)\|^{2}+\int_{S}^{t} e^{2 \omega s}\|(U-V)(s, \cdot)\|^{2} d s \\
\leqq C\left\{e^{2 \omega S}\|(U-V)(S, \cdot)\|^{2}+\lambda_{N_{0}}(\infty)^{2} \int_{S}^{t} e^{2 \omega s}\|(U-V)(s, \cdot)\|^{2} d s\right\}
\end{gathered}
$$

Choosing $\lambda_{N_{0}}(\infty)$ so small that $C \lambda_{N_{0}}(\infty)^{2} \leqq 1$, we have

$$
\|(U-V)(t, \cdot)\| \leqq C e^{-\omega(t-S)}\|(U-V)(S, \cdot)\| \leqq 2 C \lambda_{N_{0}}(\infty) e^{-\omega(t-S)}
$$

for any $t>S$. Tending $S$ to $-\infty$, we have $\|(U-V)(t, \cdot)\|=0$ for any $t \in \mathbb{R}$. Combining this and Poincare's inequality implies that $u=v$, that is, $u(t, \cdot)=u\left(t+T_{0}, \cdot\right)$ for any $t \in \mathbb{R}$. This completes the proof of the assertion (A) of Theorem 2.3.

Employing the same argument, by Theorem 3.2.1 we have the assertion (2) of Theorem 2.3. In the same manner as in proving (6.10), we see the assertion (3) of Theorem 2.3. Therefore, we may finish the proof of Theorem 2.3.
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