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#### Abstract

We prove that in entropic $K$-systems of type $\mathrm{II}_{1}$ the automorphism is strongly asymptotically abelian.


## 1. Introduction

In classical statistical mechanics, approach to equilibrium is a well-known consequence of the mixing properties of the physical systems. These properties manifest themselves in the clustering behaviour of correlation functions. The strongest version of clustering occurs in those systems called $K$-systems [1]. Since nature is governed by noncommutative laws we are led to try to formulate concepts analogous to that of abelian ergodic theory also in a quantum frame.

It is clear that finite quantum systems cannot exhibit any mixing, because of the spectral character of the Hamiltonian governing their evolution. But in the thermodynamic limit of an infinite system we can have representations of the algebra of operators such that the generator of the dynamics does not belong to the algebra. Then we are in a good position to find an approach to equilibrium without invoking a coupling to an external reservoir that should drive the system to equilibrium.

Asymptotically abelian systems with ergodic or even mixing properties, as defined in the literature, are characterized by certain typical decays of the two point correlation functions which resemble the weak or strong mixing typical of the abelian case. Recently the extension of the Kolmogorov-Sinai entropy to the quantum realm [2] has been used to concretely formulate a noncommutative version of $K$-systems [3] as systems with "complete memory loss." This definition reduces to the classical one for abelian systems and there provides a certain "strong" clustering property.

Also for quantum systems we shall prove that entropic $K$-systems that are of type $\mathrm{II}_{1}$ guarantee strong asymptotic abelianness and therefore also clustering.

[^0](Notice that there exists another definition of algebraic $K$-systems that is equivalent to that of entropic $K$-systems in the classical situation, but only leads to weak asymptotic abelianness [4].) Generalization to the general case of type III is under investigation.

## 2. Entropic $K$-Systems [3]

We describe a quantum dynamical system in terms of a $C^{*}$ - or von Neumann algebra $\mathscr{M}$ and a faithful state $\omega$ over $\mathscr{M}$ invariant under the automorphism $\sigma$.
Definition (2.1) [2]. The following functional is called the $n$-subalgebra entropy:

$$
\begin{gathered}
H_{\omega}\left(\mathscr{A}_{1}, \ldots, \mathscr{A}_{n}\right)=\sup _{\omega=\sum_{(i)} \omega_{(i)}} H_{\left\{\omega_{(i)}\right\}}\left(\mathscr{A}_{1}, \ldots, \mathscr{A}_{n}\right), \\
H_{\left\{\omega_{(i)\}}\right\}}\left(\mathscr{A}_{1}, \ldots, \mathscr{A}_{n}\right)=\sum_{(i)} \eta\left(\omega_{(i)}(\mathbf{1})\right)-\sum_{k=1}^{n} \sum_{i_{k}}^{n} \eta\left(\omega_{i_{k}}^{k}(\mathbf{1})\right)+\sum_{k=1}^{n} \sum_{i_{k}} \omega_{i_{k}}^{k}(\mathbf{1}) S\left(\omega\left|\hat{\omega}_{i_{k}}^{k}\right|_{\mid \mathscr{A}_{k}},\right.
\end{gathered}
$$

where $\mathscr{A}_{i}, i=1, \ldots, n$, are finite dimensional subalgebras of $\mathscr{M},(i)$ is a multiindex $i_{1}, i_{2}, \ldots, i_{n}, \eta(x)=-x \log x$, and with $x_{(i)} \in \mathscr{M}$ such that

$$
\omega_{(i)}(\cdot)=\omega\left(\sigma_{\omega}^{-i / 2}\left(x_{(i)}\right)(\cdot)\right), \quad 0<x_{(i)}<1, \quad \sum_{(i)} x_{(i)}=1,
$$

$\sigma_{\omega}$ being the modular automorphism of $\omega$,

$$
\hat{\omega}_{i_{k}}^{k}(\cdot)=\omega\left(\sigma_{\omega}^{-i / 2}\left(\sum_{(i), i_{k} \mathrm{fixed}} x_{(i)}\right) \cdot\right) / \omega_{i_{k}}^{k}(\mathbf{1})
$$

and, finally,

$$
S\left(\omega \mid \hat{\omega}_{i_{k}}^{k}\right)_{\mid \mathscr{A}_{k}}=\operatorname{Tr}\left\{\hat{\omega}_{i_{k} \mid \mathscr{A}_{k}}^{k}\left[\ln \hat{\omega}_{i_{k} \mid \mathscr{A}_{k}}^{k}-\ln \omega_{\mid \mathscr{A}_{k}}\right]\right\}
$$

is the relative entropy of the states $\hat{\omega}_{i_{k}}^{k}$ and $\omega$ restricted to the finite dimensional subalgebra $\mathscr{A}_{k}$ and thus represented by suitable density matrices.
Properties (2.2)[2,3].

1. $H_{\omega}\left(\mathscr{A}_{1}, \ldots, \mathscr{A}_{n}\right) \leqq H_{\omega}\left(\mathscr{B}_{1}, \ldots, \mathscr{B}_{n}\right)$ if $\mathscr{A}_{i} \subseteq \mathscr{B}_{i} \forall i$, $H_{\omega}\left(\mathscr{A}_{1}, \mathscr{A}_{1}, \mathscr{A}_{2}, \ldots, \mathscr{A}_{n}\right)=H_{\omega}\left(\mathscr{A}_{1}, \mathscr{A}_{2}, \ldots, \mathscr{A}_{n}\right)$
2. $H_{\omega}\left(\mathscr{A}_{1}, \ldots, \mathscr{A}_{p}, \mathscr{A}_{p+1}, \ldots, \mathscr{A}_{n}\right) \leqq H_{\omega}\left(\mathscr{A}_{1}, \ldots, \mathscr{A}_{p}\right)+H_{\omega}\left(\mathscr{A}_{p+1}, \ldots, \mathscr{A}_{n}\right)$.
3. $H_{\omega}\left(\tau\left(\mathscr{A}_{1}\right), \ldots, \tau\left(\mathscr{A}_{n}\right)\right)=H_{\omega}\left(\mathscr{A}_{1}, \ldots, \mathscr{A}_{n}\right)$ for $\tau$ an automorphism of $\mathscr{M}$ with $\omega^{\circ} \tau=\omega$.
4. $H_{\omega}\left(\mathscr{A}_{1}, \mathscr{A}_{2}\right)-H_{\omega}\left(\mathscr{A}_{2}\right) \leqq H_{\omega}\left(\mathscr{A}_{1} \mid \mathscr{A}_{2}\right) \leqq H_{\omega}\left(\mathscr{A}_{1}\right)$, where

$$
H_{\omega}\left(\mathscr{A}_{1} \mid \mathscr{A}_{2}\right)=\sup _{\omega=\sum_{(i)} \omega_{i}}\left\{\sum_{i} \omega_{i}(\mathbf{1})\left[S\left(\omega \mid \hat{\omega}_{i}\right)_{\mid \mathscr{A}_{1}}-S\left(\omega \mid \hat{\omega}_{i}\right)_{\mid \mathscr{A}_{2}}\right]\right\} .
$$

5. $H_{\omega}(\mathscr{A})>0$ for $\omega$ faithful unless $\mathscr{A}=\mathbf{C} 1$.

Remarks (2.3).

1. The supremum in the definition (2.1) is taken over all possible decompositions of the state $\omega$ and the $n$-subalgebra entropy represents the maximal information about the subalgebras achievable by refining the state over the whole algebra.
2. If $\mathscr{A}$ is abelian and $\omega$ is the tracial state then the 1 -subalgebra entropy reduces to

$$
S\left(\omega_{\mid, Q}\right)=-\sum_{i=1}^{N_{\mathscr{L}}} \omega\left(P_{i}\right) \ln \omega\left(P_{i}\right)
$$

$\left\{P_{i}\right\}_{i=1, \ldots, N_{\Omega}}$ being a set of minimal projectors.
Proof. $\sigma_{\omega}^{i / 2}=1$ due to the tracial property of $\omega$. One has

$$
H_{\omega}(\mathscr{A}) \geqq \sum_{i} \omega\left(x_{i}\right) S\left(\omega \mid \hat{\omega}\left(x_{i}\right)\right)_{\mid \mathscr{A}}=S\left(\omega_{\mid \mathscr{A}}\right)-\sum_{i} \omega\left(x_{i}\right) S\left(\hat{\omega}\left(x_{i}\right)_{\mid \mathscr{A}}\right) .
$$

The supremum is attained for $\hat{\omega}\left(x_{i} \cdot\right)_{\mid \mathscr{A}}$ a pure state, thus for $x_{i}=P_{i}$. In this case we know the optimal decomposition exactly.
3. Observe that continuous decompositions of the reference state $\omega$ have been excluded from the above definition of the $n$-subalgebra entropy.

We make, indeed, the following important observation [2, p. 704, Lemma VI.1]: Given $H_{\omega}\left(A_{1}, \ldots, A_{n}\right)$, for any $\varepsilon>0$ there exists a finite decomposition $\left\{x_{(i)}\right\}_{(i) \in I}$, card $I=\#(\varepsilon, d)<+\infty, d=\max _{1 \leqq i \leqq n} \operatorname{dim} A_{i}$ such that

$$
H_{\left\{x_{(1)\}}\right.}\left(A_{1}, \ldots, A_{n}\right) \geqq H_{\omega}\left(A_{1}, \ldots, A_{n}\right)-\varepsilon_{1}(\varepsilon),
$$

where $H_{\left\{x_{(i)}\right\}}\left(A_{1}, \ldots, A_{n}\right)$ is the value of the $n$-subalgebra functional attained at the given decomposition $\left\{x_{(i)}\right\}$. Moreover:

$$
\varepsilon_{1}(\varepsilon)=3 \varepsilon\left(\frac{1}{2}+\log \left(1+d \varepsilon^{-1}\right)\right)
$$

4. Remark 2.3 .3 is the central point in the proof that the $n$-subalgebra entropy $H_{\omega}\left(A_{1}, \ldots, A_{n}\right)$ is continuous with respect to the strong topology induced on the von Neumann algebra $M$ by the GNS construction relative to the reference state $\omega$. Any finite dimensional $C^{*}$-algebra $A_{i}$ can be embedded as a subalgebra within a full matrix algebra $M_{d}(\mathbf{C})$ with a conditional expectation $E_{i}: M_{d}(\mathbf{C}) \rightarrow A_{i}$. If $\left\{B_{i}\right\}_{i=1, \ldots, n}$ is another choice of finite dimensional subalgebras of $M$ with $\bar{E}_{i}: M_{d}(\mathbf{C}) \rightarrow B_{i}$ the corresponding conditional expectations and $\forall x \in M_{d}(\mathbf{C})$,

$$
\sup _{M_{d}(\mathbb{C})\|x\| \| \leqq 1}\left[\omega\left(\left(E_{i}\left(x^{+}\right)-\bar{E}_{i}\left(x^{+}\right)\right)\left(E_{i}(x)-\bar{E}_{i}(x)\right)\right]^{1 / 2}<\varepsilon \quad \text { for some } \quad \varepsilon>0,\right.
$$

then

$$
\left|H_{\omega}\left(A_{1}, \ldots, A_{n}\right)-H_{\omega}\left(B_{1}, \ldots, B_{n}\right)\right| \leqq n \alpha(\varepsilon)
$$

with $\alpha(\varepsilon) \xrightarrow{\varepsilon \rightarrow 0^{+}} 0$ [see 2, pp. 704-6].
5. If $A \subset M$ is a finite dimensional subalgebra invariant under the modular automorphisms of $\omega, \forall t: \sigma_{\omega}^{t}(A) \subset A$, then

$$
H_{\omega}(\mathscr{A})=S\left(\omega_{\mid \mathscr{A}}\right)=S\left(\omega_{\mid \mathscr{A}}\right)
$$

for any maximal abelian subalgebra $\mathscr{B}$ in the centralizer of $\mathscr{A}$ [2, p. 711, VIII.6], e.g. when $\omega$ is tracial the result holds for any subalgebra $\mathscr{A}$ and, if $\mathscr{A}$ is abelian and generated by the set $\left\{P_{i}\right\}_{i=1, \ldots, N<+\infty}$ of minimal projectors, then:

$$
H_{\omega}(\mathscr{A})=-\sum_{i=1}^{N} \omega\left(P_{i}\right) \log \omega\left(P_{i}\right) .
$$

Definition (2.4) [2]. The quantity

$$
h_{\omega}(\mathscr{A}, \sigma)=\lim _{n} \frac{1}{n} H_{\omega}\left(\mathscr{A}, \sigma(\mathscr{A}), \ldots, \sigma^{n-1}(\mathscr{A})\right)
$$

is called the dynamical entropy of the automorphism $\sigma$ with respect to the finite dimensional subalgebra $\mathscr{A} \subset \mathscr{M}$.

Let us now consider the quantum dynamical system described by the triple $(\mathscr{M}, \omega, \sigma)$, where $\mathscr{M}$ is a von Neumann algebra with a state $\omega$ invariant under the dynamics represented by the automorphism $\sigma$ of $\mathscr{M}$.
Definition (2.5) [3]. $(\mathscr{M}, \sigma, \omega)$ is called an entropic $K$-system if

$$
\lim _{n} h_{\omega}\left(\mathscr{A}, \sigma^{n}\right)=H_{\omega}(\mathscr{A}) \quad \forall \text { finite dimensional subalgebras } \mathscr{A} \text { of } \mathscr{M} .
$$

Remarks (2.6).

1. Due to Property 2.2 .1 and using the subadditivity 2.2 .2 of the $n$-subalgebra entropy it can be proved that for entropic $K$-systems the dynamical entropy is strictly positive, $h_{\omega}(\sigma, \mathscr{A})>0$, for any subalgebra $\mathscr{A} \neq \mathbf{C 1}$. For abelian algebras this complete positivity is equivalent to the requirement in the above Definition, whereas it is not proved to be the same in the quantum case [3].
2. Intuitively speaking $h_{\omega}(\sigma, \mathscr{A})$ is the long run averaged information about $\mathscr{A}$ obtained by letting $\mathscr{A}$ evolve through unit time intervals. Definition (2.5) would indicate that in the limit of increasing time steps the information about $\mathscr{A}$ is not retained any more and the system develops a complete memory loss [3].

## 3 Strong Clustering for a Type $\mathbf{I I}_{1}$ Entropic $\boldsymbol{K}$-System

## 3.1.

Let $(\mathscr{M}, \omega, \sigma)$ be a quantum dynamical system as specified above.
Definition (3.1.1). Set $b_{n}=\sigma^{n}(b) \forall b \in \mathscr{M}$; then $(\mathscr{M}, \omega, \sigma)$ is

1. weakly clustering if $\lim _{n} \omega\left(a b_{n} c\right)=\omega(a c) \omega(b)$,
2. strongly clustering if $\lim _{n} \omega\left(a b_{n} c d_{n} e\right)=\omega(a c e) \omega(b d)$
$\forall a, b, c, d, e \in \mathscr{M}[5,6,7]$.
Remarks (3.1.2).
3. Besides the obvious observation that strong clustering implies weak clustering we easily deduce that the former implies

$$
\lim _{n} \omega\left(a^{\dagger}\left[b^{\dagger}, c_{n}^{\dagger}\right]\left[c_{n}, b\right] a\right)=0 \quad \forall a, b, c \in \mathscr{M}
$$

and the latter

$$
\lim _{n} \omega\left(a\left[c_{n}, b\right] d\right)=0 \quad \forall a, b, c, d \in \mathscr{M}
$$

Accordingly we have that in the GNS representation based on $\omega$, strong (respectively weak) clustering implies strong (respectively weak) asymptotic abelianness.
2. If the state $\omega$ is assumed to be faithful, e.g. equilibrium states over simple $C^{*}$-algebras, then, by means of the KMS conditions we can replace:

$$
\begin{aligned}
& \mathbf{1} \rightarrow \mathbf{1}^{\prime}: \lim _{n} \omega\left(a b_{n}\right)=\omega(a) \omega(b) \forall a, b \in \mathscr{M}, \\
& \mathbf{2} \rightarrow \mathbf{2}^{\prime}: \lim _{n} \omega\left(a b_{n} c d_{n}\right)=\omega(a c) \omega(b d) \forall a, b, c, d \in \mathscr{M} .
\end{aligned}
$$

3. Physically one is much more used to weak-clustering which implies mixing, that is every observable tends weakly in time to its expectation with respect to the invariant state $\omega$ :

$$
\pi_{\omega}\left(\sigma^{n}(a)\right) \xrightarrow{n} \omega(a) \mathbf{1} \quad \forall a \in \mathscr{M} .
$$

This in turn guarantees the ergodicity of the dynamical triple $(\mathscr{M}, \omega, \sigma)$ : that is $\omega$ is extremal invariant. Strong clustering is more related to its consequence, namely strong asymptotic abelianness which holds true for the free evolution of the Boson algebra and the even Fermi algebra and which we would like to extend to a more general class of evolutions.

We now specialize the triple $(\mathscr{M}, \omega, \sigma)$ to be a type $\mathrm{II}_{1}$ factor with $\omega$ its unique trace, invariant under any automorphism $\sigma$ of $\mathscr{M}$ and state the main result of this work:

Theorem (3.1.3). If the triple $(\mathscr{M}, \omega, \sigma)$ is an entropic $K$-system then it is strongly clustering and hence:

1. weakly clustering:

$$
\lim _{n}\left\langle\Omega_{\omega}\right| \pi_{\omega}(a) \pi_{\omega}\left(b_{n}\right) \pi_{\omega}(c)\left|\Omega_{\omega}\right\rangle=\left\langle\Omega_{\omega}\right| \pi_{\omega}(a) \pi_{\omega}(c)\left|\Omega_{\omega}\right\rangle\left\langle\Omega_{\omega}\right| \pi_{\omega}(b)\left|\Omega_{\omega}\right\rangle
$$

2. strongly asymptotic abelian:

$$
\lim _{n} \|\left[\pi_{\omega}(c), \pi_{\omega}\left(b_{n}\right)\right] \pi_{\omega}(a)\left|\Omega_{\omega}\right\rangle \|=0 \quad \forall a, b, c \in \mathscr{M}
$$

where $\left(\left|\Omega_{\omega}\right\rangle, \pi_{\omega}(\cdot), \mathscr{H}_{\omega}\right)$ is the GNS triple associated to $\omega$.
The proof of the theorem requires several steps.
Lemma (3.1.4). If $(\mathscr{M}, \omega, \sigma)$ is weakly clustering and strongly asymptotically abelian then it is strongly clustering.

Proof.

$$
\omega\left(a b_{n} c d_{n}\right)=\omega\left(a c(b d)_{n}\right)+\omega\left(a\left[b_{n}, c\right] d_{n}\right)
$$

and

$$
\left|\omega\left(a\left[b_{n}, c\right] d_{n}\right)\right|^{2} \leqq \omega\left(d_{n}^{\dagger} d_{n} a a^{\dagger}\right) \omega\left(\left[b_{n}, c\right]^{\dagger}\left[b_{n}, c\right]\right)
$$

Lemma (3.1.5). Iffor general projectors we have weak clustering, and iffor commuting projectors $P$ and $Q$ it happens that

$$
\lim _{n} \omega\left(P Q_{n} P Q_{n}\right)=\omega(P) \omega(Q)
$$

then strong clustering holds.

Proof. Since we are dealing with a von Neumann algebra, according to Lemma (3.1.4), strong clustering holds if $\lim \omega\left(\left[R, S_{n}\right]\left[R, S_{n}\right]\right)=0$ for $R, S$ general projectors in $\mathscr{M}$. Since

$$
\omega\left(\left[R, S_{n}\right]\left[R, S_{n}\right]\right)=2\left[\omega\left(R S_{n} R S_{n}\right)-\omega\left(R S_{n}\right)\right]
$$

the lemma is proved if $\lim _{n} \omega\left(R S_{n} R S_{n}\right)=\omega(R) \omega(S)$. Now, we can write

$$
\begin{aligned}
\omega\left(R S_{n} R S_{n}\right)= & \omega\left((R+S) S_{n} R S_{n}\right)-\omega\left(S S_{n} R S_{n}\right) \\
= & \omega\left((R+S)(R+S)_{n} R S_{n}\right)-\omega\left((R+S) R_{n} R S_{n}\right)-\omega\left(S_{n} S S_{n} R\right) \\
= & \omega\left(S_{n}(R+S)_{n}(R+S) R\right)-\omega\left((R+S) R(R S)_{n}\right)-\omega\left(S_{n} S R\right) \\
& +\omega\left(\left[(R+S),(R+S)_{n}\right] R S_{n}\right)-\omega\left((R+S)\left[R_{n}, R\right] S_{n}\right)-\omega\left(S_{n}\left[S, S_{n}\right] R\right) .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \lim _{n} \omega\left(R S_{n} R S_{n}\right)=\omega(S(R+S)) \omega(R(R+S))-\omega((R+S) R) \omega(R S)-\omega(S) \omega(S R) \\
& \left.\quad+\lim _{n}\left\{\omega\left([R+S),(R+S)_{n}\right] R S_{n}\right)-\omega\left((R+S)\left[R_{n}, R\right] S_{n}\right)-\omega\left(S_{n}\left[S, S_{n}\right] R\right)\right\} .
\end{aligned}
$$

Since the constant part gives $\omega(R) \omega(S)$ it is sufficient to prove that

$$
\lim _{n} \omega\left(\left[A, A_{n}\right]\left[A, A_{n}\right]\right)=0
$$

for $A$ selfadjoint. This again holds if $\lim _{n \rightarrow \infty} \omega\left(\left[P, Q_{n}\right]\left[P, Q_{n}\right]\right)=0$ for all $P, Q$ with $[P, Q]=0$, or, following the above strategy, if $\lim _{n} \omega\left(P Q_{n} P Q_{n}\right)=\omega(P) \omega(Q)$ for all $P, Q$ with $[P, Q]=0$.

We wish now to elucidate how $H_{\omega}\left(\mathscr{A}_{1}, \ldots, \mathscr{A}_{n}\right)$ behaves asymptotically if ( $\mathscr{M}, \omega, \sigma$ ) displays a complete memory loss.

We prove the following result which is actually valid for all entropic $K$-systems without restrictions on the type of $\mathscr{M}$ and the invariant state $\omega$.

Lemma (3.1.6). If $(\mathscr{M}, \omega, \sigma)$ is an entropic $K$-system, the $n$-subalgebra entropy $H_{\omega}\left(\mathscr{A}, \sigma^{n}(\mathscr{A}), \ldots, \sigma^{n(k-1)}(\mathscr{A})\right)$ becomes additive in the limit of large steps for any finite dimensional subalgebra $\mathscr{A} \subset \mathscr{M}$ :

$$
\lim _{n} H_{\omega}\left(\mathscr{A}, \sigma^{n}(\mathscr{A}), \ldots, \sigma^{n(k-1)}(\mathscr{A})\right)=k H_{\omega}(\mathscr{A}) \quad \forall k \geqq 2
$$

Proof. Let $\mathscr{A}_{n}$ indicate $\sigma^{n}(\mathscr{A})$. From Definitions $(2.4,5)$ we get:

$$
\begin{equation*}
\lim _{n} h_{\omega}\left(\mathscr{A}, \sigma^{n}\right)=\lim _{n} \lim _{p} \frac{1}{p} H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}, \ldots, \mathscr{A}_{n(p-1)}\right)=H_{\omega}(\mathscr{A}) . \tag{1}
\end{equation*}
$$

For $p$ large enough the left-hand side of (1) can be controlled, by virtue of properties $2.2 .2,3$, in the following way: Fix $k \in \mathbf{N}$ and write $p=m k+q, 1 \leqq q<k$; then:

$$
\begin{aligned}
& \frac{1}{p} H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}, \ldots, \mathscr{A}_{n(p-1)}\right) \\
& \quad \begin{array}{l}
\text { subaddutuvity } \\
\quad \frac{1}{m k}\left[H_{\omega}\left(\mathscr{A}, \ldots, \mathscr{A}_{n(k-1)}\right)+H_{\omega}\left(\mathscr{A}_{n k}, \ldots, \mathscr{A}_{n(2 k-1)}\right)+\cdots\right. \\
\left.\quad+H_{\omega}\left(\mathscr{A}_{n m k}, \ldots, \mathscr{A}_{n m k+n(q-1)}\right)\right]
\end{array}
\end{aligned}
$$

$$
\stackrel{\text { covariance }}{=} \frac{1}{k} H_{\omega}\left(\mathscr{A}, \ldots, \mathscr{A}_{n(k-1)}\right)+\frac{1}{m k} H_{\omega}\left(\mathscr{A}, \ldots, \mathscr{A}_{n(q-1)}\right) .
$$

Since $H_{\omega}\left(\mathscr{A}, \ldots, \mathscr{A}_{n(k-1)}\right) \leqq k H_{\omega}(\mathscr{A})$ it eventually follows:

$$
H_{\omega}(\mathscr{A})=\lim _{n} h_{\omega}\left(\mathscr{A}, \sigma^{n}\right) \leqq \frac{1}{k} \lim _{n} H_{\omega}\left(\mathscr{A}, \ldots, \mathscr{A}_{n(k-1)}\right) \leqq H_{\omega}(\mathscr{A}) .
$$

Remark (3.1.7). When $k=2$ the above result reads: $\lim _{n} H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)=2 H_{\omega}(\mathscr{A})$. Let us write down $H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)$ explicitly:

$$
\begin{align*}
H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)= & \sup _{\omega=\sum_{i j} \omega_{i j}}\left\{\sum_{i j} \eta\left(\omega_{i j}(1)\right)-\sum_{i} \eta\left(\omega_{i}^{1}(1)\right)-\sum_{j} \eta\left(\omega_{j}^{2}(1)\right)\right. \\
& \left.+\sum_{i} \omega_{i}^{1}(1) S\left(\omega, \hat{\omega}_{i}^{1}\right)_{\mid \mathscr{A}}+\sum_{j} \omega_{j}^{2}(1) S\left(\omega, \hat{\omega}_{j}^{2}\right)_{\mid \mathscr{A}_{n}}\right\} . \tag{2}
\end{align*}
$$

Note that:
1.

$$
(2)=\sum_{i j} \omega_{i j}(1) \log \frac{\omega_{i}^{1}(1) \omega_{j}^{2}(1)}{\omega_{i j}(1)} \leqq 0
$$

since $\omega_{i}^{1}(1)=\sum_{j} \omega_{i j}(1), \omega_{j}^{2}(1)=\sum_{i} \omega_{i j}(1)$, and $x(\ln x-\ln y) \geqq x-y, x, y \geqq 0$. The equality holds if and only if $\omega_{i}^{1}(1) \omega_{j}^{2}(1)=\omega_{i j}(1)$.
2.

$$
\begin{equation*}
\sum_{i} \omega_{i}^{1}(1) S\left(\omega, \hat{\omega}_{i}^{1}\right)_{\mid \mathscr{A}} \leqq H_{\omega}(\mathscr{A}), \quad \sum_{j} \omega_{j}^{2}(1) S\left(\omega, \hat{\omega}_{j}^{2}\right)_{\mid \mathscr{A}_{n}} \leqq H_{\omega}(\mathscr{A}) \tag{3}
\end{equation*}
$$

owing to Definition (2.1) with $n=1$ and to the covariance of the $n$-subalgebra entropy.
If we denote by $\left\{y_{i j}(n, \varepsilon)\right\}$ the set of positive operators which, according to Definition (2.1), give the optimal decomposition for $H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)$ within $\varepsilon$ and additivity holds in the limit of larger and larger steps then, from 1 . above, we expect

$$
\lim _{\varepsilon \rightarrow 0} \lim _{n \rightarrow \infty}\left[\omega\left(y_{i j}(n, \varepsilon)\right)-\omega\left(y_{i}^{1}(n, \varepsilon)\right) \omega\left(y_{j}^{2}(n, \varepsilon)\right)\right]=0
$$

In order to give a precise meaning to this limit we should be able to control the decompositions when $n$ is large.

In the next paragraph we use inequalities (3) and Remark (2.3.5) to achieve this control.

## 3.2.

We recall that $\omega$ is the unique trace on the type $\mathrm{II}_{1}$ factor $\mathscr{M}$. If $\left\{P_{i}\right\}_{i=1, \ldots, N}, \sum_{i=1}^{N} P_{i}=\mathbf{1}$, $P_{i} P_{j}=\delta_{i j} P_{j}$ are the minimal projectors which generate the abelian finite dimensional subalgebra $\mathscr{A}$, then $H_{\omega}(\mathscr{A})=-\sum_{i=1}^{N} \omega\left(P_{i}\right) \log \omega\left(P_{i}\right)$ (see Remark 2.3.5).

We prove the following
Theorem (3.2.1). Let $\mathscr{A}$ be a finite dimensional abelian subalgebra of $\mathscr{M}$, generated
by the set $\left\{P_{i}\right\}_{i=1, \ldots, N}$ of minimal projectors. Correspondingly $\mathscr{A}_{n}=\sigma^{n}(\mathscr{A})$ is generated by the set $\left\{P_{i}(n)\right\}_{i=1, \ldots, N}$, after setting $P_{i}(n) \equiv \sigma^{n}\left(P_{i}\right)$.

Since $\omega$ is the trace on $\mathscr{M}$, we consider the canonical conditional expectations $E: \mathscr{M} \rightarrow \mathscr{A}$ and $E_{n}: \mathscr{M} \rightarrow \mathscr{A}_{n}$. For any $\varepsilon>0$ there exists an integer $M$ and some functions $\delta_{1}(\varepsilon), \delta_{2}(\varepsilon)$ with $\lim _{\varepsilon \rightarrow 0} \delta_{i}(\varepsilon)=0$ such that for any $n \geqq M$ we can construct a decomposition of $\omega$ given by the finite set of positive operators $\left\{y_{i j}(n)\right\}_{i, j=1, \ldots, N+1}$, $0<y_{i j}(n)<1$, for which:
1.

$$
H_{\left\{y_{i j}(n)\right\}}\left(\mathscr{A}, \mathscr{A}_{n}\right) \geqq H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)-\delta_{1}(\varepsilon), \quad \delta_{1}(\varepsilon) \xrightarrow{\varepsilon \rightarrow 0^{+}} 0^{+} .
$$

Moreover:
2.
3.

$$
\begin{gathered}
\left\|E\left(y_{k}^{1}(n)\right)-P_{k}\right\| \leqq \delta_{2}(\varepsilon) \quad k=1, \ldots, N, \\
\left\|E\left(y_{k}^{2}(n)\right)-P_{k}(n)\right\| \leqq \delta_{2}(\varepsilon) \quad k=1, \ldots, N, \\
y_{k}^{1}(n)=\sum_{j=1}^{N+1} y_{k j}(n) ; \quad y_{k}^{2}(n)=\sum_{i=1}^{N+1} y_{i k}(n) ; \quad \delta_{2}(\varepsilon) \xrightarrow{\varepsilon \rightarrow 0^{+}} 0^{+} ; \quad k=1, \ldots, N .
\end{gathered}
$$

Proof. Part I: Construction of $\left\{y_{i j}(n)\right\}$.
$H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right) \leqq 2 H_{\omega}(\mathscr{A}) \quad$ owing to subadditivity and covariance; $\lim _{n} H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)=2 H_{\omega}(\mathscr{A}) \quad$ by assumption (complete memory loss).

Then

$$
\forall \varepsilon_{1}>0 \exists M \in \mathbf{N}: \forall n \geqq M \quad 2 H_{\omega}(\mathscr{A})-H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right) \leqq \varepsilon_{1} .
$$

Remark (2.3.3) tells us that $\forall \varepsilon_{2}>0 \exists$ a decomposition of $\omega$ given by $\left\{x_{\alpha \beta}(n)\right\}_{(\alpha, \beta) \in I \times J}$ with finite cardinality $\#\left(\varepsilon_{2}, N\right)$, such that:

$$
\begin{equation*}
H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)-H_{\left\{\alpha_{\alpha \beta}(n)\right\}}\left(\mathscr{A}, \mathscr{A}_{n}\right) \left\lvert\, \leqq 2 \eta_{2}\left(\varepsilon_{2}\right)=6 \varepsilon_{2}\left(\frac{1}{2}+\log \left(1+\frac{N}{\varepsilon_{2}}\right)\right) .\right. \tag{4}
\end{equation*}
$$

Recalling that in our case

$$
H_{\omega}(\mathscr{A})=H_{\omega}\left(\mathscr{A}_{n}\right)=S\left(\omega_{\mid \mathscr{A}}\right)
$$

and

$$
\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)=\omega\left(x_{\alpha}\right)^{-1} \sum_{\beta \in J} \omega\left(x_{\alpha \beta}(n) \cdot\right), \quad \hat{\omega}\left(x_{\beta}^{2}(n) \cdot\right)=\omega\left(x_{\beta}\right)^{-1} \sum_{\alpha \in I} \omega\left(x_{\alpha \beta}(n) \cdot\right)
$$

are normalized states for which

$$
\omega=\sum_{\alpha \in I} \omega\left(x_{\alpha}^{1}(n)\right) \hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)=\sum_{\beta \in J} \omega\left(x_{\beta}^{2}(n)\right) \hat{\omega}\left(x_{\beta}^{2}(n) \cdot\right),
$$

we get:

$$
\begin{aligned}
& \sum_{\alpha \in I} S\left(\omega, \hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}} \omega\left(x_{\alpha}^{1}(n)\right)=S\left(\omega_{|\mathscr{A}|}\right)-\sum_{\alpha \in I} \omega\left(x_{\alpha}^{1}(n)\right) S\left(\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)_{\mid \mathscr{A}}\right), \\
& \sum_{\beta \in J} S\left(\omega, \hat{\omega}\left(x_{\beta}^{2}(n) \cdot\right)\right)_{\mid \mathscr{A}_{n}} \omega\left(x_{\beta}^{2}(n)\right)=S\left(\omega_{\mid \mathscr{A}_{n}}\right)-\sum_{\beta \in J} \omega\left(x_{\beta}^{2}(n)\right) S\left(\hat{\omega}\left(x_{\beta}^{2}(n) \cdot\right)_{\mid \mathscr{A}_{n}}\right) .
\end{aligned}
$$

Together with the explicit expression of $H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)$ given in Remark (3.1.7), we
eventually obtain:

$$
\begin{align*}
2 H_{\omega}(\mathscr{A})-H_{\left\{x_{\alpha \beta}(n)\right\}}\left(\mathscr{A}, \mathscr{A}_{n}\right)= & \sum_{\alpha, \beta \in I \times J} \omega\left(x_{\alpha \beta}(n)\right) \log \frac{\omega\left(x_{\alpha \beta}(n)\right)}{\omega\left(x_{\alpha}^{1}(n)\right) \omega\left(x_{\beta}^{2}(n)\right)} \\
& +\sum_{\alpha \in I} \omega\left(x_{\alpha}^{1}(n)\right) S\left(\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)_{\mid \mathscr{A}}\right) \\
& +\sum_{\beta \in J} \omega\left(x_{\beta}^{2}(n)\right) S\left(\hat{\omega}\left(x_{\beta}^{2}(n) \cdot\right)_{\mid \mathscr{A}_{n}}\right) \leqq \varepsilon_{1}+\eta_{2}\left(\varepsilon_{2}\right)=: \varepsilon \tag{5}
\end{align*}
$$

for $n \geqq M$.
All the summands in (5) are positive, and therefore

$$
\begin{align*}
& \sum_{\alpha \in I} \omega\left(x_{\alpha}^{1}(n)\right) S\left(\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)_{\mid \mathscr{Q}}\right) \leqq \varepsilon  \tag{6}\\
& \sum_{\beta \in J} \omega\left(x_{\beta}^{2}(n)\right) S\left(\hat{\omega}\left(x_{\beta}^{2}(n) \cdot\right)_{\mid \mathscr{Q}_{n}}\right) \leqq \varepsilon . \tag{7}
\end{align*}
$$

We now consider $I=I^{1} \cup I^{2}$ and $J=J^{1} \cup J^{2}$ with:

$$
\left\{\begin{array}{l}
\alpha \in I^{1} \Rightarrow S\left(\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)_{\mid \alpha \ell}\right) \leqq \sqrt{\varepsilon}  \tag{8}\\
\beta \in J^{1} \Rightarrow S\left(\hat{\omega}\left(x_{\beta}^{2}(n) \cdot\right)_{\mid \alpha_{n}}\right) \leqq \sqrt{\varepsilon}
\end{array}\right.
$$

and $I^{2}, J^{2}$ the complements of $I^{1}$ and $J^{1}$ in $I$ and $J$, respectively. From (6), (7) and (8) it follows that

$$
\left\{\begin{array}{l}
\sum_{\alpha \in I^{2}} \omega\left(x_{\alpha}^{1}(n)\right) \leqq \sqrt{\varepsilon}  \tag{9}\\
\sum_{\beta \in J^{2}} \omega\left(x_{\beta}^{2}(n)\right)=\sqrt{\varepsilon}
\end{array}\right.
$$

Since $\mathscr{A}$ and $\mathscr{A}_{n}$ are abelian:

$$
\begin{aligned}
& S\left(\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)_{\mid \mathscr{\alpha}}\right)=-\sum_{i=1}^{N} \hat{\omega}\left(x_{\alpha}^{1}(n) P_{i}\right) \log \hat{\omega}\left(x_{\alpha}^{1}(n) P_{i}\right) \\
& S\left(\hat{\omega}\left(x_{\beta}^{2}(n) \cdot\right)_{\mid \mathscr{A}_{n}}\right)=-\sum_{i=1}^{N} \hat{\omega}\left(x_{\beta}^{2}(n) P_{i}(n)\right) \log \hat{\omega}\left(x_{\beta}^{2}(n) P_{i}(n)\right) .
\end{aligned}
$$

Therefore:

$$
\left\{\begin{array}{r}
-\hat{\omega}\left(x_{\alpha}^{1}(n) P_{i}\right) \log \hat{\omega}\left(x_{\alpha}^{1}(n) P_{i}\right) \leqq \sqrt{\varepsilon}  \tag{10}\\
-\hat{\omega}\left(x_{\beta}^{2}(n) P_{i}(n)\right) \log \hat{\omega}\left(x_{\beta}^{2}(n) P_{i}(n)\right) \leqq \sqrt{\varepsilon}
\end{array}\right.
$$

$\forall i=1, \ldots, N ; \alpha \in I^{1} ; \beta \in J^{1}$.
The function $-x \ln x$ is understood to be zero at $x=0$; this continuity makes us consider the right neighbourhood of $x=0$ and the left neighbourhood of $x=1$ determined by $\eta_{1}(\varepsilon)$ according to:

$$
-\eta_{1}(\varepsilon) \log \eta_{1}(\varepsilon)=\sqrt{\varepsilon}
$$

and the corresponding two possibilities for $\alpha \in I^{1}$ and $\beta \in J^{1}$ :

$$
\begin{align*}
& \hat{\omega}\left(x_{\alpha}^{1}(n) P_{i}\right) \begin{cases}\leqq \eta_{1}(\varepsilon) & i=1, \ldots, N, \\
\geqq 1-\eta_{1}(\varepsilon)\end{cases} \\
& \hat{\omega}\left(x_{\beta}^{2}(n) P_{i}\right) \begin{cases}\leqq \eta_{1}(\varepsilon) & i=1, \ldots, N . \\
\geqq 1-\eta_{1}(\varepsilon)\end{cases} \tag{11}
\end{align*}
$$

Since $\hat{\omega}\left(x_{\alpha}^{1}(n)\right)=\hat{\omega}\left(x_{\beta}^{2}(n)\right)=1 \forall \alpha, \beta$ and $\sum_{i=1}^{N} P_{i}=\sum_{i=1}^{N} P_{i}(n)=1$, it turns out that, for $\varepsilon_{2}$ small enough, there can be only one $P_{i}\left(P_{j}(n)\right)$ for a given $\alpha \in I^{1}\left(\beta \in J^{1}\right)$ such that the second possibilities in (11) show up.

We are thus led, by making $\varepsilon$ small enough, to the following partitions of the sets $I$ and $J$ and the corresponding coarse graining of $\left\{x_{\alpha \beta}(n)\right\}_{(\alpha, \beta) \in I \times J}$ :

$$
\left.\begin{array}{rlrl}
\alpha \in I_{i}^{1}: & \hat{\omega}\left(x_{\alpha}^{1}(n) P_{i}\right) \geqq 1-\eta_{1}(\varepsilon), \quad \hat{\omega}\left(x_{\alpha}^{1}(n) P_{r}\right) \leqq \eta_{1}(\varepsilon) \quad \text { if } \quad r \neq i \\
& \sum_{\alpha \in I^{2}} \omega\left(x_{\alpha}^{1}(n)\right) \leqq \sqrt{\varepsilon}, \\
\beta \in J_{j}^{2}: \quad & \hat{\omega}\left(x_{\beta}^{2}(n) P_{j}(n)\right) \geqq 1-\eta(\varepsilon), \quad \hat{\omega}\left(x_{\beta}^{2}(n) P_{s}(n)\right) \leqq \eta(\varepsilon) \quad \text { if } \quad s \neq j \\
\sum_{\beta \in J^{2}} \omega\left(x_{\beta}^{2}(n)\right) \leqq \sqrt{\varepsilon} \\
y_{i j}(n)=\sum_{\alpha \in I_{i}} \sum_{\beta \in J_{j}} x_{\alpha \beta}(n), \quad i, j=1, \ldots, N \\
y_{N+1, j}(n)=\sum_{\alpha \in I^{2}} \sum_{\beta \in J_{J}} x_{\alpha \beta}(n), \quad j=1, \ldots, N  \tag{13}\\
y_{i, N+1}(n)=\sum_{\beta \in J^{2}} \sum_{\alpha \in I_{i}} x_{\alpha \beta}(n), \quad i=1, \ldots, N \\
y_{N+1, N+1}(n)=\sum_{\beta \in J^{2}} \sum_{\alpha \in I^{2}} x_{\alpha \beta}(n) .
\end{array}\right\}
$$

If then follows:

$$
\begin{aligned}
& y_{i}^{1}(n)=\sum_{j=1}^{N+1} y_{i j}(n)=\left\{\begin{array}{ll}
\sum_{\alpha \in I_{i}} x_{\alpha}^{1}(n) & i \leqq N \\
\sum_{\alpha \in I^{2}} x_{\alpha}^{1}(n) & i=N+1
\end{array},\right. \\
& y_{j}^{2}(n)=\sum_{i=1}^{N+1} y_{i j}(n)=\left\{\begin{array}{ll}
\sum_{\beta \in J_{j}} x_{\beta}^{2}(n) & j \leqq N \\
\sum_{\beta \in J^{2}} x_{\beta}^{2}(n) & j=N+1
\end{array},\right. \\
& \sum_{i=1}^{N+1} \sum_{j=1}^{N+1} y_{i j}(n)=\mathbf{1}, \quad \sum_{i=1}^{N+1} y_{i}^{1}(n)=\mathbf{1}, \quad \sum_{j=1}^{N+1} y_{j}^{2}(n)=\mathbf{1} .
\end{aligned}
$$

Part II: Evaluation of the Estimates. We have to control the quantity:

$$
\begin{equation*}
\left|H_{\left\{y_{i j}(n)\right\}}\left(\mathscr{A}, \mathscr{A}_{n}\right)-H_{\left\{\alpha_{\alpha \beta}(n)\right\}}\left(\mathscr{A}, \mathscr{A}_{n}\right)\right| \tag{14}
\end{equation*}
$$

which is smaller than (see Remark (3.1.7))

$$
\begin{align*}
& \left|\sum_{i, j=1}^{N+1} \omega\left(y_{i j}(n)\right) \log \frac{\omega\left(y_{i}^{1}(n)\right) \omega\left(y_{j}^{2}(n)\right)}{\omega\left(y_{i j}(n)\right)}-\sum_{\alpha, \beta \in I \times J} \omega\left(x_{\alpha \beta}(n)\right) \log \frac{\omega\left(x_{\alpha}^{1}(n)\right) \omega\left(x_{\beta}^{2}(n)\right)}{\omega\left(x_{\alpha \beta}(n)\right)}\right|,  \tag{15}\\
& + \\
& \left|\sum_{i=1}^{N+1} \omega\left(y_{i}^{1}(n)\right) S\left(\omega, \hat{\omega}\left(y_{i}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}}-\sum_{\alpha \in I} \omega\left(x_{\alpha}^{1}(n)\right) S\left(\omega, \hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}}\right|,  \tag{16}\\
& \left|\sum_{j=1}^{N+1} \omega\left(y_{j}^{2}(n)\right) S\left(\omega, \hat{\omega}\left(y_{j}^{2}(n) \cdot\right)\right)_{\mid \mathscr{A}_{n}}-\sum_{\beta \in J} \omega\left(x_{\beta}^{2}(n)\right) S\left(\omega, \hat{\omega}\left(x_{\beta}^{2}(n) \cdot\right)\right)_{\mid \mathscr{A}_{n}}\right| . \tag{17}
\end{align*}
$$

The properties of the function $x(\log x-\log y)$ imply that the second term in (15) always decreases under a coarse graining (see [2], Lemma VI.1).

Together with (5) we get ( 15 ) $\leqq 2 \varepsilon$.
We can rewrite

$$
\begin{aligned}
(16)= & \left|\sum_{i=1}^{N+1} \omega\left(y_{i}^{1}(n)\right) S\left(\hat{\omega}\left(y_{i}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}}-\sum_{\alpha \in I} \omega\left(x_{\alpha}^{1}(n)\right) S\left(\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}}\right| \\
\leqq & \left|\omega\left(y_{N+1}^{1}(n)\right) S\left(\hat{\omega}\left(y_{N+1}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}}-\sum_{\alpha \in I^{2}} \omega\left(x_{\alpha}^{1}(n)\right) S\left(\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}}\right| \\
& \left.+\mid \sum_{k=1}^{N}\left\{\omega\left(y_{k}^{1}(n)\right) S\left(\hat{\omega}\left(y_{k}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}}-\sum_{\alpha \in I_{k}^{1}} \omega\left(x_{\alpha}^{1}(n)\right) S\left(\hat{\omega}\left(x_{\alpha}^{1}(n)\right) \cdot\right)\right)_{\mid \mathscr{A}}\right\} \mid .
\end{aligned}
$$

Since $\operatorname{dim} A=N$ and $S\left(\omega_{\mid \& \ell}\right) \leqq \ln N$ for any state $\omega$, along with (12) we get:

$$
(16) \leqq 2 \sqrt{\varepsilon} \ln N+\sum_{k=1}^{N} \sum_{\alpha \in I_{k}^{1}} \omega\left(x_{\alpha}^{1}(n)\right)\left|S\left(\hat{\omega}\left(y_{k}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}}-S\left(\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)\right)_{\mid \mathscr{Q}}\right|
$$

(Recall: $y_{k}^{1}(n)=\sum_{\alpha \in I_{k}^{1}} x_{\alpha}^{1}(n)$ )
Let us concentrate on $\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)_{\mid \mathscr{A}}$ for $\alpha \in I_{k}^{1}$,

$$
\begin{aligned}
\hat{\omega}\left(x_{\alpha}^{1}(n) P_{i}\right)-\hat{\omega}\left(P_{k} P_{i}\right) & =\omega\left[\left(\frac{x_{\alpha}^{1}(n)}{\omega\left(x_{\alpha}^{1}(n)\right)}-\frac{P_{k}}{\omega\left(P_{k}\right)}\right) P_{i}\right] \\
& = \begin{cases}\hat{\omega}\left(x_{\alpha}^{1}(n) P_{k}\right)-1 \geqq \eta_{1}(\varepsilon) \cdots & i=k \\
\hat{\omega}\left(x_{\alpha}^{1}(n) P_{i}\right) \leqq \eta_{1}(\varepsilon) \cdots & i \neq k\end{cases}
\end{aligned}
$$

due to (12).
If $E: \mathscr{M} \rightarrow \mathscr{A}$ is the conditional expectation into $\mathscr{A}$ which respects the trace $\omega$, then:
$\left|\hat{\omega}\left(x_{\alpha}^{1}(n) P_{i}\right)-\hat{\omega}\left(P_{k} P_{i}\right)\right|=\left|\omega\left[\left(\frac{E\left[x_{\alpha}^{1}(n)\right]}{\omega\left(x_{\alpha}^{1}(n)\right)}-\frac{P_{k}}{\omega\left(P_{k}\right)}\right) P_{i}\right]\right| \leqq \eta_{1}(\varepsilon) \quad \forall i=1, \ldots, N$.
Set

$$
\begin{equation*}
E\left(x_{\alpha}^{1}(n)\right)=\sum_{r=1}^{N} \mu_{\alpha}^{1, r}(n) P_{r} \tag{19}
\end{equation*}
$$

As $0<x_{\alpha}^{1}(n)<\mathbf{1} \forall \alpha \in I, 0<\mu_{\alpha}^{1, r}(n)<1$ and, for $\alpha \in I_{k}^{1}$, we get:
$\mu_{\alpha}^{1, k}(n) \omega\left(P_{k}\right)=\omega\left[E\left(x_{\alpha}^{1}(n)\right) P_{k}\right]=\hat{\omega}\left(x_{\alpha}^{1}(n) P_{k}\right) \omega\left(x_{\alpha}^{1}(n)\right) \geqq \omega\left(x_{\alpha}^{1}(n)\right)\left(1-\eta_{1}(\varepsilon)\right)$
$\mu_{\alpha}^{1, r}(n) \omega\left(P_{r}\right)=\omega\left[E\left(x_{\alpha}^{1}(n)\right) P_{r}\right]=\hat{\omega}\left(x_{\alpha}^{1}(n) P_{r}\right) \omega\left(x_{\alpha}^{1}(n)\right) \leqq \omega\left(x_{\alpha}^{1}(n)\right) \eta_{1}(\varepsilon) \quad r \neq k$.

Therefore: $\forall \alpha \in I_{k}^{1}, \forall i=1, \ldots, N$,

$$
\left|\omega\left[\left(E\left(x_{\alpha}^{1}(n)\right)-\mu_{\alpha}^{1, k}(n) P_{k}\right) P_{i}\right]\right| \leqq \eta_{1}(\varepsilon) \omega\left(x_{\alpha}^{1}(n)\right)
$$

and, after summing over $\alpha \in I_{k}^{1}$ and setting $c_{k}^{1}(n)=\sum_{\alpha \in I_{k}^{1}} \mu_{\alpha}^{1, k}(n)$,

$$
\begin{equation*}
\left|\omega\left[\left(E\left(y_{k}^{1}(n)\right)-c_{k}^{1}(n) P_{k}\right) P_{i}\right]\right| \leqq \eta_{1}(\varepsilon) . \tag{21}
\end{equation*}
$$

Let $\omega_{*}$ indicate $\min _{1 \leqq i \leqq N} \omega\left(P_{i}\right)$, then

$$
\begin{equation*}
\left\|E\left(y_{k}^{1}(n)\right)-c_{k}^{1}(n) P_{k}\right\| \leqq \eta_{1}(\varepsilon) \omega_{*}^{-1} \tag{22}
\end{equation*}
$$

From (19) it follows:

$$
\sum_{\alpha \in I_{k}^{1}} \mu_{\alpha}^{1, k}(n) \omega\left(P_{k}\right)=\sum_{\alpha \in I_{k}^{1}} \omega\left(E\left(x_{\alpha}^{1}(n)\right) P_{k}\right)=\omega\left(P_{k} y_{k}^{1}(n) P_{k}\right) \leqq \omega\left(P_{k}\right),
$$

and thus $0 \leqq c_{k}^{1}(n) \leqq 1$.
Furthermore, using (22) in the last inequality:

$$
\begin{aligned}
1 & =\sum_{k=1}^{N+1} \omega\left(y_{k}^{1}(n)\right) \\
& =\omega\left(y_{N+1}^{1}(n)\right)+\sum_{k=1}^{N}\left[\omega\left(y_{k}^{1}(n)\right)-\omega\left(P_{k}\right) c_{k}^{1}(n)\right]+\sum_{k=1}^{N} c_{k}^{1}(n) \omega\left(P_{k}\right) \\
& \leqq \sqrt{\varepsilon}+N \omega_{*}^{-1} \eta_{1}(\varepsilon)+\sum_{k=1}^{N} c_{k}^{1}(n) \omega\left(P_{k}\right)
\end{aligned}
$$

As $\sum_{k=1}^{N} \omega\left(P_{k}\right)=1$ and $c_{k}^{1}(n) \leqq 1$ for any $k=1, \ldots, N$ it turns out:

$$
\begin{equation*}
1-c_{k}^{1}(n) \leqq \omega_{*}^{-1}\left(\sqrt{\varepsilon}+N \omega_{*}^{-1} \eta_{1}(\varepsilon)\right) \tag{23}
\end{equation*}
$$

Putting together the preceding estimates (22), (23) we eventually obtain:

$$
\begin{align*}
\left\|E\left(y_{k}^{1}(n)\right)-P_{k}\right\| & \leqq\left\|E\left(y_{k}^{1}(n)\right)-c_{k}^{1}(n) P_{k}\right\|+\left(1-c_{k}^{1}(n)\right) \\
& \leqq \omega_{*}^{-1}\left[\sqrt{\varepsilon}+\eta_{1}(\varepsilon)\left(1+N \omega_{*}^{-1}\right)\right]=: \delta_{2}(\varepsilon), \quad k=1, \ldots, N \tag{24}
\end{align*}
$$

The second estimate in the statement of the theorem is therefore obtained and the proof of the third one follows by exactly the same argument with the replacement of $\mathscr{A}, E: \mathscr{M} \rightarrow \mathscr{A},\left\{P_{i}\right\}_{i=1, \ldots, N}$ by $\mathscr{A}_{n}, E_{n}: \mathscr{M} \rightarrow \mathscr{A}_{n},\left\{P_{i}(n)\right\}_{i=1, \ldots, N}$, respectively.

We go back now to the estimate:

$$
(16) \leqq 2 \sqrt{\varepsilon} \ln N+\sum_{k=1}^{N} \sum_{\alpha \in I_{k}^{1}} \omega\left(x_{\alpha}^{1}(n)\right)\left|S\left(\hat{\omega}\left(y_{k}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}}-S\left(\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)\right)_{\mid \mathscr{A}}\right|
$$

and observe that

$$
\begin{align*}
\| \hat{\omega}\left(y_{k}^{1}(n) \cdot\right)_{\mid \mathscr{A}}- & \hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)_{\mid \mathscr{A}} \|=\sup _{a \in A,\|a\| \leqq 1}\left|\hat{\omega}\left(y_{k}^{1}(n) a\right)-\hat{\omega}\left(x_{\alpha}^{1}(n) a\right)\right| \\
& \leqq \sup _{a \in A,\|a\| \leqq 1}\left|\hat{\omega}\left(y_{k}^{1}(n) a\right)-\frac{\omega\left(P_{k} a\right)}{\omega\left(P_{k}\right)}\right|+\sup _{a \in A,\|\mid a\| \leqq 1}\left|\frac{\omega\left(P_{k} a\right)}{\omega\left(P_{k}\right)}-\hat{\omega}\left(x_{\alpha}^{1}(n) a\right)\right| . \tag{25}
\end{align*}
$$

From (18) we have:

$$
\begin{equation*}
\sup _{a \in A,\|a\| \leqq 1}\left|\hat{\omega}\left(x_{\alpha}^{1}(n) a\right)-\hat{\omega}\left(P_{k} a\right)\right| \leqq N \eta_{1}(\varepsilon) . \tag{26}
\end{equation*}
$$

On the other hand:

$$
\begin{align*}
\left|\hat{\omega}\left(y_{k}^{1}(n) a\right)-\hat{\omega}\left(P_{k} a\right)\right| & \leqq\left|\frac{\omega\left(y_{k}^{1}(n) a\right)}{\omega\left(y_{k}^{1}(n)\right)}-\frac{\omega\left(y_{k}^{1}(n) a\right)}{\omega\left(P_{k}\right)}\right|+\left|\frac{\omega\left(E\left(y_{k}^{1}(n)\right) a\right)-\omega\left(P_{k} a\right)}{\omega\left(P_{k}\right)}\right| \\
& \leqq \omega\left(y_{k}^{1}(n)\right)\left|\frac{1}{\omega\left(y_{k}^{1}(n)\right)}-\frac{1}{\omega\left(P_{k}\right)}\right|+\frac{\delta_{2}(\varepsilon)}{\omega\left(P_{k}\right)} \leqq 2 \delta_{2}(\varepsilon) \omega_{*}^{-1} \tag{27}
\end{align*}
$$

where (24) has been used and the fact that $0 \leqq y_{k}^{1}(n) \leqq$ 1. (26) and (27) yield:

$$
\begin{equation*}
\left\|\hat{\omega}\left(y_{k}^{1}(n) \cdot\right)_{\mid \mathscr{}}-\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)_{\mid \& A}\right\| \leqq N \eta_{1}(\varepsilon)+2 \delta_{2}(\varepsilon) \omega_{*}^{-1}=: \gamma_{1}(\varepsilon) \tag{28}
\end{equation*}
$$

Inserting (28) in the estimate

$$
\left\lvert\, S\left(\psi_{\mid \mathscr{A}}\right)-S\left(\phi_{\mid \mathscr{A}} \left\lvert\, \leqq 3\left\|\psi_{\mid \mathscr{A}}-\phi_{|\mathscr{A}|}\right\|\left[\frac{1}{2}+\log \left(1+\frac{\operatorname{dim} A}{\left\|\psi_{\mid \mathscr{A}}-\phi_{\mid \mathscr{A}}\right\|}\right)\right]\right.\right.\right.
$$

given in [2, Lemma IV.1], we get

$$
(16) \leqq 2 \sqrt{\varepsilon} \ln N+3 \gamma_{1}(\varepsilon)\left[\frac{1}{2}+\log \left(1+\frac{N}{\gamma_{1}(\varepsilon)}\right)\right]=: \gamma_{2}(\varepsilon) .
$$

The estimate $(17) \leqq \gamma_{2}(\varepsilon)$ can be performed following the very same argument, so that:

$$
\left|H_{\left\{y_{i j}(n)\right\}}\left(\mathscr{A}, \mathscr{A}_{n}\right)-H_{\left\{x_{\alpha \beta}(n)\right\}}\left(\mathscr{A}, \mathscr{A}_{n}\right)\right| \leqq 2 \varepsilon+2 \gamma_{2}(\varepsilon) .
$$

Remembering the inequality (4) at the beginning of Part I together with the definition $\varepsilon=\varepsilon_{1}+\eta_{2}\left(\varepsilon_{2}\right)$ we get:

$$
H_{\left\{y _ { i j } \left(^{(n)\}}\right.\right.}\left(\mathscr{A}, \mathscr{A}_{n}\right) \geqq H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)-\delta_{1}(\varepsilon) \quad \forall n \geqq M
$$

with $\delta_{1}(\varepsilon)=4 \varepsilon+2 \gamma_{2}(\varepsilon)$ the generic $\varepsilon$ of the statement of the theorem being obtained by choosing $\varepsilon_{2}$ small enough and $M \in \mathbf{N}$ large enough.

## Remarks (3.2.2).

1. In the first part of the proof of the theorem the main point was selecting those decomposing states whose weight was not too small in comparison with $\varepsilon$. Indeed we required the corresponding entropies to be smaller than $\sqrt{\varepsilon}$ : in other words we have eliminated, via the coarse graining, "the points with too small measure." As

$$
\sum_{\alpha \in I} \omega\left(x_{\alpha}^{1}(n)\right)=\sum_{\beta \in J} \omega\left(x_{\beta}^{2}(n)\right)=1,
$$

we see that for any $\varepsilon$ there will be $\alpha$ and $\beta$ for which $S\left(\hat{\omega}\left(x_{\alpha}^{1}(n) \cdot\right)_{\mid \mathscr{A}}\right) \leqq \sqrt{\varepsilon}$, $S\left(\hat{\omega}\left(x_{\beta}^{2}(n) \cdot\right)_{\mid \mathscr{A}_{n}}\right) \leqq \sqrt{\varepsilon}$, otherwise the above two sums would result smaller than $\sqrt{\varepsilon}$. 2. We have indicated by $\left\{x_{\alpha \beta}(n)\right\}_{(\alpha, \beta) \in I \times J}$ the decomposition of cardinality $N\left(\varepsilon_{2}, N\right)$ which gives $H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)$ within the infinitesimal function, $\eta\left(\varepsilon_{2}\right)$, of $\varepsilon_{2}$. As the coarse graining has been performed using the operators $x_{\alpha \beta}(n)$ which should carry another cumbersome parameter $\varepsilon_{2}$, also the resulting $y_{i j}(n)$ 's depend on $\varepsilon_{2}$. By the very construction of the coarse grained decomposition we see that the result is stable with respect to $\varepsilon_{2}$. If we let $\varepsilon_{2}$ go to zero the corresponding $\varepsilon=\varepsilon_{1}+\eta_{2}\left(\varepsilon_{2}\right)$ turns into $\varepsilon=\varepsilon_{1}$ and all the estimates hold with this new $\varepsilon$. On the other hand, $\varepsilon_{2}=0$ means that $\left\{y_{i j}(n)\right\}$ is, in this case, a coarse graining of an optimal decomposition. This coarse graining depends now only on $\varepsilon_{1}=\varepsilon$ and we are thus in the position of performing the limit $n \rightarrow \infty$, with respect to the selected sequence of decompositions $\left\{y_{i j}(n)\right\}_{i, j=1, \ldots, N+1}$.

This is the content of:
Corollary (3.2.3). There exists a sequence of decompositions $\left\{y_{i j}(n)\right\}_{i, j=1, \ldots, N+1}$ such that
1.

$$
\lim _{n}\left[H_{\left\{y_{i j}(n)\right\}}\left(\mathscr{A}, \mathscr{A}_{n}\right)-H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)\right]=0
$$

2. 

$$
\lim _{n}\left\|E\left(y_{i}^{1}(n)\right)-P_{i}\right\|=0, \quad i=1, \ldots, N
$$

3. 

$$
\lim _{n} \| E_{n}\left(y_{j}^{2}(n)-P_{j}(n) \|=0, \quad j=1, \ldots, N\right.
$$

4. 

$$
\lim _{n} \omega\left(y_{N+1}^{1}(n)\right)=\lim _{n} \omega\left(y_{N+1}^{2}(n)\right)=0,
$$

$E, E_{n}, y_{i}^{1}(n), y_{j}^{2}(n)$ have been introduced and explained during the proof of Theorem (3.2.1).

## 4. The Clustering Properties

We now apply the results of Sect. 3.2 to prove Theorem (3.1.3). We recall that, according to Lemma (3.1.5), we should show:
1.

$$
\lim _{n} \omega\left(P Q_{n}\right)=\omega(P) \omega(Q),
$$

2. 

$$
\lim _{n} \omega\left(P Q_{n} P Q_{n}\right)=\omega(P) \omega(Q) \quad \text { if } \quad[P, Q]=0
$$

$\left(Q_{n}=\sigma^{n}(Q) \cdot\right)$
We start from Corollary (3.2.3) and prove:

## Lemma (4.1).

$$
\lim _{n}\left\|E\left[y_{i j}(n)\right]-P_{i} E\left[\left(P_{j}\right)_{n}\right] P_{i}\right\|=\lim _{n}\left\|E_{n}\left[y_{i j}(n)\right]-\left(P_{j}\right)_{n} E_{n}\left[P_{i}\right]\left(P_{j}\right)_{n}\right\|=0 .
$$

Proof. From $\lim _{n}\left\|E\left(y_{k}^{1}(n)\right)-P_{k}\right\|=0$ together with $0<y_{k}^{1}(n)<1$ we get

$$
\lim _{n} \omega\left(\left[y_{k}^{1}(n)-P_{k}\right]^{2}\right) \leqq \lim _{n} \omega\left(E\left(y_{k}^{1}(n)\right)-2 P_{k} E\left(y_{k}^{1}(n)\right)+P_{k}\right)=0
$$

In complete analogy, $\lim _{n} \omega\left(\left[y_{k}^{2}(n)-\left(P_{k}\right)_{n}\right]^{2}\right)=0$, so that $y_{i j}(n)$ tends strongly to both refinements of $P_{i}$ and $\left(P_{j}\right)_{n}$, respectively:

$$
\begin{equation*}
\mathrm{s}-\lim _{n}\left[y_{i j}(n)-P_{i} y_{i j}(n) P_{i}\right]=\mathrm{s}-\lim _{n}\left[y_{i j}(n)-\left(P_{j}\right)_{n} y_{i j}(n)\left(P_{j}\right)_{n}\right]=0 \tag{29}
\end{equation*}
$$

This is a consequence of the following observations: We write

$$
y_{i j}(n)=\sqrt{y_{i}^{1}(n)} z_{i j}(n) \sqrt{y_{i}^{1}(n)}
$$

and use

$$
\operatorname{st}-\lim _{n} \sqrt{y_{i}^{1}(n)}\left(1-P_{i}\right)=0
$$

so that

$$
\begin{aligned}
0 & =\operatorname{st}-\lim _{n}\left(y_{i j}(n)-\sqrt{y_{i}^{1}(n)} z_{i j}(n) \sqrt{y_{i}^{1}(n)} P_{i}\right) \Omega \\
& =\operatorname{st}-\lim _{n} J\left(y_{i j}(n)-\sqrt{y_{i}^{1}(n)} z_{i j}(n) \sqrt{y_{i}^{1}(n)} P_{i}\right) \Omega
\end{aligned}
$$

$$
\begin{aligned}
& =\operatorname{st}-\lim _{n}\left(y_{i j}(n)-P_{i} \sqrt{y_{i}^{1}(n)} z_{i j}(n) \sqrt{y_{i}^{1}(n)}\right) \Omega \\
& =\operatorname{st}-\lim _{n}\left(y_{i j}(n)-P_{i} y_{i j}(n) P_{i}\right) \Omega .
\end{aligned}
$$

We now consider

$$
\begin{aligned}
& \lim _{n} \omega\left(\left[E\left(y_{i j}(n)\right)-P_{i} E\left[\left(P_{j}\right)_{n}\right] P_{i}\right] P_{k}\right) \\
& \quad= \begin{cases}\lim _{n} \omega\left(y_{i j}(n) P_{k}\right) & \text { for } \quad i \neq k, \\
\lim _{n} \omega\left(E\left(y_{i j}(n)\right) P_{i}-P_{i} E\left[\left(P_{j}\right)_{n}\right] P_{i}\right)=\lim _{n} \omega\left(y_{i j}(n)-P_{i}\left(P_{j}\right)_{n} P_{i}\right) & \text { for } \quad i=k,\end{cases}
\end{aligned}
$$

where $E: M \rightarrow A$ is the canonical conditional expectation already used. From above we know:

$$
\begin{align*}
\mathrm{s}-\lim \left[y_{k}^{2}(n)-\left(P_{k}\right)_{n}\right] & =\mathrm{s}-\lim \left(\sum_{i=1}^{N+1} y_{i k}(n)-\left(P_{k}\right)_{n}\right)=0, \quad k=1, \ldots, N,  \tag{30}\\
\mathrm{~s}-\lim \left[y_{k}^{1}(n)-P_{k}\right] & =\mathrm{s}-\lim \left(\sum_{i=1}^{N+1} y_{k i}(n)-P_{k}\right)=0, \quad k=1, \ldots, N . \tag{31}
\end{align*}
$$

When $i \neq k$ then we can use the first equality in (29) and thus arrive at:

$$
\lim _{n} \omega\left(y_{i j}(n) P_{k}\right)=\lim _{n} \omega\left(P_{i} y_{i j}(n) P_{i} P_{k}\right)=0 .
$$

If $i=k$ then (30) can be exploited first to show:

$$
\begin{aligned}
& \lim _{n} \omega\left(P_{i}\left(P_{j}\right)_{n} P_{i}\right)=\lim _{n} \omega\left(P_{i} y_{j}^{2}(n) P_{i}\right) \\
& =\lim _{n} \sum_{k=1}^{N+1} \omega\left(P_{i} y_{k j}(n) P_{i}\right)=\lim _{n}\left[\sum_{k=1}^{N} \omega\left(P_{i} y_{k j}(n) P_{i}\right)+\omega\left(P_{i} y_{N+1, j}(n) P_{i}\right)\right]
\end{aligned}
$$

Again the first equality in (29) serves to get:

$$
\lim _{n} \omega\left(P_{i} y_{k j}(n) P_{i}\right)=\lim _{n} \omega\left(P_{i} P_{k} y_{k j}(n) P_{k} P_{i}\right)=\delta_{i k} \lim _{n} \omega\left(P_{i} y_{i j}(n) P_{i}\right),
$$

and thus

$$
\lim _{n} \omega\left(P_{i}\left(P_{j}\right)_{n} P_{i}\right)=\lim _{n}\left[\omega\left(P_{i} y_{i j}(n) P_{i}\right)+\omega\left(P_{i} y_{N+1, j}(n) P_{i}\right)\right] .
$$

The first limit on the right-hand side of the above equality is equal to $\lim _{n} \omega\left(y_{i j}(n)\right)$ owing to (29), whereas the second one is zero according to (3.2.3, 4).

Hence

$$
\lim _{n} \omega\left(\left[E\left[y_{i j}(n)\right]-P_{i} E\left[\left(P_{j}\right)_{n}\right] P_{i}\right] P_{k}\right)=0 \forall i, j, k=1, \ldots, N .
$$

Owing to the finite dimensionality of the subalgebra $\mathscr{A}$, from the above it follows that

$$
\lim _{n}\left\|E\left[y_{i j}(n)-P_{i}\left(P_{j}\right)_{n} P_{i}\right]\right\|=0 .
$$

On considering the canonical conditional expectation $E_{n}: M \rightarrow \mathscr{A}_{n}$, the very same
argument, now using (29) and (31), leads to

$$
\lim _{n}\left\|E_{n}\left[y_{i j}(n)-\left(P_{j}\right)_{n} P_{i}\left(P_{j}\right)_{n}\right]\right\|=0
$$

In Property (2.2.4) we have introduced the quantity $H_{\omega}\left(\mathscr{A}_{1} \mid \mathscr{A}_{2}\right)$ which is analogous to the classical conditional entropy [3] and can be fruitfully used at this point.

## Lemma (4.2).

1. If $(\mathscr{M}, \omega, \sigma)$ is an entropic $K$-system and $\mathscr{A}$ is a finite dimensional subalgebra of $\mathscr{M}$, then:

$$
\lim _{n} H_{\omega}\left(\mathscr{A} \mid \mathscr{A}_{n}\right)=H_{\omega}(\mathscr{A}) \quad\left(\mathscr{A}_{n} \text { being } \sigma^{n}(\mathscr{A})\right) .
$$

2. If $\mathscr{M}$ is in addition a type $\mathrm{II}_{1}$ factor and $\omega$ the trace, then:

$$
\lim _{n} H_{\omega}\left(\mathscr{B} \mid \mathscr{A}_{n}\right)=H_{\omega}(\mathscr{B})
$$

if $\mathscr{B}$ is a maximal abelian subalgebra of $\mathscr{A}$.
Proof. From covariance (Property (2.2.3)) we know: $H_{\omega}\left(\mathscr{A}_{n}\right)=H_{\omega}(\mathscr{A}) \forall n$, and from the complete memory loss assumption (Definition (2.4)) we have: $2 H_{\omega}(\mathscr{A})=$ $\lim _{n} H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)$. Using Property (2.2.4), we have:

$$
\begin{aligned}
2 H_{\omega}(\mathscr{A}) & =\lim _{n}\left\{H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)-H_{\omega}\left(\mathscr{A}_{n}\right)+H_{\omega}\left(\mathscr{A}_{n}\right)\right\} \\
& \leqq \lim _{n} H_{\omega}\left(\mathscr{A} \mid \mathscr{A}_{n}\right)+H_{\omega}(\mathscr{A}) \leqq 2 H_{\omega}(\mathscr{A}) .
\end{aligned}
$$

From covariance and Remark (2.3.5) we get:

$$
H_{\omega}(\mathscr{A})=H_{\omega}(\mathscr{B})=H_{\omega}\left(A_{n}\right)=H_{\omega}\left(\mathscr{B}_{n}\right) .
$$

$\mathscr{B} \subset \mathscr{A}$ and monotonicity (Property (2.2.1)) imply

$$
H_{\omega}\left(\mathscr{B}, \mathscr{B}_{n}\right) \leqq H_{\omega}\left(\mathscr{B}, \mathscr{A}_{n}\right) .
$$

Together with $\lim _{n} H_{\omega}\left(\mathscr{B}, \mathscr{B}_{n}\right)=2 H_{\omega}(\mathscr{B})$ we obtain:

$$
\begin{aligned}
H_{\omega}(\mathscr{B}) & =\lim _{n}\left[H_{\omega}\left(\mathscr{B}, \mathscr{B}_{n}\right)-H_{\omega}\left(\mathscr{B}_{n}\right)\right] \leqq \lim _{n}\left[H_{\omega}\left(\mathscr{B}, \mathscr{A}_{n}\right)-H_{\omega}\left(\mathscr{A}_{n}\right)\right] \\
& =\lim _{n} H_{\omega}\left(\mathscr{B} \mid \mathscr{A}_{n}\right) \leqq H_{\omega}(\mathscr{B}) .
\end{aligned}
$$

Lemma (4.3). Assume that $(\mathscr{M}, \omega, \sigma)$ is the dynamical system of Theorem (3.1.3) and that the projectors $P, Q \in \mathscr{M}$ generate a finite dimensional subalgebra $\mathscr{A}=(P \vee Q)^{\prime \prime}$ of $\mathscr{M}$ (such operator pairs are dense in $\mathscr{M}$ ). Then

$$
\lim _{n} \omega\left(P Q_{n}\right)=\omega(P) \omega(Q)
$$

Proof. Let us consider a maximal abelian subalgebra $\mathscr{B}$ of $\mathscr{A}$ to which $P$ belongs and let $\left\{P_{i}\right\}_{i=1, \ldots, N}$ be the generating set of minimal projectors. From Remark (2.3.2) we know:

$$
H_{\omega}(\mathscr{B})=-\sum_{i=1}^{N} \omega\left(P_{i}\right) \log \omega\left(P_{i}\right)=S\left(\omega_{\mid \mathscr{B}}\right)
$$

From Lemma (4.2) and the definition of $H_{\omega}\left(\mathscr{A}_{1} \mid \mathscr{A}_{2}\right)$ in Property (2.2.4):

$$
\begin{aligned}
\lim _{n} H_{\omega}\left(\mathscr{B} \mid \mathscr{A}_{n}\right) & =\lim _{n} \sup _{\omega=\sum_{i} \omega\left(x_{i}\right)}\left[\sum_{i} \omega\left(x_{i}\right)\left[S\left(\omega \mid \hat{\omega}\left(x_{i} \cdot\right)\right)_{\mid \mathscr{O}}-S\left(\omega \mid \hat{\omega}\left(x_{i} \cdot\right)\right)_{\mid \mathscr{A}_{n}}\right]\right] \\
& =-\sum_{j} \omega\left(P_{j}\right) \log \omega\left(P_{j}\right) .
\end{aligned}
$$

As $H_{\omega}\left(\mathscr{B} \mid \mathscr{A}_{n}\right) \leqq H_{\omega}(\mathscr{B})$ we have that $\forall \varepsilon_{1}>0 \exists M \in \mathbf{N}$ :

$$
\begin{equation*}
\forall n \geqq M \quad H_{\omega}(\mathscr{B})-H_{\omega}\left(\mathscr{B} \mid \mathscr{A}_{n}\right) \leqq \varepsilon_{1} \tag{32}
\end{equation*}
$$

Introducing in (32) the expression for $H_{\omega}\left(\mathscr{A}_{1} \mid \mathscr{A}_{2}\right)$ given in (2.2.4) we get:

$$
\begin{equation*}
H_{\omega}(\mathscr{B})-\sup _{\omega=\sum_{i} \omega\left(x_{i} \cdot\right.}\left\{\sum_{i} \omega\left(x_{i}\right)\left[S\left(\omega, \hat{\omega}\left(x_{i} \cdot\right)\right)_{\mid \mathscr{R}}-S\left(\omega, \hat{\omega}\left(x_{i} \cdot\right)\right)_{\mid \mathscr{Q}_{n}}\right]\right\} \leqq \varepsilon_{1} \tag{33}
\end{equation*}
$$

To the second term of the left-hand side of (33) we can apply the same argument of [2, Lemma VI.1] to construct $\forall \varepsilon>0$ a finite decomposition $\left\{x_{\alpha}(n)\right\}$ whose cardinality depends on $\varepsilon_{2}$ such that:

$$
\begin{array}{r}
H_{\omega}\left(\mathscr{B} \mid \mathscr{A}_{n}\right) \leqq \sum_{\alpha} \omega\left(x_{\alpha}(n)\right)\left[S\left(\omega, \hat{\omega}\left(x_{\alpha}(n) \cdot\right)\right)_{\mid \mathscr{P}}-S\left(\omega, \hat{\omega}\left(x_{\alpha}(n) \cdot\right)\right)_{\left.\mid \mathscr{Q}_{n}\right]}\right]+\eta_{2}\left(\varepsilon_{2}\right), \\
\eta_{2}\left(\varepsilon_{2}\right) \xrightarrow{\varepsilon_{2} \rightarrow 0^{+}} 0^{+} . \tag{34}
\end{array}
$$

Using (34), (33) turns into

$$
H_{\omega}(\mathscr{B})-\sum_{\alpha} \omega\left(x_{\alpha}(n)\right)\left[S\left(\omega, \hat{\omega}\left(x_{\alpha}(n) \cdot\right)\right)_{\mid \mathscr{B}}-S\left(\omega, \hat{\omega}\left(x_{\alpha}(n) \cdot\right)\right)_{\mid \mathscr{A}_{n}}\right] \leqq \varepsilon_{1}+\eta_{2}\left(\varepsilon_{2}\right)=: \varepsilon .
$$

Since

$$
\sum_{\alpha} \omega\left(x_{\alpha}(n)\right) S\left(\omega, \hat{\omega}\left(x_{\alpha}(n) \cdot\right)\right)_{\mid \mathscr{\theta}}=S\left(\omega_{\mid \mathscr{O}}\right)-\sum_{\alpha} \omega\left(x_{\alpha}(n)\right) S\left(\hat{\omega}\left(x_{\alpha}(n) \cdot\right)\right)_{\mid \mathscr{A}}
$$

and

$$
S\left(\omega_{\mid \mathscr{B}}\right)=H_{\omega}(\mathscr{B}) \quad(\mathscr{B} \text { is abelian })
$$

we obtain:

$$
\begin{equation*}
\sum_{\alpha} \omega\left(x_{\alpha}(n)\right)\left[S\left(\hat{\omega}\left(x_{\alpha}(n) \cdot\right)\right)_{\mid \mathscr{R}}+S\left(\omega, \hat{\omega}\left(x_{\alpha}(n) \cdot\right)\right)_{\left.\right|_{\alpha_{n}}}\right] \leqq \varepsilon . \tag{35}
\end{equation*}
$$

We can thus follow the proof of Theorem (3.2.1), Part I, and Corollary (3.2.3) to construct, via the coarse graining, a sequence of decompositions $\left\{y_{i}(n)\right\}_{i=1, \ldots, N+1}$ such that:

$$
\begin{align*}
\lim _{n}\left\|E\left(y_{i}(n)\right)-P_{i}\right\| & =0, \quad i=1, \ldots, N  \tag{36}\\
\lim _{n} \omega\left(y_{N+1}(n)\right) & =0,  \tag{37}\\
\lim _{n} S\left(\omega, \hat{\omega}\left(y_{i}(n) \cdot\right)\right)_{\mid \mathscr{Q}_{n}} & =0, \quad i=1, \ldots, N . \tag{38}
\end{align*}
$$

Using the proof of Lemma (4.1) we have from (36),

$$
\begin{equation*}
\lim _{n} \omega\left(\left(y_{i}(n)-P_{i}\right)^{2}\right)=0, \quad i=1, \ldots, N \tag{39}
\end{equation*}
$$

Since the relative entropy $S\left(\omega, \hat{\omega}\left(y_{i}(n) \cdot\right)\right)_{\mid \mathscr{A}_{n}}$ is strictly positive unless $\hat{\omega}\left(y_{i}(n) \cdot\right)_{\mid \mathscr{A}_{n}}=$ $\omega_{\mid \mathscr{\vartheta}_{n}}$, using (39) we obtain:

$$
\lim _{n} \hat{\omega}\left(y_{i}(n) Q_{n}\right)=\lim _{n} \frac{\omega\left(P_{i} Q_{n}\right)}{\omega\left(P_{i}\right)}=\omega\left(Q_{n}\right)=\omega(Q), \quad i=1, \ldots, N
$$

therefore

$$
\lim _{n} \omega\left(P Q_{n}\right)=\omega(P) \omega(Q)
$$

when $P \in \mathscr{B}$.
$P$ and $Q$ are in general not commuting, and therefore $(P \vee Q)^{\prime \prime}=: \mathscr{A}$ might be infinite dimensional. In order to exploit the behaviour of the entropic functionals we need finite dimensionality, but we can assume this without loss of generality due to the following Lemma (4.4):
Lemma (4.4). Let $P$ and $Q$ be two projectors, then there exists a sequence of projectors $Q_{r}$ such that $\lim _{r \rightarrow \infty}\left\|Q_{r}-Q\right\|=0$ and $\left(P \vee Q_{r}\right)^{\prime \prime}$ is finite dimensional.

Proof. Restricting $P$ and $Q$ to the range of

$$
E \equiv 1-\{P \wedge Q+(1-P) \wedge Q+P \wedge(1-Q)+(1-P) \wedge(1-Q)\}
$$

we can assume that the partial isometry $u$ obtained by the polar decomposition of $P Q(1-P)$ satisfies $u u^{\dagger}=P, u^{\dagger} u=1-P$. Since $R=1-(P-Q)^{2}$ commutes with $P$ and $Q$, it follows (e.g. [9]) that the von Neumann algebra built by $P$ and $Q$ is isomorphic to $I_{2} \otimes\{R\}^{\prime \prime}$ when restricted to the range of $E$, and is abelian with at most minimal projections when restricted to the range of $1-E$. In the former, $P$ and $Q$ can be written as:

$$
P=\left(\begin{array}{ll}
1 & 0  \tag{40}\\
0 & 0
\end{array}\right), \quad Q=\left(\begin{array}{cc}
R & \sqrt{R(1-R)} \\
\sqrt{R(1-R)} & 1-R
\end{array}\right)
$$

$R$ can be approximated by step functions $R_{\tau}$ so $\left\{R_{\tau}\right\}^{\prime \prime}$ is finite dimensional and $Q_{r}$ (with $R$ replaced by $R_{\tau}$ ) satisfies the condition of Lemma (4.5).

Now we estimate
$\lim _{n \rightarrow \infty}\left|\omega\left(P Q_{n}\right)-\omega(P) \omega(Q)\right| \leqq \lim _{\tau \rightarrow \infty}\left[\lim _{n \rightarrow \infty}\left|\omega\left(P Q_{n, r}\right)-\omega(P) \omega\left(Q_{n, r}\right)\right|+2\left\|Q-Q_{\tau}\right\|\right]=0$.

Hence the weak clustering can be extended beyond the restrictions needed in the proof of Lemma (4.3).
Lemma (4.5). Let $P$ and $Q$ be two commuting projectors in $\mathscr{M}$ and denote by $\mathscr{A}$ the four dimensional abelian subalgebra they generate, $\left\{P_{i}\right\}_{i=1, \ldots, 4}$ being the set of minimal projectors constructed with $P$ and $Q$. Let $E_{n}: \mathscr{M} \rightarrow \mathscr{A}_{n}:=\sigma^{n}(\mathscr{A})$ be the conditional expectation from $\mathscr{M}$ onto $\sigma^{n}(\mathscr{A})$; then

$$
\lim _{n}\left\|E_{n}\left(P_{j}\right)-\omega\left(P_{j}\right)\right\|=0, \quad j=1, \ldots, 4
$$

Proof. From Lemma (4.3), results (36) and (38) we draw the same conclusions as
before:

$$
\lim _{n} \frac{\omega\left(y_{i}(n) P_{j}(n)\right)}{\omega\left(y_{i}(n)\right)}=\lim _{n} \frac{\omega\left(P_{i} P_{j}(n)\right)}{\omega\left(P_{i}\right)}=\lim _{n} \frac{\omega\left(E_{n}\left(P_{i}\right) P_{j}(n)\right)}{\omega\left(P_{i}\right)}=\omega\left(P_{j}\right)
$$

for $i, j=1, \ldots, 4$ and $P_{j}(n)=\sigma^{n}\left(P_{j}\right)$, and exploit the finite dimensionality of $\mathscr{A}$.
Lemma (4.6). With the same hypothesis as in Lemma (4.5), let $\left\{y_{i j}(n)\right\}_{i, j=1, \ldots, 5}$ be the sequence of decompositions for $H_{\omega}\left(\mathscr{A}, \mathscr{A}_{n}\right)$ which behave according to Theorem (3.2.2) and Corollary (3.2.3); then:

$$
\lim _{n}\left\|E_{n}\left(y_{i j}(n)\right)-\omega\left(P_{i}\right) P_{j}(n)\right\|=0, \quad i, j=1, \ldots, 4
$$

Proof. From Lemma (4.1) we get:

$$
\lim _{n}\left\|E_{n}\left(y_{i j}(n)\right)-P_{j}(n) E_{n}\left(P_{i}\right) P_{j}(n)\right\|=0, \quad i, j=1, \ldots, 4
$$

and the result thus follows from Lemma (4.5).
Now we can conclude with:
Lemma (4.7). With the hypothesis of Lemma (4.6):

$$
\lim _{n} \omega\left(P Q_{n} P Q_{n}\right)=\omega(P) \omega(Q)
$$

Proof. Let $P_{1}:=P Q, P_{2}:=P Q^{c}:=P(1-Q), P_{3}:=P^{c} Q:=(1-P) Q$ and $P_{4}:=P^{c} Q^{c}$ be the four minimal projectors which generate the abelian subalgebra $\mathscr{A}$ of the lemma.

Let again $P_{i}(n)$ indicate $\sigma^{n}\left(P_{i}\right) \in \sigma^{n}(\mathscr{A}), i=1, \ldots, 4$. We want to control $\lim _{n} \omega\left(P_{i} P_{j}(n) P_{k} P_{l}(n)\right)$. From Lemma (4.1) we have, using the tracial property of $\omega$,

$$
\lim _{n} \omega\left(P_{i} P_{j}(n) P_{k} P_{l}(n)\right)=\lim _{n} \omega\left(y_{j}^{2}(n) P_{k} P_{l}(n) P_{i}\right)=\sum_{r=1}^{5} \lim _{n} \omega\left(y_{r j}(n) P_{k} P_{l}(n) P_{i}\right) .
$$

From Corollary (3.2.3), result (4), and Lemma (4.1), formula (29), we get:

$$
\begin{aligned}
\lim _{n} \omega\left(P_{i} P_{j}(n) P_{k} P_{l}(n)\right) & =\sum_{r=1}^{4} \lim _{n} \omega\left(P_{r} y_{r j}(n) P_{r} P_{k} P_{l}(n) P_{i}\right) \\
& =\delta_{i k} \lim _{n} \omega\left(P_{i} y_{i j}(n) P_{i} P_{l}(n)\right) .
\end{aligned}
$$

Again Lemma (4.1), formula (29), yields:

$$
\lim _{n} \omega\left(P_{i} P_{j}(n) P_{k} P_{l}(n)\right)=\delta_{i k} \lim _{n} \omega\left(y_{i j}(n) P_{l}(n)\right)=\delta_{i k} \lim _{n} \omega\left(E_{n}\left[y_{i j}(n)\right] P_{l}(n)\right) .
$$

The last step uses Lemma (4.6):

$$
\lim _{n} \omega\left(P_{i} P_{j}(n) P_{k} P_{l}(n)\right)=\delta_{i k} \delta_{j l} \omega\left(P_{i}\right) \omega\left(P_{j}\right)
$$

Since $P=P_{1}+P_{2}$ and $Q=P_{3}+P_{4}$, this result can be applied to obtain:

$$
\begin{aligned}
\lim _{n} \omega\left(P Q_{n} P Q_{n}\right) & =\omega\left(P_{1}\right) \omega\left(P_{3}\right)+\omega\left(P_{1}\right) \omega\left(P_{4}\right)+\omega\left(P_{2}\right) \omega\left(P_{3}\right)+\omega\left(P_{2}\right) \omega\left(P_{4}\right) \\
& =\omega(P) \omega(Q)
\end{aligned}
$$

## 5. Conclusion

In abelian ergodic theory $K$-systems are clustering where no distinction between weak and strong clustering has to be made. As a consequence $\mathscr{A}$ and $\sigma^{n} \mathscr{A}$ from approximately a tensor product and also the state has tensor product structure. In the nonabelian situation weak clustering is sufficient to guarantee convergence to equilibrium. It holds if the system is an algebraic $K$-system [4], but such a system still allows nontrivial relations between $\mathscr{A}$ and $\sigma^{n} \mathscr{A}$ as we know from the odd elements of the Fermi algebra. For entropic $K$-systems $\mathscr{A}$ and $\sigma^{n} \mathscr{A}$ become completely independent from one another in the sense that they form approximately a tensor product. Therefore, the $n$-subalgebra entropy is the relevant quantity to measure to which extent different subalgebras are independent from one another. Furthermore, strong asymptotic abelianness is usually expected to hold for the time evolution of the observable algebra (the even part of the Fermi algebra), and is used, for example, to show that dynamically stable states are KMS states [8]. But it suffices that chaotic properties are satisfied by the observable algebra, whereas it does not matter if they are violated for the field algebra.
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