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Abstract. We find a linearization of the Ernst equation by means of universal
Grassmann manifold (UGM) techniques. All local analytic solutions defined
at the origin are obtained by solving an initial value problem for a linear
differential equation on a UGM. We give an explicit formula which represents
solutions of the Ernst equation. By using this formula, we generate several
special solutions.

Introduction

The method of the universal Grassmann manifold (UGM) due to Sato ([1,2])
provides us a unified framework of linearizing various kinds of soliton equations.
Many soliton equations are equivalent to a system of linear differential equations
on the UGM, which is completely integrable in the sense of Frobenius (Mulase
[3]). Recently Takasaki [4] has shown that the equation of self-dual Yang—Mills
fields, which is a typical example of the higher dimensional integrable system, is
also linearized on the UGM. The o x oo matrix ¢ introduced in [4], which
represents a frame of a point of the UGM, has also been used with success in
analyzing Witten’s gauge field equations [5]. In this paper we investigate a
linearization of the Ernst equation by using this oo x oo matrix. One of the
immediate consequences of our main results is that all local analytic solutions
defined at the origin are obtained by solving an initial value problem for a linear
differential equation on the UGM.

The Ernst equation is a system of nonlinear differential equations for two
unknown functions f=f(z, p) and e = e(z, p) ([6]):

IV —(0.1) = (0,f)* +(0.)* +(0,e)* =0,
fVPe—2(0.fCe+0d,f0,e)=0
in R, x R, where V> =02 +(1/p)d, + 07 and R = {peR:p > 0}. In what follows
we consider a formal power series solutxon at (z,p) =(0,0), which is uniquely

determined by its value at p =0 ([7]). We shall give a formula which represents
formal power series solutions. It follows immediately from this formula that if the
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initial value at p=0 is analytic, the corresponding formal solution actually
converges.

It has been known that the Ernst equation is the integrability condition of a
system of linear differential equations: Hauser-Ernst[8], Belinsky--Zakharov[9],
Maison[10], etc. The linear system used in our approach is given for a matrix
form (Nakamura[117) of the Ernst equation. Although our system coincides with
that of Belinsky-Zakharov after an appropriate change of the spectral parameter,
we impose on the solutions of our linear system, called the wave function, a different
supplementary condition. Our linear system has then a unique wave function which
is analytic at (z, p, 4) = (0,0, o0), where 4 stands for the spectral parameter, a fact
which is one of the reasons why we use this linear system. Our basic result is that
this unique wave function is obtained by solving an initial value problem with an
initial value at p = 0 for one of the two equations of this system. The other equation
can be coded into a condition on the initial value. The linear differential equation
to be solved here plays a similar role as Sato equation for Kadomtsev- Petriashvili
equation.

Once the problem of finding a wave function is reduced to an initial value
problem for a single linear differential equation, we can use the UGM techniques
to solve the Ernst equation. In general our formula representing the solutions of
the Ernst equation involves manipulations of the oo x oo matrices, but if the initial
value satisfies a certain condition, all calculations are done by finite dimensional
lincar algebra. As examples, we construct several rational solutions by our method.

It is worthwhile noting that the Ernst equation is an analytic elliptic system,
and hence any C? solution at (z, p) = (0,0) turns out to be analytic ([8]). Indeed.
there exists a solution which has a singularity on the axis p=0. A typical
example of such solutions is the determinantal solution which has a pole singu-
larity on the axis p = 0 (Kyriakopoulos[13], Vein[14], Candler and Freeman[15],
Nagatomo[16]). Unfortunately we cannot analyze such solutions, because the
initial value problem with an initial value at p =0 discussed in this paper is
irrelevant to these solutions.

In the next section we state our main results and give the organization of this

paper.

1. Statement of Results

Let % be the set of all 2 x 2 matrices with components in R (real numbers).
Throughout this paper #[z] and €]z, p]] denote respectively the set of all formal
power series in z and (z, p) with coefficients in .

Following Nakamura[11] we rewrite the Ernst equation in matrix form. We
assume f# 0, for the function f represents physically a non-vanishing coefficient
of a Lorentz metric. Define a square matrix t(z, p) by

fP4e? e
oz, p) = fos (L.1)

1

¢
f f
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Then the Ernst cquation is expressed as
OApo, )+ 0,(pd,T 1) =0, (1.2)
dett=1, t1=r1. (1.3)
We call Eq. (1.2) the matrix Ernst equation.
Let us consider the following initial value problem for Eq. (1.2) with the following
condition on the initial value:
IVP-1
{02([)521-1_ D+ 0,p0,01 ) =0, 1(z,p)eb]zp],
Uz, p)lp=0 = 1(2), 1(2)e€]z]",
where %[z]* denotes the set of invertible elements of €[ z]. We shall prove that
this initial value problem is uniquely solvable (Proposition 2.1).

In [7] we have shown the unique solvability of the initial value problem
for the Ernst equation with the initial value f(z, p)|,-o =/f(2)eR][z]", e(z,p)l,- o =
e(z)eR[z]. By virtue of this fact, we obtain the result that 1f the initial data satisfies
condition (1.3), then the corresponding solution of IVP—1 also satisfies this
(Corollary 2.3), so that we may restrict ourselves to analyzing Eq. (1.2).

To introduce a linear system associated with Eq. (1.2), we rewrite first Eq. (1.2)
by using the matrices P=0.,v'1 ' and Q =0, ' as

0ApP) +0,(pQ) =0, (1.4a)

0,P— 0.0+ [P,Q]=0. (1.4b)

Consider then the following system of linear differential equations for the unknown
function W = W(z, p, A),

D,W = PW, (1.5a)
D,W =QW, (1.5b)

where D, =0, — /pd, + 24?0, and D, = ipd,+0,. It is clear that Egs. (1.5) are
involutive if and only if P and Q satisfy Eqgs. (1.4).
Let 1(z,p) be a solution of Eq. (1.2) with an initial value t(z, p)|,-o = 1(2),
e‘g[{z]} Then Eqgs. (1.5) have a unique solution which takes the form W(z, p, 1) =
1, + Z w,(z,p)4 "7, where w,(z,p)e€ [z p| and 1, stands for 2 x 2 unit matrix

j=1

(Proposition 3.1). Further the value of W(z, p, A) at p =0 is given by
1 -1
Wiz.p,M)l,=0 = r(z)~[r (z + 5/—):' . (Proposition 3.3)

This result cnables us to study Egs. (1.5) by using an initial value problem
with an initial value at p = 0. In fact, the system of Eqs (1.5) is equivalent to the

following initial value problem for W(z, p, 1) =1, + Z (2, p)A 77, wilz, p)eb]z, p]
(Proposition 3.5):
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{D2W=QW,
Wiz, p, A)lp=o=tz) [xz + 1/24)]"

Obviously, every wave function has the following property:

(P) D,W-W~! and D,W-W ! are independent of the variable /.

(1.6)

It is important to notice that the above property (P) completely characterizes the
wave functions. Namely, if a formal power series W(z,p,A) =1, + Z w;lz, p)A 7,

w;(z, p)e%[z,p] has the property (P), then P=D,W-W ' and Q D W-w~1
which are functions only of z and p, satisfy Egs. (1.4) (Lemma 4.1).

One of our main results is that if W(z, p, 2) = 1,+ Y w;(z, p)A "%, wi(z, p)e®]zp]
j=1

satisfies

{DZW- W~ is independent of the variable A, 17

Wiz, A)ly—o = 720 [z 4+ 1/20)1

then D, W W ™! is also independent of the variable i. Furthermore every solution
7(z,p) of Eq. (1.2) can be obtained from W with a suitably chosen initial value
7(z,p)l,= o = t(2) (Theorem 4.3, Remark 4.4).

The formal power series which satisfies condition (1.7) is obtained by solving an
initial value problem for a linear differential equation on UGM. The first statement
of (1.7) is equivalent to the following infinite series of differential equations for
wi(z. p)e%] 2. 0]

POW; 4 C Wi = pdw, W, for any jeN. (1.8)

Jj-1
A similar equation has already appeared in the study of the self-dual Yang—Mills
(SDYM) equation (Takasaki[4]). In terms of an oo x oo matrix ¢ =(¢;).z, o
introduced in [4] (see Sect. V for the definition of &) Egs. (1.8) are expressed as

pé:éi+1,i+6péii_éi.~1p6260j:0' (1.9)

The second condition of (1.7) determines the initial value of ¢ at p=0. As in
Takasaki[4], we can generate the solution of Egs. (1.9) with the specified initial
value from a solution & of the linear equation

pazg’i+1’,+5pc_’ij:0 for ieZ,j<0

(Theorem 5.2).

To generate special solutions of the Ernst equation, we consider the case when
the initial data 7(z) be a polynomial of z such that det t(z) = 1. Then the matrix &
is reduced to a finite size one and therefore by using finite dimensional linear
algebra we can construct solutions of Egs. (1.9), which are rational functions of
both z and p (Corollary 5.4). We shall give several special solutions of the Ernst
equation with such initial values.

The present paper is organized as follows. In Sect. II the initial value problem



Ernst Equation as a Motion on a Universal Grassmann Manifold 443

IVP-1 is considered and its unique solvability is proved. We review the inverse
scattering formalism for the Ernst equation in Sect. 111, where we prove that every
wave function is uniquely determined by the initial value problem IVP-2. Our
main result (Theorem 4.3) is stated and proved in Sect. IV and the Ernst equation
1s linearized by the UGM method in Sect. V, where several simple examples are
also discussed.

I1. Initial Value Problem IVP-1
Let us consider the following initial value problem with an initial value at p = 0:
IVP-1:
{ﬁz(pﬁzr-r N4 000,01 ) =0, 1z p)eb]zp],
2z, p)], =0 = 1(2), (z)eb[z]”.

This initial value problem is uniquely solvable.

Proposition 2.1. The initial value problem IVP-1 has a unique solution.

Proof. Suppose given a solution 1(z, p) of IVP-1. We first show that d¥1(z, p)|, -,
is uniquely determined inductively from the initial value 7(z). Differentiating k times
both sides of the matrix Ernst equation:
0,1=—p0,(p0, 1 )1 —pd (0,1t )T,
we have
Ot =—pdk(0,(0,t 1) 1) —kds o (0,0t ) )
— pO&0 (0, t ) ) — kTN 00,7t ) ). .n
Substitute the identity
ATNO 0, vt )= N0r—a,v T 10,0
=kt te =k N o,T )
into Eq. (2.1) and set p =0. Then
kM (z, p)l,m o = — k05T Mz p)| o + KOS, T, T2 p) -0
— 0y~ 100t ) 1)z p)l, =0

and hence

k+1 _ _
T@’;Hr(z, P)‘pzo = akpl(apt'r lapr)(z> p)'p:O

— 42,01 D o (22)

Clearly, the right-hand side of the above equation is a polynomial of J7,(z)

(i=0,1,2,j=0,....,k)and 7,(z) "', where 7,(z) = 0 7(z, p)|, - o. Therefore, 7,(z), ke N
is uniquely determined from 74(z) = t(2).

Let H,(ty ', 1;,0.7;,0%7;) denote the right-hand side of Eq. (2.2). Define 7,
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inductively by

k
T 1(2) = k1 Hy(to ! > T azfpa 1)) To(2) =1(2).
Then 1(z Z z)/k!)p* is a unique solution of IVP — 1.

L

Remark 2.2. Let 1(z,p) = Z (z)/k!)p* be a solution of IVP-1. Since t(z, — p) is

also a solution of the matrlx Ernst equation with the same initial value as 7(z, p),
we have 1(z, p) = t(z, — p) from Proposition 2.1. Hence 1,,_,(z) =0 for keN, i.c.,
7(z, p) 1s an even function of p.

To generate a solution of the original Ernst equation we have to find a solution
7(z, p) of IVP-1 such that dett=1 and 't =1.

Corollary 2.3. If an initial data t(z)e%|(z]* satisfies the supplementary conditions
det t(z) =1 and 't(z) = 1(z), then the unique solution of IVP-1 also satisfies dett(z, p)=
1 and 't(z, p) = 1(z, p).

Proof. Define f(z)e¥[z]" and e(z)e¥]z] by
[rre e

S J
Then by Proposition 2.1 in [7] there exists a solution f(z, p), e(z, p) of the Ernst
equation such that f(z, p)|,-o =f(z) and e(z, p)|,-, = e(z). Define t(z, p) by (1.1).
Then 1t(z,p) is a unique solution of IVP-1 and satisfies dett(z,p)=1 and

"1(z, p) = 1(z, p).
It follows from Corollary 2.2 that the solution space of the Ernst equation is
specified by the initial values of IVP-1, so that we may only consider IVP-1.

II1. Initial Value Problem for Wave Functions

As mentioned in Sect. 1, the matrix Ernst equation is expressed as the integrability
condition of a system of linear differential equations. A solution of this system is
called a wave function. We are interested in a wave function which is “analytic” at
(z,p,4)=1(0,0, c0). Such a wave function surely exists uniquely.

Proposition 3.1. Let 1(z, p) be a solution of the matrix Ernst equation. Then there

exists a unique W(z,p,2)=1,+ Y wi(z, p)A™/, wi(z, p)e¥ |z p] such that
=1

D,W=PW, D,W=QW, Wi(zp,4l-0= 1. (3.1

Proof. Substituting W(z.p,2)=1,+ Y wj(z,p)A~7, w;(z, p)e ¥ |z p] into Egs. (3.1),
=1
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we have an infinite series of differential equations for w;(z, p), jeN:
po,wilz,p) +2jw;lz, p) = C.w, 1 (z, p) — Pw;_,(z, p), (3.29)
POz p) = — 0wy (2. 0) + Oy (2, ), (3.34)
where we put w, = 1,. We use induction to show the existence of w;(z, p)e¥ |z, p|

subject to (3.2-j) and (3.3-)).
We can easily find a special solution of Egs. (3.2.-1) and (3.3-1), which is given by

p 2 z
wy(z,p) = —5P(0,p) + | ;—<E> 3,P(0,0)dt + | 1'Q(s, p)ds
04\pP op
Because Q(z,p) = 0,7t ' is an odd function of p (see Remark 2.2), we observe
that Q(z, p)/p, and therefore w(z,p), is an element of %[z, p]. Further it follows
from the above expression that w,(z, p) is an even function of p.
Assume that there exists a solution w;(z, p)e®|z p] of Egs. (3.2-)) and (3.3-)),
which is an even function of p. Let us define w;.,(z,p) by

p .
jﬂ 20+ DgH 1 49.(0,5) — PO, s)w;(0,5) } ds

W Z, P
j+1( 1+1 2

¥4

1
- g;{(?ﬂwj(s, p) — Q(s, p)w;(s, p) } ds. (3.4)

We can easily verify that w; .  satisfies Egs. (3.2 —j + 1) and (3.2 —j + 1). We have
W;41(z,p)€%¥] 2, p], because d,w,(z, p) and Q(z, p) are odd functions of p. Further it
follows from (3.4) that w;, ,(z, p) is an even function of p. Hence by induction we
conclude the existence of w;(z, p). jeN subject to Egs. (3.2) and (3.3).

We can prove the uniqueness of the wave function W as follows. Let W and
W be solutions of Eqgs. (3.1). Then u defined by

u=w- 1w

satisfies D u = D,u = 0. In the following Lemma we show u = 1,, so that we have
W=W.

Lemma 3.2. Ifu(z, p, )= i (z,p)A 77, u(z, p)e¥€| z, p] satisfies Dyu= Dyu=0,
then u(z, p, A) = 1,. "
Proof. We first note that the functions u;(z, p), jeN satisfy

pOu;+ 2ju;=0,u;_+,

po.u;= —Cyu;_ .

We have pd,u; 4+ 2u; =0 and pd.u; =0 when j=1. With the condition u,(z, p)e
%[z p], these equations yield u,(z, p)=0. Assume now that u;(z,p)=0. Then
similarly as above we can show u;,,(z,p)=0. Hence induction on j proves
u(z,p, A)=1,.

We have seen that any solution of the matrix Ernst equation is uniquely
determined by its value at p =0 (Proposition 2.1). We can represent the value of
the unique solution of Egs. (3.1) at p =0 in terms of the initial value 7(z).
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Proposition 3.3. Let W(z,p,2)=1,+ Y w;(z,p)2 ™7, wi(z, p)e¥|z, p] be the unique
=1
solution of Egs. (3.1). Then

1 -1
W(z,p,/{)|p=0:r(z)'[t<z+5i>} . (3.5)

Proof. By setting p =0 in Egs. (1.5a):
(0, — Apd, + 2220 )W(z,p, ) = 0,01 "Wz p, A),
we find
(0, +2420,)W(z2,0,4) = 0,7(z) 1(z) "' W(z,0, A). (3.6)
In terms of w;, this takes the form
2jw;(z,0) = 0,w;_(2,0) — P(z,0)w; _4(z,0), for jeN.

Thus w;(z,0) is uniquely determined by Eq. (3.6). On the other hand, the function
(z) [t(z + 1/24)]™ " clearly satisfies Egs. (3.6). Hence we have proved the
proposition.

Remark 3.4. Equation (1.5b) gives no influence on the form of W(z,0, 1), because
when p =0, we have D,W =0 and Q =0 by virtue of the fact that W is even and
Q is odd with respect to the variable p.

Let W be the unique solution of Egs. (3.1). Then it follows from Proposition
3.3 that W is a solution of the initial value problem

IVP-2
DZW:QW W(Zspa/:): 12+ 'Zl Wj(Z5p)/1_j’ Wj(Z,p)E(glIZ,pﬂ,
j=

W(z,p, W)l,~o=71(2) [tz + 1/22)17 ", (2)e%|z]".

Conversely every solution of IVP-2 satisfies Eqs. (3.1), whence the initial value
problem 1VP-2 is equivalent to Egs. (3.1).

We first note that a solution of IVP-2 is unique, because IVP-2 is written by
w;(z, p) as

pow;= —0,w;_ | +0w,_.

Suppose now given a solution W of IVP-2. We have to prove D, W = PW. Let W
be a solution of Egs. (3.1), so that W satisfies IVP-2. Then the uniqueness of IVP-2
yields W = W, a fact which proves D, W = PW.

Thus we have proved the following proposition.

Proposition 3.5. Equations (3.1) is equivalent to IVP-2.

1V. Main Theorem

Let t(z,p) be a solution of the matrix Ernst equation with an initial value
1(z,p)|,—0 = 7(2) and let W be the unique solution of Egs. (3.1). It follows from
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Proposition 3.3 that W has the following property:

{DzW- W~ is independent of the variables /,
Wiz, p, D), =0 =2) [tz + 1/24)]~

In the following we shall show that the above property completely characterizes
a wave function. Namely, we shall prove that if a formal power series W(z, p, /Z) =

1+ Z {(z,p)2 77, wi(z,p)€%[z,p] has the above property, then D, W W~

mdependent of the variable A.
The solution of the matrix Ernst equation with the initial value ©(z, p)|,- o = (2)
can be generated using such W as follows.

Lemma 4.1. Let W(z,p,2)=1, + Z w;(z, p)A =7, wi(z, p)e¥€] 2, p] be a formal power
series such that D,W-W ™! and D2W W ™! are independent of the variable i. Then

(1) P(z,p)=D,W-W~! and Q(z,p) = D,W-W ™1 satisfy Egs. (1.4).
(2) The linear differential equations

ot1=Pt, 0,1=01 4.1)

have a unique solution up to a multiplicative factor.
(3) Any solution 1(z, p) of Egs. (4.1) satisfies the matrix Ernst equation.

Proof. A simple calculation shows that

(D1, D, ]W =(D;Q — D,P + [Q, PT)W.
By virtue of the commutator relation [D,,D,] = 1D,, we get

AQW =(D,Q — D,P + [Q, PT)W.
so that
4Q=D,Q0—D,P+[0Q.P],

where we use the invertibility of W. This proves the first statement. The second
and third statements are immediately shown by Egs. (1.4).

Lemma 4.2. Let W(z, A) be a formal power series of the form

W(z,2)=1,+ Z w247, wi(z)e?]z].

j=1

Then there exists a unique
Wiz, p,2)=1,+ 121 wilz, p)A 77, wi(z,p)e¥b]z p]
such that W(z, p, )|, - o = W(z, 4) and that D,W-W ™! is independent of the variable /.
Proof. 1f(4pd, + 8,)W(z, p,A)-[W(z, p,A)]™ " isindependent of the variable A, we find
(Apd. + 0, )W(z,p, A) = pd.w,(z, p)- W(z, p, A).
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Substituting the expression W(z, p, A Z “Jinto the above, we get

0,w;(z,p) = — p0d.w; 1 1(z,p) + p0.wi(z, ) w;(z, p). (4.2)
Hence we first see
owi(z,p),=o=0 for j=0,1,2,....
By differentiating k times both sides of Eq. (4.2), we have

Ak + 1

0, "wylz,p) = pazaf:wjﬂ(z’ p)— kazaﬁvlwﬂ 1z, p)
ko (k
+y <r> (p0.2w(z. ) + 8, wilz, )05 w2 )

Then by setting p =0 we find
6’;+ 1Wj(Za P)|p:0 = - kazalz)_ ]Wj+ 1eA P)|p=0

k k N
+ rZO r<r>aza;'3_ 1WI(Z’ p)a’:) er(Z, p)|p=0'

Therefore (3’,‘,+1wj(z, P),=0. jeN is uniquely determined by w;(z,p)l,=0. JEN,
r < k. Thus by the induction &,w,(z, p)|,~o is uniquely determined by the initial
data w;(z), jeN. This proves the lemma.

Theorem 4.3. Let ©(z)e%[z]". If a formal power series
Wiz, p, 2)=1,+ Z (2,027, wilz,p)eb]zp]

satisfies the conditions that

(1) D,W-W ™! is independent of the variable i,

(2) Wiz, p,A)ly=0=rtl2) [tz + 1201,

then D\ W-W ™1 is also independent of the variable A. Furthermore a unique solution
1(z, p) of the initial value problem

apT(Z>P) = Q(Zs p).T(Za p)a T(Z> p)|p=O =T(Z)5 (43)
where Q(z, p) = pd,w(z, p), satisfies the matrix Ernst equation.
Proof. Let 1(z, p) be a unique solution of the matrix Ernst equation such that

f(Z, p)]p=0 = ‘L'(Z).

Let W(z,p,A)=1,+ 3 W,(z,p)A 7 be the wave function associated with £(z, p), i..

ji=1
a unique solution of the equation

D,W =PW, D,W=0W,

where P = 0,£-t7 ! and Q 0,8t ~1 Then from Proposition 3.3, W(z P Ap=0=
1(z) [t(z + 1/2/)] ! Since W and W satisfy the same initial condition, we have
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W = W by using Lemma 4.2. Hence D, W -W ™' =D,W-W ™! = is independent
of the variable 4. This proves the first statement.

To prove the second statement, we first note D,W-W ™! = pd,w,. Because Q
and P=D,W-W™! give a solution of Egs. (1.4), there exists a solution #(z, p) of
the equation

0.t=Pt, 0,t=0t (4.4)

which is unique up to a multiplicative factor. Indeed, (z, p) is a solution of the
matrix Ernst equation. Clearly, P|,_, = d.7(z)'[t(z)] . Hence by using the first
of Egs. (4.4) at p =0 we may assume 1(z, p)|,-, = 7(z). Then by the uniqueness of
the initial value problem (4.3), we have 7 = 7. Thus it follows from Lemma 4.1 (3)
that 7 is the unique solution of the matrix Ernst equation with the initial value

°(2.p)l-0 = 1(2)

Remark 4.4. For any 1(z)e%]z], it follows from Lemma 4.2 that there exists a
formal power series

W(Z p7 Z j9 W}-(z,p)e(gﬂz,pﬂ

which satisfies conditions (1) and (2) in Theorem 4.3. A solution 7(z, p) of Egs. (1.2)
which satisfies ©(z, p)|,- o = 1(z) can be obtained from this W by solving this initial
value problem (4.3). Hence every solution of Egs. (1.2) is constructed in this way
with a suitably chosen initial value (z, p)|,-, = t(2).

V. Linearization of the Ernst Equation

The problem of generating solutions of the matrix Ernst equation has been reduced
to find w;(z, p)e€[z, p], jeN such that

{pazwj-ﬁ- l(z, .0) + apwi(29 ,0) = pazwl(z» P)'Wj(zs ,0)7 (5 1)

Wi(Z, p)‘p-‘—O = W'(Z)>
where 1(z) [t(z + 120)] ' = Z (A,
Equation (5.1) is easily hnearlzed by using the method of the UGM. Following
Takasaki[4] we introduce an oo x co matrix &= (&), o> &;€%][z p] with the
conditions

AE=¢EC, (5.2)
ij= ‘ijlz for l,] < 0, (53)
where A =(6;,, ;1,),, and
(41 1z)<-1-<o>
C=[ it o ) (5.4)
< (€oj)i<o

Then we have a bijection between W and ¢ characterized by

Coj=—w_;, for j<O. (5.5)
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The matrix ¢ corresponding to W is represented more explicitly in terms
of w; as
]

&= (W;—J)lg,«) (Wi~j)i,j<0a (5.6)
where we set w; =w¥ =0 for j <0 and, for j=0, w} denotes the coefficients of
Wolie Wit= Y wii™i

By using the matrix & we rewrite Egs. (5.1).

Lemma 5.1. Egs. (5.1) are equivalent to the equations for ¢
p0:Ci11,;+ 0,8 — i -1p0:60;=0 (5.7)

for ieZ, j<O.
Proof is completely similar to the derivation of Egs. (1.14) in Takasaki[4].
A linearization of Egs. (5.7) is given by the following.

Theorem 5.2. Let £9(z) be an oo x oo matrix satisfying (5.2), (5.3) and &p;(z) =
—w_,(z2), j <0. Define the co x co matrices &z p) = (Ci(250)) ez, 10 and g( y(z,p) by

eop) = exp(—1p2A0 KO = T (—pPA0NEO L
g( )(Z p):(gz’j(z o)), j<0-

Then the inverse Q y and the product &Y can be defined as oo x oo matrices
and the matrix

satisfies (5.2), (5.3) and (5.7). Furthermore if the initial data 1(z) is analytic in a
neighbourhood of z =0, then w;(z, p) = — &y;(z, p) is analytic in a neighbourhood of
(z.p)=1(0,0).

We can prove this proposition exactly in the same way as Theorem 6 in Takasaki

[4].
Remark 5.3. The oo x co matrix &z, p) satisfies the linear differential equation

0,8z, p) = pAd.Lz p).

This equation has already appeared in Nakamura[12] where Ansétz solutions of
the Ernst equation are generated.
By using Theorem 5.2 we can construct exact solutions of the Ernst equation.
We consider the case when the initial data 7(z) is a polynomial of z of degree
m such that ‘t(z) = 1(z), detz(z) = 1. The value at p =0 of the wave function is
givne by

Wiz, p, Y,=o=1(2) [1(z + 1/24)] !

Since 7(z) "' is also polynomial of degree m, W(z, p, 4)|,-, and W(z, p, 1)
polynomials of both z and 47!

,—o lare
and have degree m with respect to the variable
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/"1 Hence from (5.6) the initial value ¢¥(z) = (£’

(2))ez., <o 1s expressed as

(5ij1 2)i,j< —m 0
lz) = 0 clm:z) |,
0 0
where &(m:z) = (£;;(2)) << 1 me,<o- Then & in Theorem 5.2 has the form
- /(5ij12)l,f< m - * \
¢z, p) = 0 Em:z,p) |,
0 0
E(WZ:Z, :0) = (gij(z’ p)) -mSiEm-L,—-m=y<0°

Consequently &(z, p)} is
g 5 1 j<-m *
&(z, /))(11) = O 12k T -1 ]
0 clm:z, p);
Thus we have
((5ij12)i‘j< -m 0

<z, p) = 0 clm:z, p) |,
0 0

~ ~ ~

where &(m:z, p)=C(m:z, p)(&(m:z, p)—,) "' We remark that &(m:z, p) and E(m:z, P)i-)
are finite size matrices whose components are polynomials of z and p. Thus we
have the following corollary.

Corollary 5.4. Let 1(z)e%([z] be a polynomial of z of degree m such that det1(z) =1
and '1(z) = 1(z). Then every component of the matrix & is a rational function of z and p.

The unique solutions of the matrix Ernst equation with the initial value
©(z, p)|, = = 1(2) is obtained by solving the initial value problem

6pT: ~—6260.~1“’:> T(Z7p)|p==0 :T(Z)‘

We calculate two simple examples:

Examples. Let us consider the initial value problem for the matrix Ernst equation

with initial values
1 z 2724+ 2241 272
T(Z,p)lp=0=‘[(z)= z 1422/ 27 27,2 274+ 1

respectively. Indeed, both 7(z) are polynomials of z of degree 2. In these cases we find
/ 1 2\ -1
o ﬂ_,> 0
¢ 12 4
>0,—1 . 1_/_)3 -1 _} 1_p—2 -1 1
4 2 4

[}

¥
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1p?—2+4z? 1p? +4z+427
2 pr—1 2 pr—1
lp2—4z~f-4z2 _1p2—3+4zz ’
2 p?r—1 2 pr—1
and the corresponding solutions of Egs. (5.8) are
1 /1 z
1z, P):A[')E p?\? >
[ DA 2
4 < 4 > +z
| 4z + 4z 42+ p*—2p* 4P 4 p*—2p?
2(1 —p?) 4z2 + p* —2p? 2z — 12 + (p* — 1)?
The solutions of the Ernst matrix equation are
2
-5
I=m ey 21— p?)
=) 422 = s
4 Rz—=1)"+(p"—1)
.o z 1 B 4z% + p* —2p?
B < p2>2 ST e e
1 — ‘4’ +z
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