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#### Abstract

We construct quantum stochastic processes whose multi-time correlation functions, with suitable time ordering, can be obtained from a quantum dynamical semigroup. We prove that such a process defines a stationary Markov dilation of the associated semigroup if and only if (up to technicalities) the semigroup satisfies the quantum detailed balance condition with respect to its stationary state.


## 1. Introduction

Quantum dynamical semigroups have been widely used in the last ten years to describe irreversible time evolutions of open systems. The connection with the underlying Hamiltonian dynamics of isolated systems has been investigated in both directions. For a class of models of open systems, it has been proved that the reduced evolution converges to a dynamical semigroup in the weak or the singular coupling limit [1, 2]. Conversely, it has been shown that any dynamical semigroup $\Phi_{t}$ on a $C^{*}$-algebra $\mathscr{B}$ admits a unitary dilation, consisting of an embedding $j_{0}$ of $\mathscr{B}$ into another $C^{*}$-algebra $\mathscr{A}$, a group $\alpha_{t}$ of *-automorphisms of $\mathscr{A}$ and a norm one projection $E_{0}$ of $\mathscr{A}$ onto $j_{0}(\mathscr{B})$ such that $\Phi_{t}=j_{0}^{-1} E_{0} \alpha_{t} j_{0}$ for all $t$ in $\mathbb{R}^{+}$[3-5]; however, the unitary dilation is far from unique.

More recently, it was recognized that a tighter connection between irreversible evolution and underlying Hamiltonian dynamics could be obtained by the consideration of multi-time correlation functions [6]. This leads to the idea of a quantum stochastic process [7-9], which should be determined up to equivalence by its multi-time correlations, much in the same way as a stochastic process in the sense of Doob is determined by its finite-dimensional joint distributions. Then it becomes possible to require that the unitary dilation defines a Markov process. The convergence of multi-time correlations in the weak or the singular coupling limit was proved by Dümcke [10, 11] for a class of models; the converse problem of Markov dilations has been investigated by Kümmerer and Schröder [12-14, 11]. Related works include the generalized $K$-flows of Emch et al. [15, 16] and the
construction of quantum stochastic processes via the solution of noncommutative stochastic differential equations, given by Hudson and Parthasarathy [17, 11], see also von Waldenfels [18, 11].

In the present paper, we associate a quantum stochastic process (in the sense of Accardi et al. [8]) with a quantum dynamical semigroup of Lindblad type [19]. The construction is made via Dümcke's results on the convergence of multi-time correlations in the singular coupling limit [10] and the reconstruction theorem of [8]. Next, we prove that the process is stationary and Markov if and only if (up to minor technicalities) the dynamical semigroup satisfies the quantum detailed balance condition [20,21] with respect to its stationary state.

Section 2 of the paper contains a collection of the definitions we need. We give the construction of the process in Sect. 3, and we prove the connection with quantum detailed balance in Sect. 4.

Before entering the technical details, we wish to give a rough idea of what is going on. A quantum stochastic process (in the sense of [8]) over a $C^{*}$ - or $W^{*}$ algebra $\mathscr{B}$ consists of a family $\left\{j_{t}: t \in \mathbb{R}\right\}$ of identity preserving embeddings of $\mathscr{B}$ into another $C^{*}$ - or $W^{*}$-algebra $\mathscr{A}$, together with a state $\mu$ on $\mathscr{A}$. It defines a unitary dilation of a dynamical semigroup $\Phi_{t}$ on $\mathscr{B}$ if, in addition, there exists a group $\left\{\alpha_{t}: t \in \mathbb{R}\right\}$ of $*$-automorphisms of $\mathscr{A}$ such that $j_{t}=\alpha_{t} j_{0}$, and the state $\mu$ is obtained as $\mu=\varrho \circ j_{0}^{-1} E_{0}, \varrho$ being a state on $\mathscr{B}$, and $E_{0}$ being a norm one projection onto $j_{0}(\mathscr{B})$ such that $\Phi_{t}=j_{0}^{-1} E_{0} \alpha_{t} j_{0}$. Conversely, a unitary dilation of $\Phi_{t}$ and a state $\varrho$ on $\mathscr{B}$ define a quantum stochastic process.

A process can be reconstructed uniquely up to equivalence from its correlation kernels [8], defined as

$$
\begin{equation*}
w_{t_{1}, \ldots, t_{n}}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right)=\mu\left(j_{t_{1}}\left(A_{1}^{*}\right) \ldots j_{t_{n}}\left(A_{n}^{*}\right) j_{t_{n}}\left(B_{n}\right) \ldots j_{t_{1}}\left(B_{1}\right)\right), \tag{1.1}
\end{equation*}
$$

$A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n} \in \mathscr{B}, t_{1}, \ldots, t_{n} \in \mathbb{R}, n \in \mathbb{N}$. However, a dynamical semigroup $\Phi_{t}$ and a state $\varrho$ on $\mathscr{B}$ can only determine the time-ordered correlation kernels $\left(0 \leqq t_{1} \leqq t_{2} \leqq \ldots \leqq t_{n}\right)$ via

$$
\begin{equation*}
w_{t_{1}, \ldots, t_{n}}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right)=\varrho\left(\Phi_{t_{1}}\left(A_{1}^{*} \Phi_{t_{2}-t_{1}}\left(A_{2}^{*} \ldots \Phi_{t_{n}-t_{n-1}}\left(A_{n}^{*} B_{n}\right) \ldots B_{2}\right) B_{1}\right)\right) . \tag{1.2}
\end{equation*}
$$

The time-ordered kernels (1.2) do not suffice to determine all the correlation kernels (1.1), unless the commutation relations of $\mathscr{A}$ are known in advance, as is the case for classical systems, or for quasi-free Bose or Fermi systems [16, 22, 23, 8]. In the general situation, a dynamical semigroup may have inequivalent unitary dilations satisfying (1.2), corresponding, for instance, to an interaction of the system of interest with a reservoir of boson or of fermion type.

What is worse, Eq. (1.2) does not provide sufficient information for the construction of a quantum stochastic process associated with a dynamical semigroup. Hence we must resort to a different method of construction; here we employ the results of Dümcke [10] to define the correlation kernels of the process as

$$
\begin{align*}
& w_{t_{1}}, \ldots, t_{n}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right) \\
& \quad=\lim _{\varepsilon \rightarrow 0} \varrho \otimes \varrho^{R}\left(\alpha_{t_{1}}^{\varepsilon}\left(A_{1}^{*} \otimes \mathbb{1}\right) \ldots \alpha_{t_{n}}^{\varepsilon}\left(A_{n}^{*} \otimes \mathbb{1}\right) \alpha_{t_{n}}^{\varepsilon}\left(B_{n} \otimes \mathbb{1}\right) \ldots \alpha_{t_{1}}^{\varepsilon}\left(B_{1} \otimes \mathbb{1}\right)\right), \tag{1.3}
\end{align*}
$$

where $\left\{\alpha_{t}^{\varepsilon}: t \in \mathbb{R}\right\}$ is the time evolution of a composite system, becoming more and more singular as $\varepsilon \rightarrow 0$. The process constructed in this way satisfies (1.2). We do not know, in general, whether the limiting process $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$ is equipped with a group $\alpha_{t}$ of $*$-automorphisms of $\mathscr{A}$ such that $j_{t}=\alpha_{t} j_{0}$. However, this is certainly the case if the process is stationary: then also $\mu \circ \alpha_{t}=\mu$ and $\varrho \circ \Phi_{t}=\varrho$. Moreover, if we let $\Phi_{t}^{+}=j_{0}^{-1} E_{0} \alpha_{-t} j_{0}, t \in \mathbb{R}^{+}$, we have

$$
\begin{equation*}
\varrho\left(\Phi_{t}^{+}(A) B\right)=\varrho\left(A \Phi_{t}(B)\right) \quad \text { for all } A, B \text { in } \mathscr{B}, t \text { in } \mathbb{R}^{+}, \tag{1.4}
\end{equation*}
$$

and it follows from the construction (cf. [24]) that the infinitesimal generators $L$ and $L^{+}$of $\Phi_{t}$ and $\Phi_{t}^{+}$respectively satisfy

$$
\begin{equation*}
L(B)-L^{+}(B)=2 i[H, B] \quad\left(H=H^{*}\right) \quad \text { for all } B \text { in } \mathscr{B} . \tag{1.5}
\end{equation*}
$$

Equations (1.4) and (1.5) together define the quantum detailed balance condition [20,21]. Conversely, for a quantum dynamical semigroup of Lindblad type satisfying the detailed balance condition, we prove that the associated process is stationary. The Markov property, defined in terms of conditional expectations, follows with the aid of Takesaki's theorem [25].

As pointed out by Kümmerer [12], Eq. (1.4) is a necessary condition for the existence of a stationary Markov dilation. The additional condition (1.5) seems to be related to the method of construction; however, we are not aware of any example of a stationary Markov dilation for a quantum dynamical semigroup which does not satisfy detailed balance.

## 2. Definitions

Throughout the following, $\mathscr{B}$ will denote a $W^{*}$-algebra.
A dynamical semigroup $\left\{\Phi_{t}: t \in \mathbb{R}^{+}\right\}$on $\mathscr{B}$ is a weakly * continuous semigroup of completely positive identity preserving normal linear maps of $\mathscr{B}$ into itself, $\Phi_{0}$ being the identity map.

A dynamical semigroup $\Phi_{t}$ on $\mathscr{B}$ will be said to be of finite Lindblad type if it is norm continuous, with infinitesimal generator $L$ given by

$$
\begin{equation*}
L(B)=i[H, B]+\sum_{j=1}^{N} V_{j}^{*} B V_{j}-\frac{1}{2}\left[V_{j}^{*} V_{j}, B\right]_{+} \tag{2.1}
\end{equation*}
$$

for all $B$ in $\mathscr{B}$, where $H=H^{*} \in \mathscr{B}, V_{j} \in \mathscr{B}, j=1, \ldots, N$ (cf. [19]).
A norm continuous dynamical semigroup $\Phi_{t}=\exp L t$ on $\mathscr{B}$ is said to satisfy the detailed balance condition[20,21] with respect to a faithful normal state $\varrho$ on $\mathscr{B}$ if there exists another norm continuous dynamical semigroup $\Phi_{t}^{+}=\exp L^{+} t$ on $\mathscr{B}$ such that

$$
\begin{equation*}
\varrho\left(L^{+}(A) B\right)=\varrho(A L(B)) \quad \text { for all } A, B \text { in } \mathscr{B}, \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
L(B)-L^{+}(B)=2 i[H, B], H=H^{*} \in \mathscr{B}, \quad \text { for all } B \text { in } \mathscr{B} . \tag{2.3}
\end{equation*}
$$

A stochastic process $[8,9]$ over $\mathscr{B}$ is a triple $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$, where $\mathscr{A}$ is a $C^{*}$ algebra, $j_{t}$ is a ${ }^{*}$-representation of $\mathscr{B}$ into $\mathscr{A}$, with $j_{t}\left(\mathbb{1}_{\mathscr{B}}\right)=\mathbb{1}_{\mathscr{A}}$, for each $t$ in $\mathbb{R}, \mathscr{A}$ is generated by $j_{t}(\mathscr{B}): t \in \mathbb{R}$, and $\mu$ is a state on $\mathscr{A}$.

Two stochastic processes over $\mathscr{B}$ are said to be equivalent if they have the same correlation kernels, defined by

$$
\begin{equation*}
w_{t_{1}, \ldots, t_{n}}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right)=\mu\left(j_{t_{1}}\left(A_{1}^{*}\right) \ldots j_{t_{n}}\left(A_{n}^{*}\right) j_{t_{n}}\left(B_{n}\right) \ldots j_{t_{1}}\left(B_{1}\right)\right), \tag{2.4}
\end{equation*}
$$

for all $A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n}$ in $\mathscr{B}, t_{1}, \ldots, t_{n}$ in $\mathbb{R}$, and $n$ in $\mathbb{N}$. By going to the GNS representation and taking the double commutant, it is always possible (up to equivalence) to assume that $\mathscr{A}$ is a $W^{*}$-algebra and $\mu$ is a normal state; we shall do so in the following. In the special case when $j_{t}$ is faithful and normal for all $t$, we shall say that $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$ is a $W^{*}$-stochastic process.

A stochastic process is said to be stationary if, for all $A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n}$ in $\mathscr{B}, t_{1}, \ldots, t_{n}, t$ in $\mathbb{R}$ and $n$ in $\mathbb{N}$ one has

$$
\begin{equation*}
w_{t_{1}, \ldots, t_{n}}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right)=w_{t_{1}+t, \ldots, t_{n}+t}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right), \tag{2.5}
\end{equation*}
$$

or, equivalently, if there exists a group $\left\{\alpha_{t}: t \in \mathbb{R}\right\}$ of *-automorphisms of $\mathscr{A}$ such that $j_{t}=\alpha_{t} j_{0}, \mu=\mu \circ \alpha_{t}$ for all $t$ in $\mathbb{R}$.

Given a stochastic process $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$, for any subset $I$ of $\mathbb{R}$, let $\mathscr{A}_{I}$ denote the $W^{*}$-subalgebra of $\mathscr{A}$ generated by $j_{t}(\mathscr{B}): t \in I$. Then the process is said to be Markov if, for each $t$ in $\mathbb{R}$, there exists a conditional expectation $E_{(-\infty, t]}$ of $\mathscr{A}$ onto $\mathscr{A}_{(-\infty, t]}$, which is compatible with $\mu$ in the sense that

$$
\begin{equation*}
\mu=\left(\mu \uparrow \mathscr{A}_{(-\infty, t)}\right) \circ E_{(-\infty, t]}, \tag{2.6}
\end{equation*}
$$

and satisfies

$$
\begin{equation*}
E_{(-\infty, t]}\left(\mathscr{A}_{[t,+\infty)}\right)=\mathscr{A}_{\{t\}} . \tag{2.7}
\end{equation*}
$$

A stochastic dilation of a dynamical semigroup $\Phi_{t}$ on $\mathscr{B}$ is a stochastic process $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$ over $\mathscr{B}$ such that $j_{0}$ is invertible, and there exists a conditional expectation $E_{\{0\}}$ of $\mathscr{A}$ onto $\mathscr{A}_{\{0\}}$, compatible with $\mu$, satisfying

$$
\begin{align*}
& j_{0}^{-1} E_{\{03}\left(j_{t_{1}}\left(A_{1}^{*}\right) \ldots j_{t_{n}}\left(A_{n}^{*}\right) j_{t_{n}}\left(B_{n}\right) \ldots j_{t_{1}}\left(B_{1}\right)\right) \\
& \quad=\Phi_{t_{1}}\left(A_{1}^{*} \Phi_{t_{2}-t_{1}}\left(A_{2}^{*} \ldots \Phi_{t_{n}-t_{n-1}}\left(A_{n}^{*} B_{n}\right) \ldots B_{2}\right) B_{1}\right) \tag{2.8}
\end{align*}
$$

for all $A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n}$ in $\mathscr{B}, 0 \leqq t_{1} \leqq t_{2} \leqq \ldots \leqq t_{n}$ in $\mathbb{R}$, and $n$ in $\mathbb{N}$. A stationary Markov dilation [12-14] of a dynamical semigroup $\Phi_{t}$ on $\mathscr{B}$ is a stationary Markov $W^{*}$-stochastic process $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$ over $\mathscr{B}$ such that there exists a normal conditional expectation $E_{\{0\}}$ of $\mathscr{A}$ onto $\mathscr{A}_{\{0\}}$, compatible with $\mu$, satisfying

$$
\begin{equation*}
\Phi_{t}=j_{0}^{-1} E_{\{0\}} j_{t}\left(=j_{0}^{-1} E_{(-\infty, 0} j_{t}\right) \quad \text { for all } t \text { in } \mathbb{R}^{+} \tag{2.9}
\end{equation*}
$$

A stationary Markov dilation is both a stochastic dilation [12,9] and a unitary dilation in the sense of the Introduction.

## 3. Stochastic Dilations

Let $\Phi_{t}=\exp L t$ be a dynamical semigroup of finite Lindblad type on a $W^{*}$-algebra $\mathscr{B}$, describing the irreversible time evolution of a quantum system. We have

$$
\begin{equation*}
L(B)=i[H, B]+\sum_{j=1}^{N} V_{j}^{*} B V_{j}-\frac{1}{2}\left[V_{j}^{*} V_{j}, B\right]_{+} \tag{3.1}
\end{equation*}
$$

for all $B$ in $\mathscr{B}$, where $H=H^{*} \in \mathscr{B}, V_{j} \in \mathscr{B}, j=1, \ldots, N$. We construct a stochastic dilation of $\Phi_{t}$ by coupling the system to a suitable reservoir and taking the singular coupling limit, as in $[2,10]$.

Let $\mathscr{F}$ be the antisymmetric Fock space over the direct sum of $N$ copies of $L^{2}(\mathbb{R})$. Denote by $\Omega$ the vacuum vector, and by $a_{j}(f), a_{j}(f)^{*}$ the annihilation and creation operators for a fermion with wave-function $f$ in the $j^{\text {th }}$ copy of $L^{2}(\mathbb{R})$. Let $\left\{\alpha_{t}^{0}: t \in \mathbb{R}\right\}$ be the weakly * continuous group of normal *-automorphisms of $\tilde{A} \equiv \mathscr{B} \otimes \mathscr{B}(\mathscr{F})$, determined by

$$
\begin{equation*}
\alpha_{t}^{0}\left(B \otimes a_{j}(f)\right)=\mathrm{e}^{i H t} B \mathrm{e}^{-i H t} \otimes a_{j}\left(f_{t}\right) \tag{3.2}
\end{equation*}
$$

for all $B$ in $\mathscr{B}, f$ in $L^{2}(\mathbb{R}), j$ in $\{1, \ldots, N\}$ and $t$ in $\mathbb{R}$, where $H=H^{*}$ is the same as in (3.1), and where $f_{t}(s)=f(s-t)$ for all $f$ in $L^{2}(\mathbb{R})$ and all $s, t$ in $\mathbb{R}$.

Let $\left\{f^{\varepsilon}: \varepsilon>0\right\}$ be a family of real-valued test functions in $L^{2}(\mathbb{R})$, such that

$$
\begin{equation*}
h^{\varepsilon}(t-s)=\left(f_{s}^{\varepsilon}, f_{t}^{\varepsilon}\right) ; \quad s, t \in \mathbb{R}, \quad \varepsilon>0 \tag{3.3}
\end{equation*}
$$

defines a positive symmetric function $h^{\varepsilon}$ in $L^{1}(\mathbb{R})$, with $\left\|h^{\varepsilon}\right\|_{1}$ independent of $\varepsilon$, and such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0 \mathbb{R}} \int_{\mathbb{R}} g(s) h^{\varepsilon}(t-s) \mathrm{d} s=g(t) \tag{3.4}
\end{equation*}
$$

for all continuous and bounded functions $g$ on $\mathbb{R}$ and all $t$ in $\mathbb{R}$ (for example, let $\hat{f}^{\varepsilon}(\omega)=(2 \pi)^{-1 / 2} \exp \left[-\varepsilon^{2} \omega^{2} / 8\right]$, leading to $\left.h^{\varepsilon}(t)=\varepsilon^{-1} \pi^{-1 / 2} \exp \left[-t^{2} / \varepsilon^{2}\right]\right)$.

Let $V^{\varepsilon}$ be the self-adjoint element of $\tilde{\mathscr{A}}$ defined by

$$
\begin{equation*}
V^{\varepsilon}=\sum_{j=1}^{N} V_{j}^{*} \otimes a_{j}\left(f^{\varepsilon}\right)+V_{j} \otimes a_{j}\left(f^{\varepsilon}\right)^{*} \tag{3.5}
\end{equation*}
$$

The integral equation

$$
\begin{equation*}
\alpha_{t}^{\varepsilon}(A)=\alpha_{t}^{0}(A)+i \int_{0}^{t} \alpha_{t-s}^{0}\left(\left[V^{\varepsilon}, \alpha_{s}^{\varepsilon}(A)\right]\right) \mathrm{d} s \tag{3.6}
\end{equation*}
$$

$A \in \tilde{\mathscr{A}}$, may be solved by iteration (Dyson series), and defines a weakly* continuous group $\left\{\alpha_{t}^{\varepsilon}: t \in \mathbb{R}\right\}$ of normal *-automorphisms of $\tilde{\mathscr{A}}$. For each $t$ in $\mathbb{R}$, define a faithful normal *-representation $j_{t}^{\varepsilon}$ of $\mathscr{B}$ into $\tilde{\mathscr{A}}$ by

$$
\begin{equation*}
j_{t}^{\varepsilon}(B)=\alpha_{t}^{\varepsilon}(B \otimes \mathbb{1})=U_{t}^{\varepsilon}(B \otimes \mathbb{1}) U_{t}^{\varepsilon *} \tag{3.7}
\end{equation*}
$$

for all $B$ in $\mathscr{B}$ and $t$ in $\mathbb{R}$, where $U_{t}^{\varepsilon} \in \tilde{\mathscr{A}}$ is the solution of the differential equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} U_{t}^{\varepsilon}=i U_{t}^{\varepsilon}\left[H+\sum_{j=1}^{N} V_{j}^{*} \otimes a_{j}\left(f_{t}^{\varepsilon}\right)+V_{j} \otimes a_{j}\left(f_{t}^{\varepsilon}\right)^{*}\right], \quad U_{0}^{\varepsilon}=\mathbb{1} . \tag{3.8}
\end{equation*}
$$

Finally, denote by $F_{0}$ the map of $\tilde{\mathscr{A}}$ onto $\mathscr{B}$ defined by

$$
\begin{equation*}
F_{0}(B \otimes A)=(\Omega, A \Omega) B, \quad B \in \mathscr{B}, \quad A \in \mathscr{B}(\mathscr{F}) \tag{3.9}
\end{equation*}
$$

Theorem 3.1 (Dümcke $[10,11])$. For all $B_{1}, \ldots, B_{n}$ in $\mathscr{B}, t_{1}, \ldots, t_{n}$ in $\mathbb{R}$ and $n$ in $\mathbb{N}$, the expressions

$$
\begin{equation*}
F_{0}\left(j_{t_{1}}^{\varepsilon}\left(B_{1}\right) \ldots j_{t_{n}}^{\varepsilon}\left(B_{n}\right)\right) \tag{3.10}
\end{equation*}
$$

converge in norm in the limit as $\varepsilon \rightarrow 0$, uniformly for $B_{1}, \ldots, B_{n}$ in a compact ball, $t_{1}, \ldots, t_{n}$ in a compact interval, and $n$ in a finite set. The limit may be computed by means of a term-by-term evaluation of a uniformly convergent Dyson series. Moreover, for "pyramidal" time ordering, $0 \leqq t_{1} \leqq \ldots \leqq t_{n}$, we have

$$
\begin{align*}
& \lim _{\varepsilon \rightarrow 0} F_{0}\left(j_{t_{1}}^{e}\left(A_{1}^{*}\right) \ldots j_{t_{n}}^{\varepsilon}\left(A_{n}^{*}\right) j_{t_{n}}^{\varepsilon}\left(B_{n}\right) \ldots j_{t_{1}}^{\varepsilon}\left(B_{1}\right)\right) \\
& \quad=\Phi_{t_{1}}\left(A_{1}^{*} \Phi_{t_{2}-t_{1}}\left(A_{2}^{*} \ldots \Phi_{t_{n}-t_{n-1}}\left(A_{n}^{*} B_{n}\right) \ldots B_{2}\right) B_{1}\right) \tag{3.11}
\end{align*}
$$

for all $A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n}$ in $\mathscr{B}$.
Proof. See [10] for the case of pyramidal time ordering and the Appendix for the general case.

Let $\mathscr{A}^{\varepsilon}$ be the $W^{*}$-subalgebra of $\tilde{\mathscr{A}}$ generated by $j_{t}^{\ell}(\mathscr{B}): t \in \mathbb{R}$. Let $\varrho$ be a normal state on $\mathscr{B}$ such that the GNS representation $\pi_{\varrho}$ is faithful, and let $\mu^{\varepsilon}$ be the restriction of $\varrho \circ F_{0}$ to $\mathscr{A}^{\varepsilon}$. Then we have
Theorem 3.2. The correlation kernels $w_{t_{1}, \ldots, t_{n}}^{\varepsilon}$ of the quantum stochastic process $\left(\mathscr{A}^{\varepsilon},\left\{j_{t}^{\varepsilon}: t \in \mathbb{R}\right\}, \mu^{\varepsilon}\right)$ converge in the limit as $\varepsilon \rightarrow 0$ to the correlation kernels $w_{t_{1}, \ldots, t_{n}}$ of a quantum stochastic process $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$, which is a stochastic dilation of $\Phi_{t}=\exp L t$.
Proof. For all $A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n}$ in $\mathscr{B}, t_{1}, \ldots, t_{n}$ in $\mathbb{R}$ and $n$ in $\mathbb{N}$, the expression

$$
w_{t_{1}, \ldots, t_{n}}^{\varepsilon}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right)=\varrho\left(F_{0}\left[j_{t_{1}}^{\varepsilon}\left(A_{1}^{*}\right) \ldots j_{t_{n}}^{\varepsilon}\left(A_{n}^{*}\right) j_{t_{n}}^{\varepsilon}\left(B_{n}\right) \ldots j_{t_{1}}^{\varepsilon}\left(B_{1}\right)\right]\right)
$$

converges in the limit as $\varepsilon \rightarrow 0$, by Theorem 3.1; denote its limit by $w_{t_{1}, \ldots, t_{n}}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right)$. This defines a family $\left\{w_{t_{1}, \ldots, t_{n}}: t_{1}, \ldots, t_{n} \in \mathbb{R}, n \in \mathbb{N}\right\}$ of functions
which inherit from $\left\{w_{t_{1}, \ldots, t_{n}}^{\varepsilon}: t_{1}, \ldots, t_{n} \in \mathbb{R}, n \in \mathbb{N}\right\}$ the following properties:
CK1 (projectivity): If $A_{k}=B_{k}=\mathbb{1}, k=1, \ldots, n$, then
$w_{t_{1}, \ldots, t_{n}}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right)=w_{t_{1}, \ldots, \hat{t}_{k}, \ldots, t_{n}}\left(A_{1}, \ldots, \hat{A}_{k}, \ldots, A_{n} ; B_{1}, \ldots, \hat{B}_{k}, \ldots, B_{n}\right)$,
where the marking ${ }^{\wedge}$ above a symbol indicates that it must be omitted;
CK2 (positivity): $w_{t_{1}, \ldots, t_{n}}$ is a positive definite kernel [4] on $(\mathscr{B} \times \ldots \times \mathscr{B})$ $\times(\mathscr{B} \times \ldots \times \mathscr{B})$;
CK3 (normalization): $w_{t}(\mathbb{1}, \mathbb{1})=1$;
CK4 (sesquilinearity): $w_{t_{1}, \ldots, t_{n}}$ is linear in the last $n$ arguments and conjugatelinear in the first $n$ arguments;
$C K 5$ (*-condition): the map $A_{n}, B_{n} \mapsto w_{t_{1}, \ldots, t_{n}}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right)$ of $\mathscr{B} \times \mathscr{B}$ into $\mathbb{C}$ factors through the map $A_{n}, B_{n} \mapsto A_{n}^{*} B_{n}$ of $\mathscr{B} \times \mathscr{B}$ into $\mathscr{B}$;
CK6 (multiplicativity): if $t_{k}=t_{k-1}, k=2, \ldots, n$, we have

$$
\begin{aligned}
& w_{t_{1}, \ldots, t_{n}}\left(A_{1}, \ldots, A_{n} ; B_{1}, \ldots, B_{n}\right) \\
& \quad=w_{t_{1}, \ldots, \hat{t}_{k}, \ldots, t_{n}}\left(A_{1}, \ldots, A_{k} A_{k-1}, \ldots, A_{n} ; B_{1}, \ldots, B_{k} B_{k-1}, \ldots, B_{n}\right) .
\end{aligned}
$$

These are the hypotheses of the reconstruction theorem of [8], hence there exists a stochastic process $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$, unique up to equivalence, such that (2.4) holds.

We regard $\mathscr{A}$ as a von Neumann algebra of operators on a Hilbert space $\mathscr{H}$, with a cyclic vector $\xi$ such that $(\xi, A \xi)=\mu(A)$ for all $A$ in $\mathscr{A}$. Denote by $P_{0}$ the orthogonal projection of $\mathscr{H}$ onto $\mathscr{H}_{0} \equiv \overline{j_{0}(\mathscr{B}) \xi}$, and let $\pi_{0}(B): B \in \mathscr{B}$ denote the restriction of $j_{0}(B)$ to $\mathscr{H}_{0}$. Since $\mu\left(j_{0}(B)\right)=\varrho(B)$ for all $B$ in $\mathscr{B}$, the triple $\left(\mathscr{H}_{0}, \pi_{0}, \xi\right)$ is a realization of the GNS representation associated with the normal state $\varrho$; then $\pi_{0}$ is normal, and faithful by assumption. Hence also $j_{0}$ is invertible.

Now we prove that $P_{0} \mathscr{A} P_{0} \cong \pi_{0}(\mathscr{B})$. Since $P_{0}(\cdot) P_{0}$ is a normal linear map and $\pi_{0}(\mathscr{B})$ is a von Neumann algebra, it suffices to prove that $P_{0} A P_{0} \in \pi_{0}(\mathscr{B})$ for $A$ of the form
$A=j_{t_{1}}\left(A_{1}^{*}\right) \ldots j_{t_{n}}\left(A_{n}^{*}\right) j_{t_{n}}\left(B_{n}\right) \ldots j_{t_{1}}\left(B_{1}\right): A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n} \in \mathscr{B}, t_{1}, \ldots, t_{n} \in \mathbb{R}, n \in \mathbb{N}$,
since the linear span of such $A$ 's is weakly* dense in $\mathscr{A}$. For all $\varphi=j_{0}\left(A_{0}\right) \xi$, $\psi=j_{0}\left(B_{0}\right) \xi: A_{0}, B_{0} \in \mathscr{B}$, we have

$$
\begin{align*}
\left(\varphi, P_{0} A P_{0} \psi\right) & =\lim _{\varepsilon \rightarrow 0} w_{0, t_{1}, \ldots, t_{n}}^{\varepsilon}\left(A_{0}, A_{1}, \ldots, A_{n} ; B_{0}, B_{1}, \ldots, B_{n}\right) \\
& =\varrho\left(A_{0}^{*} \lim _{\varepsilon \rightarrow 0} F_{0}\left[j_{t_{1}}^{\varepsilon}\left(A_{1}^{*}\right) \ldots j_{t_{n}}^{\varepsilon}\left(A_{n}^{*}\right) j_{t_{n}}^{\varepsilon}\left(B_{n}\right) \ldots j_{t_{1}}^{\varepsilon}\left(B_{1}\right)\right] B_{0}\right) \\
& =\left(\varphi, \pi_{0}\left(\lim _{\varepsilon \rightarrow 0} F_{0}\left[j_{t_{1}}^{\varepsilon}\left(A_{1}^{*}\right) \ldots j_{t_{n}}^{\varepsilon}\left(A_{n}^{*}\right) j_{t_{n}}^{\varepsilon}\left(B_{n}\right) \ldots j_{t_{1}}^{\varepsilon}\left(B_{1}\right)\right]\right) \psi\right), \tag{3.12}
\end{align*}
$$

where we have used $j_{o}^{\varepsilon}(B)=B \otimes \mathbb{1}$ for all $\varepsilon$. Since (3.12) holds for $\varphi, \psi$ in a dense set in $\mathscr{H}_{0}$, this proves $P_{0} \mathscr{A} P_{0} \cong \pi_{0}(\mathscr{B})$.

Then we define a map $E_{\{0\}}$ on $\mathscr{A}$ by

$$
\begin{equation*}
E_{\{0\}}(A)=j_{0} \pi_{0}^{-1}\left(P_{0} A P_{0}\right): \quad A \in \mathscr{A} . \tag{3.13}
\end{equation*}
$$

$E_{\{0\}}$ is a norm one projection of $\mathscr{A}$ onto $\mathscr{A}_{\{0\}}$, hence a conditional expectation, by Tomiyama's theorem (see e.g. Theorem 5.3 of [4]). It follows from (3.12), in the particular case $\varphi=\psi=\xi$, that

$$
\mu(A)=\varrho \circ j_{0}^{-1} E_{\{0\}}(A) \text { for all } A \text { in } \mathscr{A},
$$

so that $E_{\{0\}}$ is compatible with $\mu$. For all $A_{1}, \ldots, A_{n}, B_{1}, \ldots, B_{n}$ in $\mathscr{B}, 0 \leqq t_{1} \leqq \ldots \leqq t_{n}$ in $\mathbb{R}$ and $n$ in $\mathbb{N}$, we have, from (3.12) and (3.11),

$$
\begin{aligned}
& E_{\{0\}}\left(j_{t_{1}}\left(A_{1}^{*}\right) \ldots j_{t_{n}}\left(A_{n}^{*}\right) j_{t_{n}}\left(B_{n}\right) \ldots j_{t_{1}}\left(B_{1}\right)\right) \\
& \quad=j_{0}\left(\Phi_{t_{1}}\left(A_{1}^{*} \Phi_{t_{2}-t_{1}}\left(A_{2}^{*} \ldots \Phi_{t_{n}-t_{n-1}}\left(A_{n}^{*} B_{n}\right) \ldots B_{2}\right) B_{1}\right) .\right.
\end{aligned}
$$

This concludes the proof that $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$ is a stochastic dilation of $\Phi_{t}$.
Theorem 3.3. The process $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$ satisfies the following "Markov property at $t=0$ ": for all $A_{-}$in $\mathscr{A}_{(-\infty, 0]}$ and $A_{+}$in $\mathscr{A}_{[0,+\infty)}$, one has

$$
\begin{equation*}
\mu\left(A_{-} A_{+}\right)=\mu\left(E_{\{0\}}\left(A_{-}\right) A_{+}\right)=\mu\left(A_{-} E_{\{0\}}\left(A_{+}\right)\right)=\mu\left(E_{\{0\}}\left(A_{-}\right) E_{\{0\}}\left(A_{+}\right)\right), \tag{3.14}
\end{equation*}
$$

where $E_{\{0\}}$ is the conditional expectation of $\mathscr{A}$ onto $\mathscr{A}_{\{0\}}$ defined by (3.13).

Proof. It suffices to show that, for all $s_{1}, \ldots, s_{m}$ in $\mathbb{R}^{-}, t_{1}, \ldots, t_{n}$ in $\mathbb{R}^{+}, A_{1}, \ldots, A_{m}$, $B_{1}, \ldots, B_{n}$ in $\mathscr{B}$, and $m, n$ in $\mathbb{N}$, one has

$$
\begin{aligned}
& \lim _{\varepsilon \rightarrow 0} F_{0}\left[j_{s_{1}}^{\varepsilon}\left(A_{1}\right) \ldots j_{s_{m}}^{\varepsilon}\left(A_{m}\right) j_{t_{1}}^{\varepsilon}\left(B_{1}\right) \ldots j_{t_{n}}^{\varepsilon}\left(B_{n}\right)\right] \\
& \quad=\left(\lim _{\varepsilon \rightarrow 0} F_{0}\left[j_{s_{1}}^{\varepsilon}\left(A_{1}\right) \ldots j_{s_{m}}^{\varepsilon}\left(A_{m}\right)\right]\right)\left(\lim _{\varepsilon \rightarrow 0} F_{0}\left[j_{t_{1}}^{\varepsilon}\left(B_{1}\right) \ldots j_{t_{n}}^{\varepsilon}\left(B_{n}\right)\right]\right)
\end{aligned}
$$

By Theorem 3.1, we may evaluate the limit on the Dyson expansion (see Appendix). Taking into account Eq. (A.10), it suffices to prove that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{u=s}^{0} \int_{v=0}^{t}\left(f_{u}^{\varepsilon}, f_{v}^{\varepsilon}\right) \mathrm{d} u \mathrm{~d} v=0 \quad \text { for all } s<0<t \tag{3.15}
\end{equation*}
$$

Indeed, let $v-u=|v|+|u|=x, v+u=y$ : then $|y| \leqq x$ and the double integral in (3.15) becomes

$$
\frac{1}{2} \int_{x=0}^{|s|+t} \int_{y=-x}^{x} h^{\varepsilon}(x) \mathrm{d} y \mathrm{~d} x=\int_{0}^{|s|+t} h^{\varepsilon}(x) x \mathrm{~d} x=\frac{1}{2} \int_{-|s|-t}^{|s|+t} h^{\varepsilon}(x)|x| \mathrm{d} x
$$

by the assumed symmetry of $h^{\varepsilon}$, this vanishes in the limit as $\varepsilon \rightarrow 0$, by (3.4), thus proving (3.15).

Remarks. (i) The construction works exactly in the same way also if the antisymmetric Fock space is replaced by the symmetric Fock space (boson reservoir); this leads to an inequivalent stochastic dilation of $\Phi_{t}$.
(ii) The boson construction should give the same process as the one obtained by Hudson and Parthasarathy $[17,11]$ by solving a noncommutative stochastic differential equation. It seems conceivable that our fermion construction could also be obtained with the use of the fermion stochastic integral of Streater et al. [26, 11].
(iii) An alternative approximation method ("multiplicative Itô integral") has been used by von Waldenfels $[18,11]$ in the construction of a quantum stochastic process modelling atomic radiation. When specialized to that model, our "Stratonovich-type" approximation method yields the same result as his "Itôtype" method, by the assumed symmetry of the function $h^{\varepsilon}(t)$.
(iv) To our knowledge, the first results of this kind were obtained by Davies in [27]; there, however, only the "outgoing states" of the "system plus reservoir" were constructed.

## 4. Stationarity, Detailed Balance, and Markov Property

In the present section we assume that the dynamical semigroup $\Phi_{t}$ has a faithful normal stationary state, and investigate necessary and sufficient conditions for the stationarity of its stochastic dilation, as constructed in the previous section.

Theorem 4.1. Let $\Phi_{t}=\exp$ Lt be a dynamical semigroup of finite Lindblad type on $\mathscr{B}$, with a faithful normal stationary state $\varrho$. If the stochastic dilation $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}\right.$, $\left.\mu=\varrho \circ j_{0}^{-1} \circ E_{\{0\}}\right)$ is a stationary process, then $\Phi_{t}$ satisfies the detailed balance condition with respect to $\varrho$.

Proof. We have $\Phi_{t}=j_{0}^{-1} \circ E_{\{0\}} \circ j_{t}, t \in \mathbb{R}^{+}$. Let also $\Phi_{t}^{+}$be the map on $\mathscr{B}$ defined by

$$
\begin{equation*}
\Phi_{t}^{+}=j_{0}^{-1} \circ E_{\{0\}} \circ j_{-t}, \quad t \in \mathbb{R}^{+} \tag{4.1}
\end{equation*}
$$

By the assumed stationarity of the process, we have

$$
\begin{align*}
\varrho\left(A \Phi_{t}(B)\right) & =\mu\left(j_{0}(A) j_{t}(B)\right)=\mu\left(j_{0}(A) \alpha_{t}\left(j_{0}(B)\right)\right) \\
& =\mu\left(\alpha_{-t}\left(j_{0}(A)\right) j_{0}(B)\right)=\mu\left(j_{-t}(A) j_{0}(B)\right)=\varrho\left(\Phi_{t}^{+}(A) B\right) \tag{4.2}
\end{align*}
$$

for all $A, B$ in $\mathscr{B}$. The same construction as in Theorem 3.1 proves that $\Phi_{t}^{+}=\exp L^{+} t$, where

$$
\begin{equation*}
L^{+}(B)=-i[H, B]+\sum_{j=1}^{N} V_{j}^{*} B V_{j}-\frac{1}{2}\left[V_{j}^{*} V_{j}, B\right]_{+}, \tag{4.3}
\end{equation*}
$$

for all $B$ in $\mathscr{B}$ (cf. [24, Sect. 8]). Then $L$ and $L^{+}$satisfy (2.2) and (2.3), and detailed balance holds.

Theorem 4.1 has a partial converse. Let $\varrho$ be a faithful normal state on a $W^{*}$ algebra $\mathscr{B}$, and denote by $\left\{\sigma_{t}: t \in \mathbb{R}\right\}$ the associated modular automorphism group. If $\mathscr{B}$ is the algebra of all $n \times n$ complex matrices for some integer $n$, then any dynamical semigroup on $\mathscr{B}$ is of finite Lindblad type, and it satisfies the detailed balance condition if and only if [20,21] its infinitesimal generator $L$ may be expressed as

$$
\begin{align*}
L(B)= & i[H, B]+\sum_{k=1}^{N}\left(V_{k}^{*} B V_{k}-\frac{1}{2}\left[V_{k}^{*} V_{k}, B\right]_{+}\right) \\
& +\mathrm{e}^{-\beta \omega_{k}}\left(V_{k} B V_{k}^{*}-\frac{1}{2}\left[V_{k} V_{k}^{*}, B\right]_{+}\right) \tag{4.4}
\end{align*}
$$

for all $B$ in $\mathscr{B}$, where $H=H^{*} \in \mathscr{B}, V_{k} \in \mathscr{B}, k=1, \ldots, N$, and where

$$
\begin{gather*}
\sigma_{t}(H)=H \quad \text { for all } t \text { in } \mathbb{R},  \tag{4.5}\\
\sigma_{t}\left(V_{k}\right)=\mathrm{e}^{i \beta \omega_{k} t} V_{k}, \quad \omega_{k} \in \mathbb{R}, \quad \text { for all } t \text { in } \mathbb{R}, \quad k=1, \ldots, N . \tag{4.6}
\end{gather*}
$$

For an arbitrary $W^{*}$-algebra $\mathscr{B}$, we assume (4.4)-(4.6) as the form of $L$. Then we have:

Theorem 4.2. Let $\Phi_{t}=\exp L t$ be a dynamical semigroup on $\mathscr{B}$, with $L$ of the form (4.4), satisfying conditions (4.5) and (4.6). Then
(i) $\Phi_{t}$ satisfies the detailed balance condition with respect to $\varrho$;
(ii) the stochastic dilation $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu=\varrho \circ j_{0}^{-1} \circ E_{\{0\}}\right)$ is a stationary process;
(iii) $\mu$ is a faithful state on $\mathscr{A}$.

Proof. (i) Using the KMS condition in the form $\varrho(A B)=\varrho\left(\sigma_{i}(B) A\right)$ for analytic elements $B$ of $\mathscr{B}, A$ in $\mathscr{B}$, we find that

$$
\varrho(A[i H, B])=-\varrho([i H, A] B),
$$

[by (4.5)];

$$
\begin{aligned}
& \varrho\left(A\left[V_{k}^{*} V_{k}, B\right]_{+}\right)=\varrho\left(\left[V_{k}^{*} V_{k}, A\right]_{+} B\right), \\
& \varrho\left(A\left[V_{k} V_{k}^{*}, B\right]_{+}\right)=\varrho\left(\left[V_{k} V_{k}^{*}, A\right]_{+} B\right),
\end{aligned}
$$

and

$$
\varrho\left(A V_{k}^{*} B V_{k}\right)=\mathrm{e}^{-\beta \omega_{k}} \varrho\left(V_{k} A V_{k}^{*} B\right),
$$

[by (4.6)];
for all $A, B$ in $\mathscr{B}$. Then (2.2) holds, with $L^{+}=L-2 i[H, \cdot]$.
(ii) It suffices to prove that the approximating processes $\left(\mathscr{A}^{\varepsilon},\left\{j_{t}^{\varepsilon}: t \in \mathbb{R}\right\}, \mu^{\varepsilon}\right)$ are stationary for all $\varepsilon$. We need the antisymmetric Fock space over the direct sum of $2 N$ copies of $L^{2}(\mathbb{R})$, which we label by indices $k= \pm 1, \ldots, \pm N$. From (3.5), we have

$$
\begin{align*}
V^{\varepsilon}= & \sum_{k=1}^{N} V_{k}^{*} \otimes\left[a_{k}\left(f^{\varepsilon}\right)+\mathrm{e}^{-\beta \omega_{k} / 2} a_{-k}\left(f^{\varepsilon}\right)^{*}\right] \\
& +V_{k} \otimes\left[a_{k}\left(f^{\varepsilon}\right)^{*}+\mathrm{e}^{-\beta \omega_{k} / 2} a_{-k}\left(f^{\varepsilon}\right)\right] \\
= & \sum_{k=1}^{N}\left(1+\mathrm{e}^{-\beta \omega_{k}}\right)^{1 / 2}\left[V_{k}^{*} \otimes b_{k}\left(f^{\varepsilon}\right)+V_{k} \otimes b_{k}\left(f^{\varepsilon}\right)^{*}\right] \tag{4.7}
\end{align*}
$$

where we have defined the Bogoliubov transformation

$$
\begin{equation*}
b_{k}(f)=\left(1+\mathrm{e}^{-\beta \omega_{k}}\right)^{-1 / 2}\left[a_{k}(f)+\mathrm{e}^{-\beta \omega_{k} / 2} a_{-k}(\bar{f})\right] \tag{4.8}
\end{equation*}
$$

for $k=1, \ldots, N, f$ in $L^{2}(\mathbb{R})$ (recall that $f^{\varepsilon}$ is real-valued). It is well known [28] that the vacuum vector $\Omega$ is both cyclic and separating for the $W^{*}$-algebra $\mathscr{R}$ defined by

$$
\begin{equation*}
\mathscr{R}=\left\{b_{k}(f), b_{k}(f)^{*}: k=1, \ldots, N, f \in L^{2}(\mathbb{R})\right\}^{\prime \prime}, \tag{4.9}
\end{equation*}
$$

and that the associated modular automorphism group of $\mathscr{R}$ satisfies [29]

$$
\begin{equation*}
\sigma_{t}\left(b_{k}(f)\right)=\mathrm{e}^{i \beta \omega_{k} t} b_{k}(f), \quad k=1, \ldots, N, \quad f \in L^{2}(\mathbb{R}) . \tag{4.10}
\end{equation*}
$$

Note that $\mathscr{B} \otimes \mathscr{R}$ is globally invariant under $\left\{\alpha_{t}^{0}: t \in \mathbb{R}\right\}$, and that $V^{\varepsilon}$ is in $\mathscr{B} \otimes \mathscr{R}$, so that $\left\{\alpha_{t}^{\varepsilon}: t \in \mathbb{R}\right\}$ maps $\mathscr{B} \otimes \mathscr{R}$ into itself, and $\mathscr{A}^{\varepsilon}$ is a $W^{*}$-subalgebra of $\mathscr{B} \otimes \mathscr{R}$. The state $\bar{\mu}=\varrho \circ F_{0} \upharpoonright \mathscr{B} \otimes \mathscr{R}$ is a faithful normal state, and it is invariant under $\left\{\alpha_{t}^{0}\right.$ : $t \in \mathbb{R}\}$, by (4.5). The associated modular automorphism group $\left\{\bar{\sigma}_{t}: t \in \mathbb{R}\right\}$ of $\mathscr{B} \otimes \mathscr{R}$ satisfies

$$
\begin{equation*}
\bar{\sigma}_{t}\left(V^{\varepsilon}\right)=V^{\varepsilon} \quad \text { for all } t \text { in } \mathbb{R}, \tag{4.11}
\end{equation*}
$$

by (4.6) and (4.10). Then we have, for all $A$ in $\mathscr{A}^{\varepsilon}$ and $t$ in $\mathbb{R}$,

$$
\begin{aligned}
\bar{\mu}\left(\alpha_{t}^{\varepsilon}(A)\right)-\bar{\mu}(A) & =\bar{\mu}\left(\alpha_{t}^{\varepsilon}(A)-\alpha_{t}^{0}(A)\right) \\
& =i \int_{0}^{t} \bar{\mu}\left(\left[V^{\varepsilon}, \alpha_{s}^{\varepsilon}(A)\right]\right) \mathrm{d} s=0,
\end{aligned}
$$

by (3.6) and (4.11). Then $\left(\mathscr{A}^{\varepsilon},\left\{j_{t}^{\varepsilon}=\alpha_{t}^{\varepsilon} j_{0}: t \in \mathbb{R}\right\}, \mu^{\varepsilon}\right)$ is stationary.
(iii) By (ii) above, $\bar{\sigma}_{s}$ commutes with $\alpha_{t}^{\varepsilon}$ for all $s, t$ in $\mathbb{R}$ [30], hence $\bar{\sigma}_{\mathrm{s}} j_{t}^{\varepsilon}(B)=j_{t}^{\varepsilon} \sigma_{s}(B)$ for all $s, t$ in $\mathbb{R}$ and $B$ in $\mathscr{B}$. Taking the limit of multi-time correlations as $\varepsilon \rightarrow 0$, we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}} \mu\left(j_{t_{1}}\left(A_{1}\right) \ldots j_{t_{m}}\left(A_{m}\right) j_{u_{1}}\left(\sigma_{s}\left(B_{1}\right)\right) \ldots j_{u_{n}}\left(\sigma_{s}\left(B_{n}\right)\right)\right) f(s) \mathrm{d} s \\
& \quad=\int_{\mathbb{R}} \mu\left(j_{u_{1}}\left(\sigma_{s}\left(B_{1}\right)\right) \ldots j_{u_{n}}\left(\sigma_{s}\left(B_{n}\right)\right) j_{t_{1}}\left(A_{1}\right) \ldots j_{t_{m}}\left(A_{m}\right)\right) f(s-i) \mathrm{d} s
\end{aligned}
$$

for all $A_{1}, \ldots, A_{m}, B_{1}, \ldots, B_{n}$ in $\mathscr{B}, s, t_{1}, \ldots, t_{m}, u_{1}, \ldots, u_{n}$ in $\mathbb{R}, m, n$ in $\mathbb{N}$, and for all functions $f$ with Fourier transform in $C_{0}^{\infty}(\mathbb{R})$. It follows, as in [31], that the pair
$(\mathscr{A}, \mu)$ is equipped with a modular automorphism group $\left\{\sigma_{s}: s \in \mathbb{R}\right\}$, satisfying

$$
\begin{equation*}
\sigma_{s}\left[j_{u_{1}}\left(B_{1}\right) \ldots j_{u_{n}}\left(B_{n}\right)\right]=j_{u_{1}}\left(\sigma_{s}\left(B_{1}\right)\right) \ldots j_{u_{n}}\left(\sigma_{s}\left(B_{n}\right)\right) \tag{4.12}
\end{equation*}
$$

for all $B_{1}, \ldots, B_{n}$ in $\mathscr{B}, s, u_{1}, \ldots, u_{n}$ in $\mathbb{R}$, and $n$ in $\mathbb{N}$; in particular, $\mu$ is a faithful state on $\mathscr{A}$.

We may conclude that the following statements are "essentially equivalent" (up to technicalities):
(I) $\Phi_{t}$ satisfies detailed balance with respect to $\varrho$;
(II) the stochastic dilation $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$ as constructed from $\Phi_{t}$ and $\varrho$ as in Sect. 3 is a stationary process, and $\mu$ is a faithful state on $\mathscr{A}$.

By using the modular automorphism group of $\mathscr{A}$ associated with $\mu$, the stationarity of the process, and Takesaki's theorem on conditional expectations [25], we can extend the "Markov property at $t=0$ " of Theorem 3.3 to the full Markov property.

Theorem 4.3. Let $\left(\mathscr{A},\left\{j_{t}: t \in \mathbb{R}\right\}, \mu\right)$ be the stochastic dilation, as in Sect. 3, of a dynamical semigroup $\Phi_{t}$ on $\mathscr{B}$. If it is a stationary process and $\mu$ is a faithful state, then it is a stationary Markov dilation of $\Phi_{t}$.

Proof. It remains to prove that $j_{t}$ is a faithful normal map for all $t$ in $\mathbb{R}, E_{\{0\}}$ is a normal conditional expectation, and the Markov property (2.7) holds. We give the proofs separately:
(i) Since $j_{t}=\alpha_{t} j_{0}$ and $\alpha_{t}$ is an automorphism leaving the normal state $\mu$ invariant, it suffices to prove that $j_{0}$ is normal ( $j_{0}$ is faithful by Theorem 3.2). Since $\mu$ is faithful, the set of the positive linear functionals on $\mathscr{A}$ that are dominated by a scalar multiple of $\mu$ generates a dense subset of $\mathscr{A}_{*}$. Let $v$ be such a positive functional. Then $v \circ j_{0}$ is dominated by a scalar multiple of $\mu \circ j_{0}=\varrho$, hence it is a normal functional on $\mathscr{B}$. By taking linear combinations and norm limits, it follows that $j_{0}^{*}$ maps $\mathscr{A}_{*}$ into $\mathscr{B}_{*}$, so that $j_{0}$ is normal.
(ii) $E_{\{0\}}$ satisfies $\mu \circ E_{\{0\}}=\varrho \circ j_{0}^{-1} \circ E_{\{0\}}=\mu$; and since $E_{\{0\}}$ is completely positive and $\mu$ is a faithful normal state, it follows that $E_{\{0\}}$ is normal.
(iii) The modular automorphism group $\left\{\sigma_{s}: s \in \mathbb{R}\right\}$ of $\mathscr{A}$ associated with $\mu$ commutes with $\left\{\alpha_{t}: t \in \mathbb{R}\right\}$ [30], hence all the $W^{*}$-subalgebras $\mathscr{A}_{I}=\bigvee\left\{\alpha_{t} j_{0}(\mathscr{B})\right.$ : $t \in I\}$, are globally invariant under $\sigma_{s}$. By [25], there exist conditional expectations $E_{I}$ of $\mathscr{A}$ onto $\mathscr{A}_{I}$ which are compatible with $\mu$; they are uniquely defined, faithful and normal. In particular, $E_{(-\infty, 0]}$ exists. In order to prove that (2.7) holds for $t=0$, it suffices to show that, for each $A_{+}$in $\mathscr{A}_{[0,+\infty)}$, there exists $A_{0}$ in $\mathscr{A}_{\{0\}}$ such that

$$
\begin{equation*}
\mu\left(A_{-} A_{+}\right)=\mu\left(A_{-} A_{0}\right) \quad \text { for all } A_{-} \text {in } \mathscr{A}_{(-\infty, 0]} . \tag{4.13}
\end{equation*}
$$

By Theorem 3.3, (4.13) holds, with $A_{0}=E_{\{0\}}\left(A_{+}\right)$. Then $E_{(-\infty, 0]}\left(\mathscr{A}_{[0,+\infty)}\right)=\mathscr{A}_{\{0\}}$. By the stationarity of the process, we have $\alpha_{t} E_{(-\infty, 0]}=E_{(-\infty, t]} \alpha_{t}$, and (2.7) follows.

Remarks: (i) The connection between stationarity of the dilation and the detailed balance condition for the semigroup should be compared with the "derivation of detailed balance from microscopic reversibility." As remarked in [24, 32], such a derivation is reliable only when the stationary state of the semigroup is the restriction of a stationary (or, at least, approximately stationary) state for the global evolution of the larger system.
(ii) The processes we have described are called "quantum diffusions" by Hudson and Parthasarathy [17], in that they can be constructed with the aid of a "quantum Wiener process." It is worth mentioning, in this regard, that a classical diffusion with a stationary state does indeed satisfy the detailed balance condition in the sense of [21], as remarked in [32].

## Appendix

A published proof of Theorem 3.1 exists only for the case of pyramidal time ordering [10]. Though the convergence of all multi-time correlations is an explicitly stated result in Dümcke's paper in [11], we think it convenient to provide an explicit proof here.

We introduce some notation. For $m$ in $\mathbb{N}$ and $t$ in $\mathbb{R}$, let

$$
\Delta_{m}(0, t)=\left\{\begin{array}{l}
\left\{\left(s_{1}, \ldots, s_{m}\right) \in \mathbb{R}^{m}: 0 \leqq s_{1} \leqq \ldots \leqq s_{m} \leqq t\right\} \quad \text { for } \quad t \leqq 0,  \tag{A.1}\\
\left\{\left(s_{1}, \ldots, s_{m}\right) \in \mathbb{R}^{m}: t \leqq s_{1} \leqq \ldots \leqq s_{m} \leqq 0\right\} \quad \text { for } \quad t \leqq 0
\end{array}\right.
$$

We shall also understand that

$$
\begin{equation*}
\sum_{m=0}^{\infty} \int_{\Delta_{m}(0, t)} f_{m}\left(t ; s_{1}, \ldots, s_{m}\right) \mathrm{d} s_{1} \ldots \mathrm{~d} s_{m}=f_{0}(t)+\sum_{m=1}^{\infty} \int_{\Delta_{m}(0, t)} f_{m}\left(t ; s_{1}, \ldots, s_{m}\right) \mathrm{d} s_{1} \ldots \mathrm{~d} s_{m} \tag{A.2}
\end{equation*}
$$

For $A$ in $\tilde{\mathscr{A}}$ and $t$ in $\mathbb{R}$, let $A(t)=\alpha_{t}^{0}(A)$. It is convenient to rewrite $V^{\varepsilon}$ as

$$
\begin{equation*}
V^{\varepsilon}=\sum_{j=1}^{2 N} F_{j} \otimes \varphi_{j}\left(f^{\varepsilon}\right) \tag{A.3}
\end{equation*}
$$

where

$$
\left.\begin{array}{ll}
F_{j}=\frac{1}{2}\left(V_{j}^{*}+V_{j}\right), \varphi_{j}=a_{j}^{*}+a_{j} & \text { for } \quad j=1, \ldots, N,  \tag{A.4}\\
F_{j}=\frac{i}{2}\left(V_{j-N}^{*}-V_{j-N}\right), \varphi_{j}=i\left(a_{j-N}^{*}-a_{j-N}\right) & \text { for } \quad j=N+1, \ldots, 2 N
\end{array}\right\}
$$

We define also

$$
\left.\begin{array}{l}
F_{+j}(A)=F_{j} A, \varphi_{+j}(A)=\varphi_{j} A  \tag{A.5}\\
F_{-j}(A)=A F_{j}, \varphi_{-j}(A)=A \varphi_{j}
\end{array}\right\}
$$

for all $A$ in $\tilde{\mathscr{A}}, j=1, \ldots, 2 N$. For all $B_{1}, \ldots, B_{n}$ in $\mathscr{B}, t_{1}, \ldots, t_{n}$ in $\mathbb{R}$ and $n$ in $\mathbb{N}$, the iterative solution of (3.6) yields

$$
\begin{align*}
F_{0}\left[j_{j_{1}}^{\varepsilon}\right. & \left.\left(B_{1}\right) \ldots j_{t_{n}}^{\varepsilon}\left(B_{n}\right)\right] \\
= & \sum_{r=0}^{\infty} \sum_{m_{1}+\ldots+m_{n}=r}\left[\prod_{k=1}^{n}\left(i \operatorname{sgn} t_{k}\right)^{m_{k}}\right]_{\Delta_{m_{1}}\left(0, t_{1}\right) \times \ldots \times \Delta_{m_{n}}\left(0, t_{n}\right)} \sum_{j_{1}, \ldots, j_{r}= \pm 1, \ldots, \pm 2 N} \\
& \cdot\left[\prod_{k=1}^{r} \operatorname{sgn} j_{k}\right] \\
& \cdot\left[F_{j_{1}}\left(s_{1}\right) \ldots F_{j_{m_{2}}}\left(s_{m_{1}}\right) B_{1}\left(t_{1}\right)\right]\left[F_{j_{m_{1}+1}}\left(s_{m_{1}+1}\right) \ldots F_{j_{m_{1}+m_{2}}}\left(s_{m_{1}+m_{2}}\right) B_{2}\left(t_{2}\right)\right] \\
& \cdot \ldots\left[F_{j_{m_{1}}+\ldots+m_{n-1}+1}\left(s_{m_{1}+\ldots+m_{n-1}+1}\right) \ldots F_{j_{r}}\left(s_{r}\right) B_{n}\left(t_{n}\right)\right] \\
& \cdot\left(\Omega,\left[\varphi_{j_{1}}\left(f_{s_{1}}^{\varepsilon}\right) \ldots \varphi_{j_{m_{1}}}\left(f_{s_{m_{2}}}^{\varepsilon}\right) \mathbb{1}\right]\right. \\
& \left.\cdot \ldots\left[\varphi_{j_{m_{1}}+\ldots+m_{n-1}+1}\left(f_{s_{m_{1}+}+\ldots m_{m_{n-1}+1}}^{\varepsilon}\right) \ldots \varphi_{j_{r}}\left(f_{s_{r}}^{\varepsilon}\right) \mathbb{1}\right] \Omega\right) \mathrm{d} s_{1} \ldots \mathrm{~d} s_{r} . \tag{A.6}
\end{align*}
$$

To each ordered $r$-uple $\left(\alpha_{1}, \ldots, \alpha_{r}\right)=\left(\operatorname{sgn} j_{1}, \ldots, \operatorname{sgn} j_{r}\right)$ in $\{-1,+1\}^{r}$, there corresponds a permutation $\pi=\pi\left(\alpha_{1}, \ldots, \alpha_{r}\right)$ of $\{1, \ldots, r\}$ such that $(\Omega, \ldots, \Omega)$ in (A.6) becomes

$$
\left(\Omega, \varphi_{\left|j_{\pi(1)}\right|}\left(f_{s_{\pi(1)}}^{\varepsilon}\right) \ldots \varphi_{\left|j_{\pi(r)}\right|}\left(f_{s_{\pi(r)}}^{\varepsilon}\right) \Omega\right)
$$

This vanishes for $r$ odd, and for $r$ even, $r=2 l$, it becomes

$$
\begin{equation*}
\sum_{p \in \mathscr{P}(l)}(\operatorname{sgn} p) \prod_{q=1}^{l}\left(\Omega, \varphi_{\left|j_{\pi \circ p(2 q-1)}\right|}\left(f_{s_{\pi \circ p(2 q-1)}}^{\varepsilon}\right) \varphi_{\left|j_{\pi \circ p(2 q) \mid}\right|}\left(f_{s_{\pi \circ p(2 q)}}^{\varepsilon}\right) \Omega\right), \tag{A.7}
\end{equation*}
$$

where $\mathscr{P}(l)$ is the set of those permutations of $\{1, \ldots, 2 l\}$ such that $p(2 q-1)<p(2 q)$, $p(2 q-1)<p(2 q+1)$ for all $q$, and $\operatorname{sgn} p$ is the parity of the permutation $p$. Taking into account (A.4), and defining

$$
\chi(j, k)=\left\{\begin{align*}
1 & \text { for } j=k  \tag{A.8}\\
i & \text { for } j=k-N \\
-i & \text { for } j=k+N \\
0 & \text { otherwise }
\end{align*}\right.
$$

we find that (A.7) becomes

$$
\begin{equation*}
\sum_{p \in \mathscr{P}(l)}(\operatorname{sgn} p) \prod_{q=1}^{l} \chi\left(\left|j_{\pi \circ p(2 q-1)}\right|,\left|j_{\pi \circ p(2 q)}\right|\right) h^{\varepsilon}\left(s_{\pi \circ p(2 q)}-s_{\pi \circ p(2 q-1)}\right) . \tag{A.9}
\end{equation*}
$$

Combining (A.6) with (A.9), we find

$$
\begin{align*}
& F_{0}\left[j_{t_{1}}^{\varepsilon}\left(B_{1}\right) \ldots j_{t_{n}}^{\varepsilon}\left(B_{n}\right)\right] \\
& =\sum_{l=0}^{\infty} \sum_{m_{1}+\ldots+m_{n}=2 l}\left[\prod_{k=1}^{n}\left(i \operatorname{sgn} t_{k}\right)^{m_{k}}\right] \int_{\Delta_{m_{1}}\left(0, t_{1}\right) \times \ldots \times \Delta_{m_{n}}\left(0, t_{n}\right)} \sum_{j_{1}, \ldots, j_{r}= \pm 1, \ldots, \pm 2 N} \\
& \cdot\left[\prod_{k=1}^{2 l} \operatorname{sgn} j_{k}\right] \\
& \cdot\left[F_{j_{1}}\left(s_{1}\right) \ldots F_{j_{m_{1}}}\left(s_{m_{1}}\right) B_{1}\left(t_{1}\right)\right] \ldots\left[F_{j_{m_{1}+\ldots+m_{n-1}+1}}\left(s_{m_{1}+\ldots+m_{n-1}+1}\right)\right. \\
& \left.\cdot \ldots F_{j_{2 l}}\left(s_{2 l}\right) B_{n}\left(t_{n}\right)\right] \\
& \left.\cdot \sum_{p \in \mathscr{P}(l)}(\operatorname{sgn} p) \prod_{q=1}^{l} \chi\left(\left|j_{\pi \circ p(2 q-1)}\right|, \mid j_{\pi \circ p(2 q)}\right)\right) h^{\varepsilon}\left(s_{\pi \circ p(2 q)}-s_{\pi \circ p(2 q-1)}\right) \mathrm{d} s_{1} \ldots \mathrm{~d} s_{2 l}, \tag{A.10}
\end{align*}
$$

where $\pi=\pi\left(\operatorname{sgn} j_{1}, \ldots, \operatorname{sgn} j_{2 l}\right)$. The term-by-term limit as $\varepsilon \rightarrow 0$ of the expansion (A.10) is evaluated by recalling that $h^{\varepsilon}(t)$ is a symmetric approximation to $\delta(t)$. In order to prove that the expansion converges uniformly in $\varepsilon$, we perform some majorizations. Since $|\chi(j, k)| \leqq 1$ and $h^{\varepsilon}$ is a positive symmetric function, we have

$$
\left|\sum_{p \in \mathscr{P}(l)} \ldots h^{\varepsilon}(\ldots)\right| \leqq \frac{1}{2^{l} l!} \sum_{\sigma \in S(2 l)} \prod_{q=1}^{l} h^{\varepsilon}\left(s_{\pi \sigma \sigma(2 q)}-s_{\pi \sigma \sigma(2 q-1)}\right),
$$

where $S(2 l)$ is the set of all permutations of $\{1, \ldots, 2 l\}$. This is actually independent of $\pi$, and it may be rewritten as

$$
\frac{(2 l)!}{2^{l} l!} P_{S}\left[\prod_{q=1}^{l} h^{\varepsilon}\left(s_{2 q}-s_{2 q-1}\right)\right],
$$

where $P_{S}$ denotes the projection onto the totally symmetric functions of $s_{1}, \ldots, s_{2 l}$. Let also $\|F\|=\max \left\|F_{|j|}\right\|,\|B\|=\max \left\|B_{i}\right\|$. Then we find

$$
\begin{align*}
\| \text { r.h.s. of }(\mathrm{A} .10) \| & \sum_{l=0}^{\infty} \sum_{m_{1}+\ldots+m_{n}=2 l} \int_{\Delta_{m_{1}}\left(0, t_{1}\right) \times \ldots \times \Delta_{m_{n}}\left(0, t_{n}\right)} \\
& \cdot(4 N)^{2 l}\|F\|^{2 l}\|B\|^{n} \frac{(2 l)!}{2^{l} l!} P_{S}\left[\prod_{q=1}^{l} h^{\varepsilon}\left(s_{2 q}-s_{2 q-1}\right)\right] \mathrm{d}_{1} \ldots \mathrm{~d} s_{2 l} \tag{A.11}
\end{align*}
$$

Since the integrand is totally symmetric in $s_{1}, \ldots, s_{2 l}$, it is also symmetric in all the groups of variables $\left(s_{1}, \ldots, s_{m_{1}}\right),\left(s_{m_{1}+1}, \ldots, s_{m_{1}+m_{2}}\right), \ldots\left(s_{m_{1}+\ldots+m_{n-1}+1}, \ldots, s_{2 l}\right)$. Hence we may replace

$$
\int_{\Delta_{m}(0, t)}[\ldots] \mathrm{d} s_{1} \ldots \mathrm{~d} s_{m} \quad \text { by } \quad \frac{1}{m!} \int_{0}^{t} \ldots \int_{0}^{t}[\ldots] \mathrm{d} s_{1} \ldots \mathrm{~d} s_{m}
$$

and obtain a further majorization by extending each integration from $t_{-}=\min \left(t_{k}, 0\right)$ to $t_{+}=\max \left(t_{k}, 0\right)$. Then we obtain

$$
\begin{align*}
\| \text { r.h.s. of }(\mathrm{A} .10) \| \leqq & \|B\|^{n} \sum_{l=0}^{\infty}\left(8 N^{2}\|F\|^{2}\right)^{l} \frac{1}{l!} \\
& \cdot\left[\sum_{m_{1}+\ldots+m_{n}=2 l} \frac{(2 l)!}{m_{1}!\ldots m_{n}!}\right] \\
& \cdot \int_{t_{-}}^{t_{+}} \ldots \int_{t_{-}}^{t_{+}} P_{S}\left[\prod_{q=1}^{l} h^{\varepsilon}\left(s_{2 q}-s_{2 q-1}\right)\right] \mathrm{d} s_{1} \ldots \mathrm{~d} s_{2 l} . \tag{A.12}
\end{align*}
$$

The integral is majorized by $\left(\left\|h^{\varepsilon}\right\|_{1}\left(t_{+}-t_{-}\right)\right)^{l}$, independent of $\varepsilon$, as in [1]. It remains to control the behaviour of

$$
C(n, r)=\sum_{m_{1}+\ldots+m_{n}=r} \frac{r!}{m_{1}!\ldots m_{n}!} .
$$

Using $C(1, r)=1$ for all $r$, and the easily derived recursion formula

$$
C(n, r)=\sum_{s=0}^{r}\binom{r}{s} C(n-1, s)
$$

we find that $C(n, r) \leqq(r+1)^{n-1} 2^{(n-1) r}$, which is eventually dominated by $2^{n r}$ for fixed $n$ and $r \rightarrow \infty$. We conclude that the expansion (A.10) is dominated by

$$
\begin{equation*}
(\text { constant })+\|B\|^{n} \sum_{l=0}^{\infty} \frac{1}{l!}\left[8 N^{2}\|F\|^{2} 4^{n}\|h\|_{1}\left(t_{+}-t_{-}\right)\right]^{l} \tag{A.13}
\end{equation*}
$$

which is a convergent series, independent of $\varepsilon$. Then we are allowed to take the limit term by term in (A.10). Note that (A.13) proves also the uniformness of the convergence as stated in Theorem 3.1.
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