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On the Fluid-Dynamical Approximation to the Boltzmann
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Abstract. The compressible and heat-conductive Navier-Stokes equation
obtained as the second approximation of the formal Chapman-Enskog
expansion is investigated on its relations to the original nonlinear Boltzmann
equation and also to the incompressible Navier-Stokes equation. The solutions
of the Boltzmann equation and the incompressible Navier-Stokes equation for
small initial data are proved to be asymptotically equivalent (mod decay rate
ί"5/4) as ί-> + oo to that of the compressible Navier-Stokes equation for the
corresponding initial data.

1. Introduction

The nonlinear Boltzmann equation for a rarefied simple gas is given in the form

1
) (1.1)

o

where ί^O: time, xeR3: physical space, veR3: velocity space, ε: mean free path,
F = F(t,x,v) is the mass density distribution function and Q represents the
quadratic collision operator. Here and in what follows, we use the summation
convention when we are not confused. Let us introduce the fluid-dynamical
quantities as follows:

mass density: ρ = J F(t, x, ι;) dv,

fluid flow velocity: ul = - f vlF(t, x9 v)dv,
Q

momentum: ml = ρul,

pressure tensor: Pίj = J clcjF(t, x, v) dv,

pressure: p = | Pkk,

viscous term: pij = Pίj — pδij,

heat flow vector: ql= ^ci\c\2F(t,x,v)dv,
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internal energy per unit mass: e= -§-\c\2F(t,x,v)dv,

absolute temperature : θ = — e ,
3κ

total energy: E = ρe + ^ρ\u\2 ,

= l±\υ\2F(t9x,υ)dυ,

where cl = vl — u\ R: gas constant and δίj: Kronecker's delta. Then the con-
servation laws derived from (1.1) are given in the form:

(QU\ + (ρuV + pδ1* + p\ = 0 , (1.2)

(ρ(e+±\u\2))t + (ρuJ(e+ \ κ|2) + pu' + ttV' + ̂  = 0,

where the equation of state is that of "ideal and polytropic gas", i.e.,

In order to enclose the system (1.2) in the fluid-dynamical variables ρ, u and Θ,
the formal Chapman-Enskog expansion

F= £ snF(n}

has been adopted where the functions F(n} can be uniquely computed in turn as the
functions of v, (ρ,w,θ) and their partial derivatives with respect to x (cf. [1,4]). In
fact, the first approximation F(0) is given by the locally Maxwellian, i.e.,

JE7(0) _ _

2RΘ '

for which the system (1.2) comes to be the compressible Euler equation

ρue+±\u\2) + pu\=0,

p = Rρθ, e=^RΘ.

Furthermore, as we show the precise derivation in the later section (Sect. 3), the
system (1.2) corresponding to the second approximation F(0) + εf(1) is given by the
compressible Navier-Stokes equation

V + pδ\ =

(ρ(e + ±\u\2})t + (ρu\e + ±\u\2} + ujp)Xj (1.5)

= ε(μuk(uk

xj + <) - f μuVXk + κθx)Xj ,

p = Rρθ, e=
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where μ = μ(θ) and K = κ(θ) represent the coefficient of viscosity and that ς>f heat
conduction respectively.

Assuming the cut-off hard potentials in the sense of Grad [5] for the collision,
we consider the initial value problem to the nonlinear Boltzmann equation (1.1) in
a small neighbourhood of the absolute Maxwellian state

(1.6)

Ukai [15] and Nishida-Imai [13] succeeded to solve the initial value problem
globally in time and to show that its solution decays to the absolute Maxwellian
state as ί-» + oo. Their arguments also include the result not mentioned explicitly
that the solutions of the nonlinear and linearized Boltzmann equations are
"asymptotically equivalent modί~5/4 as ί-» + oo" to each other which means,
throughout this paper, that the difference of them decays to zero in L2 at the rate
of (1 + f)~5 / 4 as ί-> + oo. We summarize all these results in Sect. 7.

Recently, we [9, 10] solved the initial value problem to the general compres-
sible Navier-Stokes_ equations including (1.5) in a small neighbourhood of the
constant state (ρ, 0, θ) and then we showed that its solution decays to the constant
state. In Sect. 4, we summarize these results and also establish the asymptotic
equivalence modί~5 / 4 as t-+ + oo between the nonlinear and linearized solutions.
Furthermore in Sect. 5, we consider the following incompressible Navier-Stokes
equation as an approximation to the compressible Navier-Stokes equation (1.5)
around the constant state (ρ, 0, θ) :

(1.7)

The global solutions in time are known in Leray [8]. In the present paper, for
appropriately small initial data, we show that the solution of (1.7) is asymptotically
equivalent modί~5/4 as t-+ + oo to that of the heat equation

5 x * =0,χ j χ j '

On the other hand, in Sect. 6, we show that if the initial data for (1.5) satisfy
(ρ(0), E(0)) = const and u(0)j

x. = Q, the solution of (1.5) is asymptotically equivalent
modi~5 / 4 as ί-» + oo to that of (1.8) and (ρ, E) = const. Thus, we may assert that the
incompressible Navier-Stokes equation (1.7) makes sense as an approximation to
the compressible Navier-Stokes equation (1.5) when not only the density but also
the total energy can be regarded as identically constant.

The asymptotic problem of the Boltzmann equation as the mean free path ε
tends to zero and the relations to the hydrodynamical equations determined by the
Chapman-Enskog expansion at the Euler and Navier-Stokes levels have been
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considered by Grad [6] for the "semilinear" Boltzmann equation locally in time
and by McLennan [11], Ellis and Pinsky [2,3], and Pinsky [14] for the linear
Boltzmann equation. As to the full nonlinear Boltzmann equation, Nishida [12]
obtained the results at the level of the compressible Euler equation that if the
initial deviation from the absolute Maxwellian state is small and analytic in the
space variables, the solution of the Boltzmann equation exists in a finite time
interval independent of ε and it converges there, as ε->0, to the local Maxwellian
distribution whose fluid-dynamical quantities satisfy the compressible Euler
equation (1.4). In the present paper, we consider the nonlinear Boltzmann
equation (1.1) in a small neighbourhood of the absolute Maxwellian state at the
level of the compressible Navier-Stokes equation with a fixed ε. Then it is shown in
Sect. 8 that the solution of the nonlinear Boltzmann equation (1.1) is asymptoti-
cally equivalent modί~5 / 4 as ί-> + oo to the solution of the compressible Navier-
Stokes equation (1.5) with the corresponding initial data. Here we note that the
difference of the solution of (1.1) from the absolute Maxwellian state has decay
rate (l + ί)~3/4 at least for some restricted initial data which are classified later.
Thus, the second approximation of the Chapman-Enskog expansion is proved to
be valid in a sense.

Finally, an analogous asymptotic problem is considered in Kawashima [7] for
one-dimensional Broadwell model of the Boltzmann equation for a simple discrete
velocity gas. In comparison with this paper, the interesting fact in [7] is that the
solutions of nonlinear and semilinear (not linear) problems are asymptotically
equivalent as ί-> -f oo to each other.

2. Some Notations

Letters x,veR* are the space- and velocity-variables and letter £eR3 is the
variable for the Fourier-transform in x. Lp( - ) ( = x, v, or ξ) denotes the Lebesgue
space of measurable functions whose p-th powers (1 ̂ p< + oo) are summable in
R3 with the norm ||/ ||LP(.). Hl(x), /^O denotes the Sobolev space of L2(x)-functions
together with the ί-th derivatives, Hl(ξ) is the Fourier transform of Hl(x) with the
norm

Definition 2.1. L^(v) is the Hubert space defined by

where M is the absolute Maxwellian (2π)~3 / 2exp( — \\v\2\ The inner product for
(v) is defined by

Definition 2.2. L2(v;L2(x)) [resp. L2(v,L1(x)}] is the Hubert (resp. Banach) space
which consists of L2(x) [resp. L1(x)] valued L^-functions in υeR3 with the norm

[resp.
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Definition 2. 3. Bml(mJ^O) is the Banach space which consists of
continuous functions in v with the property

υ)\\Hl(x}-+ as

The norm for JeBmlis defined by

Definition 2 A. Let B be a Banach space. Cfc(0, T;£) (fc^O, T>0) is the Banach
space which consists of B- valued fc-times continuously differentiable functions in
ίe[0, T]. L2(0, T\B) is the Banach space which consists of B- valued L2-functions
inίe[0,Γ].

Definition 2.5. Let f = ( f l ( x ) 9 f 2 ( x ) , ... ,/"(*)). Dkf (fc^O) is defined by

which is a vector composed of all fc-th partial derivatives with respect to x.

3. Second Fluid-Dynamical Approximation

We consider the Chapman-Enskog expansion

F~F(0) + εF(1) + ε2F (2)+... (3.1)

and the corresponding expansion for the fluid dynamical quantities

qί^q™ i + εq™ i+...9 (3.3)

where {p(m)'ij}%=0 and {q(m^=0 are determined by

p^^= J(cV-f \c\2δij)F(m)dυ, (3.4)

^ΞΞ^fc'Ic^dϋ. (3.5)

It is well known that the first approximation F(0) is the locally Maxwellian (1.3)
and p(0)'u = g(0)'l=:0. In this section, following the procedure in [1], we determine
F(l\ p(1}'ίj and g(1) j l precisely. To start, we make some preparations. The quadratic
collision operator Q in (1.1) can be written in the form (cf. [1,5])

β(F,G)=i j (F'G'^F^G'-FG.-F^C^ψ^-υ^dωdυ,. (3.6)
s 2 χκ 3

Here v' and v\ are the velocities after the interaction of the molecules whose
velocities were v, vί before the interaction and ω represents the unit vector in the
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direction of the apse line such that

ω = (cos φ, sin ψ cos χ, sin ψ sin χ) ,

dω = simp dw dχ ,
(3.7)

ι/ — v 4- (ω, vί — v)ω ,

Also F1=F(ί,x,t;1), F = F(ί,x,.t/), F\ =F(t,x,υf

1) and G1? G', G; are defined
analogously. Throughout this paper, we assume the cut-off hard potentials (cf. [5])
i.e., the function C(ψ,\vί — υ\) satisfies

--*),
(3.8)

where C15 C2, and δ < 1 are some positive constants. Two important spacial cases
which satisfy (3.8) are the hard sphere for which

C(ψ, v1 — v\) = C3|ι;1 — v\ cosip (3.9)

and the cut-off inverse power forces r~s (s^5), for which

5-Γ

where C3 and β(φ) are some positive constant and function of ψ only respectively.
Define the summational invariants

(3.11)
I 1/6 J

which satisfy

$ψjQ(F,G)dv = Q for j = 0,l, ...,4. (3.12)

Also, introduce the Burnett functions (cf. [2])

^ ( , >!2-3 ι / 2 \
^^-(ω',^

lϋ l

V*
(3.13)

where ω' is any fixed unit vector. It is easy to see

<*Pli,Ψ02> = <ψιί,Ψ
ίy = < *Ό2.V'>=0 (i = 0,...,4). (3.14)



Approximation to the Boltzmann Equation 103

For ΦeL2

M(υ\ define the linear operator L by

L(Φ) = 2M~1Q(M,MΦ). (3.15)

By the arguments in [5], the integral equation in L^(v)

L(Φ}=ΨeL2

M(v) (3.16)

is solvable if and only if

<Ψ,t//>=0 for i = 0,l,...,4. (3.17)

So, from (3.14), L~1(Ψ02) and L~1(Ψίl) exist in LM(V). Then our assertion in this
section is the following.

Proposition 3.1. p(1)'ίj and q(1)>1 are given in the form

(3.18)

such that

Ί \ 3 _!

* ^ °2 °2 (3.19)

Furthermore, for the special case (3.9) and (3.10), μ(θ) and κ(θ) are given explicitly
as follows for the hard sphere

(3.20)

and for the cut-off inverse power potentials (s ̂  5)

(3.21)

Remark. If we take pij = εp(1)'ίj and qj = εq(1}J in (1.2), then by virtue of this
proposition, we immediately obtain the compressible Navier-Stokes equation (1.5)
corresponding to the second approximation
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ProoJ. Following [1],

e
(2πRθf12 F\ 2RΘ Γ

and F(1} is determined by the integral equation

2Q(F(0), F(1)) = -̂ — + ιy'F(0) f3 22)
X^V ' / n, X , 5 V-' ^^V

where

δί 3ρ dt dul dt ' δθ dt ' v^ ^ ;̂

-jj- = -(ρuj)Xj, (3.24)

-̂ - = _ u^ - - (tfρ0) , (3.25)
5ί J ρ

δ0θ .Λ 2 Λ .
-j- = -uJθχj--θuJ

Xj. (3.26)

Substituting (3.23)-(3.26) into (3.22), we have

where

Set Fl' = (^θ)"1/2(^-wl). Then F(0) is written by the absolute Maxwellian M(ι>) as

v) = ρ(RΘ)~3/2M(V) (3.28)

so that

, (3-29)

where

\v\2

BV(V)=ViVJ-—δiJ.
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Define the linear operator Lθ from LM(¥) to L^V) by

• C(ψ9 (RΘ)1I2\ F! - V\)dω dV1 , (3.30)

where we note that LljR = L. Then noting that

we have

β - 1 ( ty . (3.31)

Hence (3.4) and (3.5) give

l u Rθl2V}dV,
'

Substituting (3.31) into the above, we arrive at after computation

R2Θ (3'33)

q(ί}J= —SMάLϊ^dVxθ^.

Here we use the fact that L^1^) and LQI(BIJ) are given in the form (cf. [1])

where aθ and bθ are some functions depending only on \V\. Thus we have (3.18) by
setting

(3.35)

Then, using the fact that the right hand side of (3.19) is independent of ω' and (3.34)
again, we have
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that imply (3.19). Finally (3.20) and (3.21) are the consequence of

Lθ = (RΘ)II2L for hard sphere,
s-5

LΘ = (RΘ}2(S-^L for power force,

which are proved easily by (3.9), (3.10) and (3.30). This completes the proof of
Proposition 3.1.

4. Solutions of the Compressible Navier-Stokes Equation

We consider the initial value problem to the compressible Navier-Stokes equation
(1.5) with a fixed ε, so that we may set ε = 1 without loss of generality. Writing (1.5)
in the variables ρ, u and θ, we consider

x = i(μ(0)K><)- f M0)<<$%, (4.1)

^
with the initial data

(ρ(0, x), u(0, x), 0(0, x)) = (ρ0(x), u0(x), Θ0(x)) , (4.2)

where

Applying our arguments in [10] to (4.1)-(4.2), we obtain the solution in a small
neighbourhood of the constant state (1,0, jR"1) which corresponds to the absolute
Maxwellian (1.6).

Theorem 4.1. Suppose the initial data

and set

M0Ξ||ρ0-l,tt0,fl0-R-1 | |H 3 ( j c )+||ρ0-l,M0,θ0-R-1 | |L 1 ( x ).

Then there exists a positive constant ε0 such that if M0 <ε0, the initial value problem
(4.1)-(4.2) has a unique solution globally In time such as

0^, +oo;#3(x))nC1(0, +oo;H1(x))nL2(0,
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Furthermore the solution is classical for ί > 0 and has the estimates

107

Hέ^, dτ ^constM2 , (4.3)

In order to study the further asymptotic property, we rewrite (4.1)-(4.2) in the
variables ρ, m and E as

,, , ,mΛ 1 2 ίm"
rt\ — \ +(-) \-τH\ —

Xk IXj

(4.4)

Q x, \Q
+

2κ IE _ K

ι,m(0),E(0))= ρ0,ρ0M0,ρ0

\

= (£o>mo>£o)> (4.5)

where

12 IE
= ill—μ = μ

l3K\ρ

I C = I C/_2_^_N;

Corresponding to (1,0,R^1), we consider (ρ,m,E) around the constant state
(l,0,f). Getting together the linearized parts of (4.4) at (1,0, f) in left-hand side, we
rewrite (4.4)-(4.5) again as

(4.6)

5 . k 2κ
m*j + βx^ ~~ XJXJ = 9*>

(ρ(0),m(0),£(0)) = (ρ0,m0,£0), (4.7)
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(4.6)-(4.7) is written in the form

Nt = AN + Fj

x J (4.13)
Λr(0) = N0 = '(ρ0-iχ, l/f E0- I/I ρ0)

or the Fourier transform of (4.13)

= 0,

where

O iξt 0 \

^V+f«A '̂  . (4.15)

o il/fo fflfl2/

Let us review the results of spectral analysis for A(ξ) that was precisely investigated
in [10]. The characteristic equation for A(ξ) is

det(λI-A(ξ)) = (λ + μ\ξ\2)2fW = V, (4.16)

where

Set λ3(ξ)=-μ\ξ\2. Denote the roots of /(>l) = 0 by U/ξ)}^0 and the spectral
resolution for etA(ξ} by

etA(ξ}= ^ ^^)p^ξ)5 (4.17)
j = o

where P3{ξ) is the corresponding projection matrix.

Lemma 4.2. i) λ/0) = 0 αrcd Reλ/ξ)<0 /or
ii) Rαnk(λ3(ξ)I — A(ξ)) = 3 for any \ξ\>0 except at most one point of \ξ\.

iii) There exists a positive constant r1 such that JOY any \ζ\^rl9 λ (ξ) has the
Taylor series expansion

n=l

and more concretely
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iv) There exist positive constants β0 and βί such that for any \ξ\^rl9 — β0\ξ\2

^Re/l^ξ)^ — β^lζl2 (O^j^3).
v) There exists a positive constant β2 such that for any \ξ\>rl9 Re/L;.(^)< — β2

(0 rg j ^ 3).
vi) The representation (4.17) makes sense for any \ξ\^0 and for |ξ|>r1,

where \\ - \\ represents matrix norm, and for \ξ\^rl9 P.(ξ) has the Taylor series
expansion

P/ξ)= X (i\ξ\)"P^(ω), ω = ξ/\ξ\,
n=0

where {P*.0)(ω)}?=0 are orthogonal projections and are given by

(
2 π _ 2 ι / 3 \
5 U 5 V 2

0 0 0

2 I/I n 1
\~ 5 1/2 U 5

_ll/3; r. ) 1 I/I
2 V 5 ωj 5 |/ 2

Lemma 4.3. De/me eMG /or GeL2(x)

etAG = (2π)~ 3/2 J e*'

/or GeL2(x)nL1(x),

/or

By virtue of Lemmas 4.2 and 4.3, we can show the asymptotic equivalence
modί~5 / 4 as ί-> + oo between the nonlinear solution N(t) and the solution of the
linearized equation which is defined by

(4.19)
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i.e., W(t) is the solution to the initial value problem

Wt = AW,1 (4.20)
W(0) = N0.

For this purpose, we prepare

Lemma 4.4. Let (ρ, u, θ) be the solution of (4.1)-(4.2) constructed in Theorem 4.ί and
Fj be defined by (4.11). Then

7=1

For the proof, we may apply the estimates of composite function and the decay
estimates (4.3) to (4.11) (cf. [10]). Thus, it is ready to state the main result in this
section.

Theorem 4.5. Let (ρ, u, θ) be the solution for (4.1)-(4.2) constructed in Theorem 4.1
and let N(t) and W(t) be defined by (4.10) and (4.19) respectively. Then

Proof. By (4.13),

t
N(t) = etAN(0) + J e(t ~ s)AFj

x.(s) ds
o

ί

= W(t)+$e(t-s)AFj

Xj(s)ds.
o

Hence from Lemmas 4.3 and 4.4,

\\N(t)-

This completes the proof of Theorem 4.5.
Finally, for the arguments in the later sections, let us study the condition that

the solution W(t) [or N(t}] has the decay rate ί~3/4 at least.

Lemma 4.6. Define W'(t) from W(t) in the Fourier transform by

W'(t9ξ)= Σetλ^P(°\ω)N0(ξ).
7 = 0

Then
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Lemma 4.7. Suppose

fΛΓ 0 (x)dxφO

and set

M1=|f J!V0(x)(ix|>0.

Then there exists a positive constant δ such that

Proof of Lemma 4.6

= \\W(t)-W'(t)\\L,lQ

Proof of Lemma 4.7. Using Lemma 4.6, we may estimate W(t) because

\\W(t)\\LΛ(x)^\\W'(t)\\^X)-c\[W(t)- W'(t)\\»(x} (4-21)

Noting that

Pf\ω)P^\ω) = 0 for J Φ f e ,

we have

\W'(t,ξ)\2='W'(t,ξ)W'(t,ξ)
3

j , f c = o

Hence it follows from Lemma 4.2 that for |ξ| ̂ r1?

I W'(t,ξ)\2 ^ e- 2^2' Σ |Pf (ω)N0(<^)|2

J

= e-2/>ol«l2 ' | jV0(i)|2. (4.22)

By the assumption that N0eL1(x) and



Approximation to the Boltzmann Equation 113

we can assume

|N0(£)l^il#o(0)l for \ξ\^rι (4.23)

because we can regard rί as sufficiently small. Therefore (4.22) and (4.23) give

f \Wf(t9ξ)\2dξ^i\N0(0)\2 ( e-WW'dξ
\ξ\^n \ξ\^n

= cMl(l + tΓ3/2 (4.24)

On the other hand, it is easy to see

ί \W'(t,ξ)\2dξ^ce-^'\\N0\\l(x}. (4.25)
lίl» ι

Thus (4.21), (4.24), and (4.25) give the desired estimate

This completes the proof of Lemma 4.7.

5. Solutions of the Incompressible Navier-Stokes Equation

We consider the initial value problem to the incompressible Navier-Stokes
equation

* π 'υ

xi=
Q>

x = 0), (5.2)

where ρ and μ represent the constant density and coefficient of viscosity
respectively. By the arguments in Leray [8], we have

Theorem 5.1. Suppose v^eH^x) and vj

0x. = Q. Then there exists a positive
constant ε1 such that if b0||wι,x)<ε1, the initial value problem (5.1)-(5.2) has a
unique solution veC°(09 +ao;H1(x)) which is classical (C°°) for ί>0.

Let us study the decay estimates of the solution. Fourier transform of (5.1)
gives

which also implies

p(ξ) = —Q -rJ7τγ (vjVk)(ξ) , (54)

Therefore the problem (5.1)-(5.2) is reduced to the integral equation

, , . (5.5)
KI
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Here we note that if we define v'(t, x) in the Fourier transform by

v'(t, x) is the solution of the initial value problem to the heat equation

υt=^jXj (i=l, 2,3),

^ (5.7)

By the analogous arguments as in [10, 13, 15] or Sect. 4, we have easily

Theorem 5.2. Suppose v0(x)EH2(x)nL1(x) and vJ

0x = 0. Then there exists a positive
constant ε2 such that if | |f0 | |H2( jc)+ H^ollL ι (^) < ε 2' t n e initial value problem (5.1)-(5.2)
has a unique solution ve C°(0, + oo H2(x))nC1(0, + oo L2(x)) which is classical for
ί>0 and also has the decay estimate

^Furthermore it holds for υ' defined by (5.6) that

6. Compressible and Incompressible Navier-Stokes Equations

In this section we establish the asymptotic equivalence modί~5/4 as ί-> + oo
between the solution of the compressible equation and that of the incompressible
one. In order to compare their solutions, we can assume without loss of generality

ρ0(x) = 1, u0(x) = v0(x) and uJ

0xj = vJ

OXj = 0 .

In addition, we need to assume

o n 1 Q

£0(x)Ξ— 0 0 (x)+2l«oWI 2 =2' (6 2)

which determines the initial data of the absolute temperature θ. Then N0 in (4.13)
is given by

N0 = '(0,ιio(*λO)> (6.3)

for which W'(t) in Lemma 4.6 is given after simple calculation by

W'(t,ξ)= £ e
j=o
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Therefore W'(t, x) is '(0, v'(t, x), 0) exactly, where υ' is the solution of the heat Eq.
(5.7) with ρ = l, μ = μ and vf(0) = v0=u0. Thus we have

Theorem 6.1. Suppose w0, v0, and Θ0 — R~ 1 efί3(x)nL1(x) and also suppose (6.1) and
(6.2). Let (ρ,u,θ) and v be the solutions of (4.1)-(4.2) and (5.1)-(5.2) constructed in
Theorems 4.1 and 5.2 respectively. Then

Proof. It follows easily from Lemma 4.6, Theorems 4.5 and 5.2 that

This completes the proof of Theorem 6.1.

Remark 1. By Lemma 4.7, if we suppose

j v0 dx = j u0 dx Φ 0 ,

v(t) has the decay rate ί~3/4 at least.

Remark 2. Theorem 6.1 indicates that the incompressible Navier-Stokes equation
is an approximation to the compressible one when not only the density but also
the total energy can be regarded as identically constant.

7. Solutions of the Boltzmann Equation

Under the same assumptions in Sect. 3, we consider the initial value problem to
the nonlinear Boltzmann equation

=Q(F,F),
j ^ / >

F(0,x,υ) = F0(x9v),

where we set ε = l. In order to linearize (7.1), setting

9v))9 (7.2)

where M is the absolute Maxwellian, (7.1) is written in the form

f(0,x,υ) = M-ί(υ)F0(x,υ)-ί=f0(x,v)

or in the Fourier transform of (7.3)
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where Lf and Γ(f,f) are defined by

Lf = 2M~1Q(M,Mf),

Γ(/J) = M-1Q(M/,Mf).

Let /'(ί,x,t>) be the solution of the linearized problem

fl + df'x-Lf'^
' (7.6)

f'(0,x,υ) = f0(x,υ).

First, we review the arguments in Ukai [15] and Nishida-Imai [13].

Theorem 7.1. Suppose the initial data satisfies

Then there exists a positive constant ε3 such that if

H / θ l l 3 , 3 + l l / θ l l L 2 . ι < ε 3 ,

the initial value problem (7.3), i.e. (7.1), has a unique solution f globally in time which
satisfies

/eC°(0, +oo;β353)nC1(0, +oo;52 ? 2),

and for the linearized solution f defined by (7.6),

Next, we review the fluid-dynamical eigenvalues and eigenfunctions
(*(ξ),e(ξ,v)) in L» defined by

(L-ivjξj)e = ote (7.7)

which were precisely investigated in [2, 3].

Proposition 7.2 (Ellis and Pinsky). There exist five linearly independent solutions
(oί(ξ\e(ξ,v)) of (7.7) with α(0) = 0; these can be represented in the form

00

«/£)= Σ «?°(W
(7.8)

e/ξ, «) = Σ ef (ω, ») (i\ξ\T (0 ̂ / ̂  4) ,
n = 0

w/zerβ ί/ze series are asymptotic for |£|->0. Here {e^ j^o satisfy

e{ξ,v) = e{~ξ9υ)

and are normalized as
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More concretely, they can be represented in the form

(7.9)

Substituting (7.11) into (7.9), it follows that

(7.10)

where C{ and CJ

5 represent some unit vectors such as C{CJ

5 =0 and C'^C^

Remark. In Proposition 3.1, we showed

S=«ίIU--<!P L-iψ >
\R) 4 °2' °2

(7.11)
1 \ 3^ __ ^_Λ „, x

(7.9')

Hence, comparing (7.9') with iii) in Lemma 4.2, we have

oίW and <t = λ (0^7g3). (7.12)

Finally in this section, we derive "Navier- Stokes part" fN from the linearized
solution /'. The Fourier transform of /' is written explicitely in the form (cf.
[13, 15])

i -β + iao

?'(t,ξ,υ)=— ί e"(p/-£ + i^)-1/o(^»)dp (7.13)
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-β + ioo

— f2πi _ Λ l , n

(7.14)

for |£| < r where r and β are some positive constants. Let us define fN in the Fourier
transform by

}N(t9ξ,v)= Σ ^</0fe .),<#>, )χo)(ω,ι;), (7.15)
j = o

where α^Ξiα^l^l — αj.2)|ξ|2. Using Proposition 7.2, we have easily

Lemma 7.3. Suppose f0 GB33> nL2(ι;;L1(x)).

(7.16)

Now define W^K^wJ) by

for which we simply write

Then we have

Lemma 7.4. i) FFN defined by (7.17) is ί/ze solution of the initial value problem

"Γ Λ ", (7 18)

w/z^re ίfce symbol AN(ξ) of AN is given by

AN(ξ) = -

ϋ+
l/_ 2k

\

ii) eί^ιv(^) is given in the form

3

4 /_

/

(7.20)

{P^.0)(ω)}?=0 αre as in Lemma 4.2.
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Proof. Defining the matrix B = {Blj} (O^ij

I / /

0 0 0

^4) by

ω

(0

1/2 J/2
0

0 c?
we can write (7.10) as

4

e<0>(ω,ι>) = Σ £'V
7 = 0

Substituting (7.21) into (7.15),

7 = 0

4

1 = 0 k = 0

for which

ω

J

(7.21)

(7.22)

7 , f c , Z = 0

4

- Σ ̂ ^̂ (̂O)
Λ Z = O

= Σ Σ έ*'J{P?\ω)}l mwl

N(0)
7 = 0 / = 0

which implies (7.20). Noting that
4

(7.23)

we have

λ= Σ

ΛO) Σ ai

k,n =
a'kB

kmBjnBkn

n=0\k=0

= Σ {AN(ξ)}m'nwn

N.
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Thus (7.18) is proved. This completes the proof of Lemma 7.4.
Here we note the difference between the systems (7.18) for WN and (4.20) for W.

The system (4.20) is not parabolic (so to speak, incompletely parabolic system), but
the system (7.18) is parabolic. That is

Lemma 7.5. For any vector FeK5, there exists a positive constant δ such that

\
-\μ-—}\ξ\2

o I r* £• n I l^> I

0

- , n^m2
^ΪO*Fy

where A(^(ξ) is the principal part of AN(ξ) defined by

2 / _ 3κ

" 1 / ^ / 7 7 ~'v l ι ^ | 2
ΐl/^l/'-^lKl

\

Proof. Set F = '(α0, α,, α4). Then

4 1 2 / 2S

r/ \ / - , Jfv

/(αθ!α4)= μ+ —

(7.24)

2
«π+^

2κ
μ~5R

°^3 3ic

μ+^;

- Kl

5K

v^-flί

μ+5«

Hie 2R\ 5R

~ Γϊ̂ "
μ +

OR

(7.25)
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where C1 is some positive constant,

( 1 / O — \ \

μδij ~ 3 (£~ 5fl] ωiωj} aiaj

3 1 / "
- Y^ i ι2 i /- ^

=μ

t?1

N 3^5
/ 3 - 1 / 3 \ 2 \ 9- / 3

= μ V |β.|2_i V ω .α. +— Σ
^14' '' 3^,4 ' ') ) ίSR^

^ | μ _ Σ K I 2 <7-26)

Hence (7.24)-(7.26) immediately imply

for some positive constant δ. This completes the proof of Lemma 7.5.

8. Boltzmann and Compressible Navier-Stokes Equations

In the last section, we establish the asymptotic equivalence modί~5 / 4 as t-> + oo
between the solution of the nonlinear Boltzmann equation (7.1) and the solution of
the compressible Navier-Stokes equation (4.1). To distinguish the former from the
latter, especially in this section, we write

ρF(t,x)=$F(t,x,υ)dv,

mj?(ί,x)= ^vlF(t9x,v)dv9 (8.1)

fN(t,x,v)= >>(ί,x)ι/φ), (8.2)
i = 0

where N(t) was defined by (4.10), i.e.,

Then it holds for F = M(l+f) that

.3)
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In fact, (8.3) follows from

ρF-l = \F-

ml

F = J vlF dv

]/ΪEF- ]/ΪQF=!(^]/ΪM2- Vf)M + (i j/f M2- ]/ϊ)fMdv

In order to compare the problems (7.1) and (4.1)-(4.2), we assume that the initial
data satisfy

3R
£Fo(x)= -

Then we note from (8.3) and (8.4) that

JV0=
ί(ρ0-l>m0,]/|£0-l/|βo)

Now it is ready to state our main result in this paper,

Theorem 8.1. Suppose that the initial data F0 and (ρ0,w0,00) satisfy (8.4) and

nL2(v;L1(x)). ' (8.6)

Then there exists a positive constant ε4 such that if

both the initial value problems (4.1)-(4.2) and (7.1) have the global solutions in time
(Theorems 4.1 and 7.1) which satisfy

where (ρF,mF,£F) and fN are given by (8.1) and (8.2) respectively and F = M(l+f).

Remark. By Lemma 4.7, if we suppose

has the decay rate ί~3/4 essentially.
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Proof. First, we note that (8.6) implies

In fact, ρ0 — ίeH3(x) follows from

^ιι/oiιi.3
and the others are obtained in the same way. Hence, if ε4 is sufficiently small,
Theorems 4.1 and 7.1 guarantee the global existence in time. Let us show only (8.7)
because (8.8) is proved in the same way. It follows that

\\(QF-Q,mF-m,EF-E)\\L2(x)

= c| |</,V>>-ΛΓ||L 2 ( :(:e)

N\\L2(x^ (8.9)

where /, /', fN, N9 W and W are given by (7.3), (7.6), (7.15), (4.13), (4.20) and
Lemma 4.6 respectively. Since we can easily see

3 for

Theorem 7.1 and Lemma 7.3 give

and Theorem 4.5 and Lemma 4.6 give

\\W(t}-N(t)\\L^+\\W®^ (8.11)

Therefore if we can show

\\WN(t)-W'(t)\\L2(x^c(l + tΓ5/\ (8.12)

then (8.9)-(8.12) complete the proof. Noting (8.5), WN and W were represented as

W'(t)=
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Hence, it follows from Lemma 4.2 and Remark of Proposition 7.2 that

\\wN(t)-w(t)\\lM

= \\wN(t}-w'(t)\\l(ξ)
/ 3

*ί I + 1
j=o

2 tll^oll^+ supl^o(£>l2

Thus we have

which also completes the proof of Theorem 8.1.
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