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Abstract. It is shown, under a necessary condition, that strong (pointwise) con-
vergence of modular automorphism groups to a one parameter family of maps implies
weak convergence of the respective states in the factor case. Moreover the limiting one
parameter family of maps is the modular automorphism group for the limiting state. In
the type I case weak convergence of the automorphism groups suffices. Norm convergence
of the states is obtained in some cases.

1.

One of the problems in the KMS theory which has so far been
untouched is that of perturbation theory. This is the subject of what
follows. We recall that if M is a von Neumann algebra with a one parameter
automorphism group, σί? — oo<ί<oo, then a normal faithful linear
functional φ on M is said to satisfy the KMS boundary condition (with
respect to σt) if for x, y e M there exists a function F(z) holomorphic in,
continuous and bounded on, the strip 0 ̂  Imz ̂  1, such that

F(t) = φ(σt(x)y) and F(t+i) = φ(yσt(x)). (*)

This concept was first used in the algebraic approach by Haag, Hugen-
holtz and Winnink [6] and since then has been discussed by numerous
authors, cf. [7,9,10,12,14-16,18], and references therein. A result of
Takesaki [14] is that any normal faithful state φ, on a von Neumann
algebra M has a unique automorphism group satisfying (*). This group
is referred to as the modular automorphism group, an element of which
is denoted σt

φ.
We want to determine the relation between the modular automorphism

σt

φ and φ, viz., the extent, in some topological sense, to which the automor-
phism and the state depend on each other. This question is raised in
[15,16]. One manifestation of it, which we consider, is to show that
when the automorphisms are "close", so are the states. More precisely
we show, under a necessary condition on states ψn, that strong (pointwise)
convergence of the modular automorphism groups σt

ψn to a one parameter
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family of maps σt, implies weak convergence of ψn to a state ψ and
σt = σt

ψ. This is done for M a factor. If M is type I then we need only
assume weak convergence of σf

Vn to σt.
It is known in the C* context that norm convergence of the automor-

phisms yields a state which satisfies the KMS condition. The state is a
subsequential limit point and is not expected to be unique [6,11].

Norm convergence of the states can be obtained in some cases. This
always occurs if M is type I. In Section 3 we restrict ourselves to finite
M, and by focusing our attention on the modular operator, we make use
of the theory of holomorphic semi-groups to obtain norm convergence
of the states under additional restrictions.

2.

Before proceeding to the statement of the main theorem we need
some definitions.

Definition. 1. The strong * topology on a von Neumann algebra M
is that generated by the semi-norms \\x\\ ψ = ψ(x*x + xx*)1/2 where ψ
runs over the positive part of M% .

2. By strong (weak) convergence of one parameter automorphism
groups α" to maps αί5 we mean that for each xeM,ξ,ηeξ> ot,"(x)ξ^xx,t(x)ξ
[(u'ί(x)ξ\η)->(ttt(x)ξ\η)'] pointwίse in t.

We note that in the case of strong convergence the limiting maps
are automatically *-homomorphisms.

Theorem 1. Let M be a factor and {ψn} a sequence of faithful normal
states on M with corresponding modular automorphism groups {σt

ψn}.
Suppose that there exists φ e M^ such that Q^ιpn^aφ for some a > 0.
// σt

ψn converges strongly to a one parameter family of maps σt, then ψn

converges weakly (σ(M^,M)) to a faithful, normal state ψ. Moreover
σt = σ».

We need two lemmas. The first is essentially a restatement of results
of Akemann [1].

Lemma 1. Suppose, Q^ψn^aφ, as in the theorem. There exists a
weakly convergent subsequence {ψnk} converging to ψ e M* . If xk con-
verges to x in the strong * topology, then for each yeM

Proof. Since ψn is, by assumption, a weakly relatively compact set
in M# [1], there is a convergent subsequence ψnk. Moreover the set
ψ'n(x) = ψn(xy) is also weakly relatively compact. One need now only
apply Theorem II.7 of [1].
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Lemma 2. Let 0 ̂ ψn^aφ and σί

tpn be as above with σ?n-^ σt strongly.
Given x, ye M, let Fn(z) be such that Fn(t) = ψn(σ?n(x)y), Fn(t + i) - ψn(yσ?n(x))9

Fn(z) as in (*). Suppose \pnk and ψ are as in Lemma 1, then the functions
Fnk(z) converge to a function F(z) analytic in and bounded on the strip,
05Ξ Imz^ 1, with boundary values F(t) = ψ(σt(x)y), F(t + i) = fφ(yσt(x)).

Proof. If bnι< — σ^(χ\ the strong convergence of σt

Vn* is easily seen to
imply the strong * convergence of bnk to σt(x). An application of Lemma 1
now shows that FBk(ί)->F(f), Fnk(t + i)^>F(t + ί). The fact that we have
convergence in the interior of the strip follows readily. We indicate the
idea of the proof. Since we are dealing with a uniformly bounded (the
Phragmen-Lindelof Theorem) family of functions (Fnk(z)}, it suffices
by Vitali's Theorem, to show pointwise convergence in the interior of
the strip. To do this one uses the Poisson integral representation [8,
p. 229] of Fnk(z) as an integral over its boundary values. Since the kernel
is integrable on the boundary, convergence on the boundary gives
pointwise convergence in the interior.

Proof of the Theorem. The reader will notice that F(t) (F(t + i))
in Lemma 2, is not a priori continuous. This will, however, follow from
the proof that σt = σ?

φ.
We show that all weak limit points of the {ψn} are a fixed state φ, and

hence φn converges weakly to ψ. Let x, y e M. By Lemma 1 and 2 we have,
for any weak limit point ψ, that

ψ(σt(x) y) = F(t) ιp(yσt(x)) = F(t + i) ,

where F is bounded on 0 ̂  Imz :g 1 and holomorphic in 0 < Imz < 1.
We know that φ is not identically zero since the ψn are states. By the above
analyticity the left kernel of ψ is a weakly-closed, two sided ideal [14].
Since M is a factor, this ideal is (0) and ψ is thus faithful. Suppose now
that we have shown σt = σf. Then, we have shown, any weak limit point
of the {ψn} satisfies the KMS boundary condition with respect to the
fixed automorphism group a?. All such states are related to φ by an
element of the center of M [14], and hence there is only one limit point.

It remains to show that σt = σt

ψ. We extend the uniqueness proof found
in [16] (see also [17]). Our proof makes no use of any algebraic properties
of σί? nor does it use continuity in t (which we don't have at this point).
Let x e M, be such that σt

ψ(x) extends to an analytic function in the whole
complex plane. Since σt

ψ is a continuous one parameter group of automor-
phisms of M, we may find a dense set (in M) of such x by considering
elements of the form $σ?(y) f ( t ) where / has compact support [11].
We may suppose, since ψ^aφ, that ψ(x) = ( x ξ 0 \ ξ o ) , £0

e§ For the
"analytic" elements above it follows that ξ = xξQ e & = 2(Δ 1/2), [14].
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Let y, w e M and consider the corresponding function F in 0 5jΞ Im z ̂  1
with boundary values Fy, w(ί) = ψ(σt(y) w), Fy, w(ί + i) = ψ(wσt(y)) gotten
from the above paragraph. F is bounded by its boundary values. (It is
given, in the interior, as a Poisson integral of its boundary values.)
Noting that \\σt(y) ξ0\\ ^ \\y\\ 9 an application of the Cauchy-Schwarz
inequality on both boundaries yields

Since Fy, w(ί + is) is clearly a linear function of w, the above inequality
shows that for fixed y, Fy, w(t -f is) can be extended to a bounded linear
functional on the Hubert space &. Thus there exists a vector ξt+is e &
such that

Fy,w(t + is) = ( w ξ 0 \ ξ t + ί s ) s , 0 < s < l .

Consider now the function G(ί, ζ) = ψ(σt(y) <Γζ(x)) for x an analytic
element. By the above argument

for 0 < s < 1 and thus is an analytic function of ζ for fixed z = t + ίs in
rgl . Now ||σζ

v(x) £0||, being analytic, takes its constant value
o l l = l l χ £ o l l We may then obtain for fixed ζ a bounded analytic

function G(z, ζ) for 0 < Imz < 1. It is now easy to check that G(z, ζ) so
defined is bounded for O r g l m z ^ l , O ^ I m ζ ^ l . Applying the KMS
condition for σt we have G(t + i,ζ) = ψ(σ}?(x)σt(y)). Applying it to σs

v

we have G(t + i, t + i) = G(ί, ί). We have shown the separate analyticity
of G(z, QinO < Imz < 1,0 < Imζ < 1. Thus, by a theorem of Hartogs' [13],
it is analytic in both variables. Considering G(z, z) = H(z) we then have
that H(z) is bounded in 0 ̂  Imz ̂  1, and H(t) = H(t + i). Hence His a
constant; from which

yielding σt

φ = σt since y is arbitrary and x runs over a dense set in M.

Corollary 1. //, in addition, M is a type I factor then it suffices to
assume σ^n converges to σt weakly. Moreover the states ιpn converge to ψ
in norm.

Proof. It is known that weak convergence of states implies norm
convergence in the type I case [1, 3]. We need only show that the sub-
sequence of functions in Lemma 2 is convergent on the boundary to
ψ(σt(x) y). Since ψnk converges to ψ, now in norm, this is immediate.

Remarks. 1. The point at which the strong convergence of the auto-
morphisms was used was, in Lemma 2, to obtain convergence to the right
function on the boundary. We have subsequential convergence in the
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interior anyway by MonteΓs theorem. Thus it may be possible to obtain
Theorem 1 assuming only weak convergence. At the other extreme, if
we are willing to assume σt is a one parameter automorphism group, one
can readily conclude the continuity of σt and can then use the standard
uniqueness proofs.

2. If we remove the state condition the conclusion of the theorem is
that any weak limit point lies in a ray of a fixed state.

3. The boundedness of the {ψn}> by a multiple of a fixed state is a
necessity. In the case of J*(§), it is fairly simple to construct states where
the modular operators converge as a unitary group and the states do not
converge. We give an example in the type IIX case. Let τ(x) = ( x ξ 0 \ ξ o )
denote the normal faithful trace on M. Let h be an unbounded, non-
singular, positive, operator affiliated with M such that ξ0φ<2t(hίl2)
(the domain of /z1/2) [4]. In the generalization mentioned in Remark 1,
consider the normal, faithful, linear functional ψn(x) = τ(hnx) where

hn=]λde(λ)+]de(λ).
o »

We know [14], σ?n(x} = hi

n

txh^ίt. Clearly σ?n(x) ξ^h^xh'^ξ for each
xeM, ξεξ>. Suppose ψn-^ψεMχ, then by the Radon-Nikodym
theorem [4], ψ = τ(kx) where £0 e ^(/c1/2), and of course σt

ψ = kltxk~lt.
Hence h = λk, a contradiction. The preceding example, in the llί case,
was shown to the author by Takesaki.

With the theorem as stated we can modify the above example and
consider the states ψn(x) = τ(hnx)/\\h^/2ξQ\\2. One easily sees (since
ξ0φ@(h1/2)) by applying Lemma Π.3.c of [1] that the {ψn} are not
weakly relatively compact.

3.

We discuss norm convergence of the states in the case of a finite von
Neumann algebra under stronger conditions than those imposed in
Theorem 2.1. The proof of the following theorem uses the idea of
analytically extending time to obtain additional convergence. While this
technique has received considerable attention of late, its origins seem to
lie in a paper of Babbitt [2].

Theorem 2. Suppose M is a finite von Neumann algebra with faithful
normal trace τ. Let ψn(x)(=τ(knx)) be faithful, normal, positive linear
functional on M. Suppose that 0^kn^al and k% is strongly convergent,
for each t, to ur Then ut is a continuous oneparameter unitary group and
there is a faithful normal linear functional ψ such that ψn^>ψ in norm with
\p satisfying the KMS boundary condition with respect to σt(x) = utxu^t.

17 Commun math Phys , Vol. 28
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Proof. Since k^ converges for all ί, ut is invertible and hence is a one
parameter unitary group. The continuity of utξ for ξ e § is obtained by
noting that [utξ]teR is separable.

We proceed to find the state ψ. Without loss of generality we assume
0 ̂  kn ̂ /. This being the case logk~1 ̂  0. By assumption fcj,' = e~

itlo*k" *
is strongly convergent to ut.

Consider the operator valued function of z = s + ίt given by
^(s+wiogkn1

 where s = Rez>0. The positivity of log/c"1 implies that
this function is a holomorphic semi-group [8] in Rez>0, bounded in
norm by 1. Using the operator valued formulation of the theorem
mentioned in Lemma 2.2, it follows (since we have convergence on the
imaginary axis) that the above sequence of functions converges strongly
to a bounded and continuous function in Rez^O, which is a holomor-
phic semi-group for Rez>0. Restricting our attention to the positive
real axis, we see that e~slogk"1 converges strongly to a continuous, con-
traction semi-group, F(s), of self-adjoint operators. (Note F(0) = /.)
Then [8] V(s) = e~sT with T a positive operator (T must be self-adjoint
by [8, p. 588]). Taking s = 1, we get

h -.p-logkχi -Tκ>n — v -^v

strongly. Define ψ(x) = τ(e~τx). For \\x\\ ^ 1 we have

\ψn(x) - ψ(x)\ = \τ((kn - e~T) x)\ ί τ[_(kn - e'T)^

which goes to zero since kn and e~τ lie in the unit hall of M [5, p. 32].
We remark that since ut is continuous ut = e~ίtτ [8, p. 498]. Then ψ
is clearly faithful, and hence σt = σ?.

4.

We do not at this time have a non-trivial counterexample to show
that uniform convergence is not always attained. However it seems
reasonable that a counterexample can be given to a generalized Theo-
rem 2 in the commutative case.
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