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Abstract. In the first part of this paper we continue the general analysis of
quantum spin systems. It is demonstrated, for a large class of interactions, that time-
translations form a group of automorphisms of the C*-algebra QU of quasi-local ob-
servables and that the thermodynamic equilibrium states are invariant under this
group. Further it is shown that the equilibrium states possess the Kubo-Martin-
Schwinger analyticity and boundary condition properties. In the second part of the
paper we give a general analysis of states which are invariant under space and time
translations and also satisfy the KMS boundary condition. A discussion of these
latter conditions and their connection with the decomposition of invariant states
into ergodic states is given. Various properties pertinent to this discussion are de-
rived.

1. Introduction

In a previous paper [1], hereafter referred to as I, the general analysis
of the statistical mechanics of quantum spin system was begun. The
primary purpose of the present paper is to continue this analysis. We
focus our attention on the problems involved with the time-development
of such a system in equilibrium. Our analysis begins with a proof that
time-translations form a one-parameter group of automorphisms of the
C*-algebra 2l of quasi-local observables. It is then possible to demonstrate
that the single phase equilibrium states, whose existence was established
in I, are both invariant under time translations and satisfy the Kubo-
Martin-Schwinger analyticity and boundary properties.

Recently Haae, HucENHOLTZ, and WiNNINK [2], have studied the
properties of states invariant under time translations satisfying the KMS
boundary condition and have derived a number of properties of such
states which are independent of spatial structure. In the second half of
this paper we give an analysis of some of the implications of local struc-
ture and invariance under space translations. The KMS boundary con-
dition plays somewhat the role of a spectrum condition and allows us to
derive properties whose analog in relativistic field theory is dependent on
the spectrum condition. In particular it is shown that time translations
leave the center of the covariance algebra, generated by 2 and the group
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of space translations, pointwise invariant. Further one may demonstrate
that the decomposition of states into extremal space translation in-
variant states respect the KMS boundary condition. Finally one finds
that this condition gives connections between the spectra of space and
time translations. These latter results are valid in a more general frame-
work than that of quantum spin systems.

2. Basie Notation for Spin Systems

Consider a y-dimensional lattice Z” and associate with each point
x €Z" a Hilbert space of finite dimension N. Further, associate with each

finite set A C Z” the direct product space 5# ;= ]®] A ,. Define the algebra

xreA
of (strictly) local observables (A ) corresponding to /A as the algebra
B (s 4) of all bounded operators acting on 5 ,; A(A) is a finite matrix
algebra. Now if A, C A, an operator 4,624 (A;) may be identified with an
operators A,€2A(A,) by setting 4, = 4;® 1,4, where 1, is the identity
operator on # 4 and A,/A4; denotes the complement of A, in A, This
identification induces a norm preserving mapping A(A,) - A(A,) of
the abstract C*-algebras and the isotony relation 2A(A;)C A(A,) for
A, < A,. Due to this isotony relation the set theoretic union of all (),
with A C Z” finite, is a normed *-algebra and we define the completion
of this algebra to be the abstract C*-algebra 2 of (quasi-) local obser-
vables. Note that because the (/) are simple algebras and are dense in
2l the algebra QI is also simple i.e. the algebra 2 has no non-trivial two-
sided ideals!. The group Z* of space tanslations is a subgroup of the
automorphism group of 2f whose action we denote by 4 ¢A(A) - 7,4
€U(A + z) for x€ Z*. Thelocal subalgebras (A1) satisfy the commutation
relations

[AA), AA)]=0if Ay Ay, =0,
and QA is asymptotically abelian with respect to space translations i.e.
114, =, B]1| == 0.4, B¢ and x €2°.

We consider the sites of the lattice Z* to be occupied by particles which
interact through many body “‘potentials” @® (xy, . . . a) €A ({wy, . . . 2y})
and define an interaction @ as a sequence @ = (P®). -, of k-body
“potentials”. The interaction @ may be regarded as a function from the
finite sets X C Z¥ to elements of AU defined by O (X) = D® (z, ... ;)
€AX) if X = {=,, . ..x}. We consider only those interactions @ which
have the following properties

1 For a general discussion of such algebras see J. GLivu [8].
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1. @ (X) is Hermitian for X ¢ Z¥
I 9 X +a)=1,D(X) for X Z" and a CZ¥
and
III. || = 2’!@()( ) <+ o0

With respect to the norm introduced by condition III the interactions
under consideration form a real Banach space Z. Two subsets of Z will
be of particular importance in the sequel. Firstly we define %, ¢ % to be
the set of interactions which involve only a finite number of particles i.e.
those interactions which are such that @ (X) = 0 for N (X) sufficiently
large, where IV (X)) is the number of points in the set X. Secondly we define
Ry X, to be the set of finite range interactions i.e. those interactions @
for which @® (0,z,, . . . ;) = 0 unless {z,, . . . 2;} C A for some finite /.

If we consider a system of particles on the finite set /1 the interaction
energy of this svstem due to the interaction @ is then defined by

Ua(4) = X (X))
Xc4

and clearly satisfies the stability condition

1Ua(D)] = N[ .

3. Time Translations as Automorphisms

The aim of this section is to demonstrate under suitable conditions,
that the limit

P4 = lim ¢'Uo 41U 4 cA, tER.

A-—>00

exists and defines a group of automorphisms 4 — 7?4 which will then be
interpreted as the group of time translations of the spin system.
We begin by introducing the following notation for multiple commu-
tators
[A,B](l) = [A:B]
and

[4,B]™ = [4,[4,B]®-Y] for n > 1.

We then have the following two lemmas
Lemma 1. If 4 ¢2A(A,), @ €%, and N, is such that & (X) =0 if
N(X) > Ny then

N
[[Ua(A), A]®] = 2Nll‘pllNllA|JW]=71{(M —1) N — 1) + N(4y)}.

Proof. We have, using local commutativity and the definitions of
Sec. 2

[Ug(), A1 = 3] 2 2 [PEN.[ [P(X)),A4]]]
xXica _X.C XyC 4
LA XIS xyseaso
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where we have introduced the notation

S =X, ud,
and
Sp=X,uUlS;_,forl<k<N.

Therefore
[[Us(A), AJ™|

=2 X ... XY |oEXY[PXy-q), [ [P(Xy), AT]] .

X.C4 XcAa
XiNd4+0 XyNSy1+90
But using
N(Sy-1) = (N —=1)(No—1) + N(A)

we find that
[[Us(A), AJ™]| = 2[(N —1) (Ng— 1)

+ N (41|19 XZ e 2 [P Xy—y) - [P(XY), A]]]

1C4 Xyac4a
N4 +9 Xy aNSw-2=+0
Repetition of this method of estimation leads directly to the desired
result.
Lemma 2. If 4 €A(A,), D,, D, € B, and N is such that D,(X) =0
= Qy(X) if N(X) > Ny then

U, (A), AI® — [Ug,(A), 4] N
= N2V @y — B [ @IV A] T = 1) (No— 1) + N (4}

where | @] = max {|D,], [P,]}.
Proof. The proof of this lemma follows from noting the algebraic
identity

[Us, (), A1) — [U,(4), 41
N-1
= 3 [Ua(d), . [Vs,a,(A), [Us,(4), AJO0] ¥~

and then estimating the norm in the same manner as in Lemma 1.
Using the above two lemmas we can readily derive the desired result.
Fora;>0,a,¢Z (i = 1,2,...») we introduce the notation

Ag={2 €2 —a; < x;, < a;,1=12...9}.
Then we have

Theorem 1. If @ € #,, A €A and t € R then the following limit exists
tn the norm topology

lim  ¢tUaa) 4 ¢t Up( M) = 7P 4 (1)

Qyyeeelly—> X0

and the mapping A - tPA defines a strongly continuous group of auto-
morphisms of the C*-algebra 2 of quasi-local observables.
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Proof. Firstly we note that it is sufficient to prove the existence of
the limit for strictly local 4 as these elements are dense in 2. Secondly
we have for @ of finite range and 2|¢| |P| (Np — 1)< 1, due to lemma 1

| €itUalda) 4 =it Up(da) _ 4itUp(d) g g—it Up(hn)|

v N—

cola 3PS i, -y 5 N

N >'N(a,b) M=0

where we have taken 4 € (/) and N (a, b) is an integer depending on the
range of @, and « and b. N(a,b) is an increasing function of ¢, = min
(@:,0;) (i=1,...7). Due to the restriction 2|¢|[|D|(Np— 1) <1 the
series occurring in this estimate is convergent and thus we deduce the
existence of the limit (1) for @ of finite range and 2 |¢] | @|| (Ng—1) < 1.
To remove the first of these restrictions we note that due to lemma 2

u eit U¢(A,,) Ae"“Ud)(Aﬂ) _ eit U‘pl(A,) Ae—it Uq;‘(A,,)“

<2 2o N
< 20410~ & X FTN T M Ne=1)+ N ()

where we have introduced a second interaction @, € %, and assumed
[D;] = |D|. Noting that this latter estimate is uniform in ¢ and that
the series occurring on the right hand side is again convergent if
28| (Np—1)< 1 we may deduce the existence of the limit (1) for
general @ €%, and small £. Explicitly for general @ we choose a sequence
(Dy)n =1 of finite range interactions which are such that [P — D, || 7—=50
and |D| = ||[D,] and then express (1) as a double limit. The above esti-
mates justify the interchange of limits and the existence of the inter-
changed limit under the condition 2 |#||®| (N — 1) < 1. Removal of
this last restriction is however easy using the group property

(it ) Up() fo—ilti+ ) Upd) — ¢its Ug(d) £oitUg(4) fo—its Up()} g—it:Ug (D,

The strong continuity of the automorphisms 4 — P 4 follows immedi-
ately from Lemma 2 and concludes the proof of the theorem.

One may remark at this point that the methods used above also allow
us to deduce the existence of the mapping 4 — P4 for small imaginary
values of £.

4. Equilibrium States

In Iit was shown that for @ ¢ # the thermodynamic free energy P (D)
of the spin system can be defined by

P(®D) = log Trye (e~ Up ()

lim

A—>c0 N (A)
and the function @ — P (®) is convex continuous. Further it was de-
monstrated that if 7'C % is the set of @ for which the graph of P( - ) has
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a unique tangent plane then, for @ ¢ 7" and 4 € A(A,) strictly local, the
limit
1

= lim —— . —Ugp(4) —Ugp(4)
Cold) = lim o 5 Trory(e"Vo D wad)/Tro,y (=00) o
A, +aCcAa

exists and the p4(4) define a state over the C*-algebra 2 of (quasi-)local
observables. The equilibrium state g4 defined in this manner is invariant
under space translations and is in fact an extremal element of the set of
Z'-invariant states over . Physically this last statement means that for
@ ¢ T the system is in a single thermodynamic phase.

As time translations form a group of automorphisms of 21 it is possible
to derive certain properties of the equilibrium state with respect to these
translations. Such properties have been considered by Haac, HucEN-
HOLTZ, and WINNINK [2]; although we do not have quite the same input
as these authors require we can derive the following theorem, and its
corollary, as given in [2].

Theorem 2. If @ € T NP, then the equilibrium state pg has the follow-
1ng two properties

1. Invariance pg ts invariant under time-translations 1.e.

QQJ(T?A) = Qt(A)5 A4 EQ’L ¢ GR .

2. KMS Boundary condition. For A, B ¢ 2 the function p(4 (zf B)) of ¢
can be continued analytically in the strip 0 < Imt < 1 and is continuous on
the boundaries of this strip. Stmilarly os((z? B) A) is analytic in the open
strip 0 > Imt > —1 and continuous on the boundaries. The boundary
values of these analytic functions satisfy the condition

00(4(x2; B)) = 0a((z? B)4) treal.

Proof. It is sufficient to prove the invariance property for strictly
local A. If the space average were absent in the right hand side of (2)
we would have the same starting point as [2] and the proof would then
follow from this reference. To handle this space average we proceed as
follows. As space translations form a group of automorphisms of 2 and
are hence norm-preserving we can for ¢ > 0 choose an a, such that

[ 14 (Vo da)t 4e—iUpaly P 7 A| <& (3)

for @ > a, and for all « € Z*. However, if z is restricted to take values in
a set A,C Z¥ then it is easily checked that we can choose @, such that

[t Vo texd) (7, 4) e Vo lasd) — (7t Vo (10 e~ Vo) | <& (4)

for @ > a, and for all @ € Z*. Using this estimate, cyclicity of the trace, and
definition (2), the invariance of g4 follows, in the same manner as in [2],
from a series of simple estimates.
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Let us begin the proof of the Kubo-Martin-Schwinger boundary
condition by defining, for 4, B € (,), the analytic function t — F5-4(t)

N ) eh
A, +xCcAa

“Trow, (e Vo ¢t Us M (¢, B) e~V (7, A))| Tryp (e~ Vo)
and noting that due to the cyclicity to the trace we have the identity
P53 = F4d(t+9). (5)

Next, following the methods of [2], we introduce for each function f € &,
the space of infinitely often differentiable functions with compact
support, the transform

fz) = [ dwet®” f(w),z ¢ C.
Then, from (5) we find
Jatf@) FE4(t) = [dif(t— ) F43() . (6)
Nowgiven ¢ > 0 we can choose a, such that the estimate (3) remains valid

and such that

”{<eit Ug(dard) (‘rwA)e_“U@(A“”)) _ .[m(eitUq,,(A,,)Ae—itU,p(A,,))} ,[xB” <e

for @ > a, and for all & € 4,. These estimates together with definition (2)
allow us to deduce that
lim  F%4(t) = 0o((z? B) 4)

cae —> 00
Cr...c,

and thus from (6) we find that

Jdt[(t) eo((x? B)A) = [dt [(t — i) 0a(A (7 B)) (7

for 4, B strictly local, and hence by continuity for all A, B € 2. The
stated analyticity properties follow from this relations as pointed out
in [2]. The argument of [2] may be paraphrased as follows. The function
t — 04((zP B) 4) is continuous bounded and hence its Fourier transform
is a tempered distribution whose growth at infinite is at worst poly-
nomial. However from (7) we find

[dtetotgg((zP B)A) = e® [dt em*! oo (4 (z? B))

and hence this Fourier transform must decrease as e~ at infinity. This
directly implies the desired analyticity.

Corollary. If A € 2 is such that pg(A*A) = 0 then if follows that A = 0.
Using the Schwartz inequality we find that pg(4%*4) = 0 implies that
00 (A*7? 4) = 0 but then from the boundary condition g4, ((zf4)A*) =0
andin particular p4(4 4%) = 0. But the conditions 9 (A*4) = 0= p4(4 4%)
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are only simultaneously possible if 4 is contained in a two-sided
ideal of 2. As 2 is simple the only two-sided ideals are trivial and thus
A =0.

The above corollary yields a statement similar to the Reeh-Schlieder
theorem [3] in relativistic field theory and it is perhaps instructive to
compare the elements necessary to derive this statement both in its field
theoretic and its statistical mechanical setting. Whilst in field theory the
property originates from invariance, locality, and the spectrum condition,
in statistical mechanics it is essentially a result of invariance, and the
KMS-boundary condition. This indicates that the boundary condition
plays somewhat the same role as the spectrum condition, a point which
is useful to bear in mind in the subsequent analysis. Haae, HUGENHOLTZ,
and WiNNINK [2] have already derived some of the algebraic consequen-
ces of this condition which are independent of locality and invariance
under space translations. In the following section we derive consequences
of this condition coupled with these latter properties.

5. Invariant States and the KMS Boundary Condition

In this section we will work in a more general framework than that
adopted in previous sections. We consider a C*-algebra Q with identity,
the group G = R" X Z”, and a representation 7 of ¢ as automorphisms
of A such that 2 is asymptotically abelian with respect to ¢, the group
of space translations i.e.

4.7, Bl g== 0, 4, B

Corresponding to time translations we consider a further representation
7’ of T' = R as automorphisms of A which commute with v and we assume
all these automorphisms to be strongly continuous. We are specifically
interested in states g over QI which are invariant under both 7 and 7', i.e.
states such that

0z, A) = g(A), g €G,t € Tand 4 €2 .

and we recall that associated with each such state is a representation
7o of acting on a Hilbert space 5, with cyclic vector £, and unitary
representations U, and V,, of G and 7T respectively, such that

7 (r,iA) = U,(9) Vlt) m(A) V32 (0) U (g) and U,(g) V(1) 2, = 2,
for all 4 €2, g €G and t € T'. We denote by £, the projection on all
G-invariant vectors in 5, thus f, is such that

U9) By =Hy g €G.
Lemma 3. If the state ¢ satisfies the KMS boundary condition then it

follows that
Vt)EB,=E,tcR.
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Proof. Denoting by F, the spectral projector associated with the uni-
tary operator V, we find immediately from the KMS boundary condition
and invariance that

(2, [, (A), 7, (, B)12,) = (2,7, (A) (7, B) 2,) — (2,7, (A) (177, B) 2,)
:(Qg,ng Y1 — [dF (o ~“’)Ug(g 7(B)2) A,BcUgeq.

Next taking mean values over G we find that the left hand side of this
equations gives zero due to asymptotic abelianness whilst the mean value
of U, is K, thus

(Qp7(Ay) (L — [ dFy(w) ) Eymy(B)2g) = 0.

Finally using cyclicity of 2, for m, we deduce straightforwardly that
F(A)E,=0if 044 and F({0}) E,=F ({0}) from which the quoted result
immediately follows.

The above lemma leads us to the following result.

Theorem 3. If g is a state over an asymptotically abelian algebra which
s wnvariant under both space and time translations and satisfies the KMS
boundary condition with respect to the latter, then the unitary representative
V, of time translations is contained in the weak closure of the set {,(Q),
U, (@)} of operators, representing the algebra and the group of space-trans-
lations respectively.

Proof. To demonstrate that V,(T') € {r,(), U,(@)}"" it is necessary
and sufficient to show that for each O € {m,(2), U (G)}’

[(V,(),C1=0,t€T. (8)
However
(2, 7,(4) CV,(t) (B) 2,) = (2, 7,(4) O, (v B) Q) ®
= (QQ,nQ(A) Vo) m,(B) V5 L) CR,)
and

00, = E,CQ, (10)

where we have twice used the fact that C €{m, (), U,(G)}". Now (8)
follows from (9) and (10) and Lemma 3.

In [4] and [5] it was demonstrated that the asymptotic abelianness
condition ensured that the set {,, U,}" is abelian. Thus the result of the
above theorem can be restated; time translations leave the centre of the
covariance algebra generated by the pair {r,, U,} pointwise invariant.
This result has an analogue in relativistic field theory (see ArRakI [6]).

Due to the fact that the commutant {,, U,}" is abelian one can derive
(see [4] and [5]) unique integral decompositions of states g, invariant
under space-translations, into ergodic states i.e. states extremal among
the set of states invariant under space translations. These decomposi-
tions are physically interpretable as the separation of thermodynamic
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phases. From Lemma 3 and the structure of the integral decompositions
it is easily inferrable that if ¢ is invariant under time translations and
satisfies the KMS boundary condition then the ergodic states, associated
with ¢ via the decomposition, are also invariant under time-translations.
We now wish to demonstrate a stronger result. We will show that the
ergodic states arising in this manner also satisfy the KMS boundary
condition. To this end we need the following two Lemmas.

Lemma 4. Let g be a G-invariant state over A and asswme 2 to be asymp-
totically abelian with respect to G. If C € {m,, Uy} there exists an A €2
such that 7, (A) approximates C strongly and if C is hermitian A may be
chosen to be hermitian.

Proof. This lemma is an immediate consequence of the fact that
{7y, U} C 7y (see [4]).

Lemma 5. Let 9 be a G-invariant state over a C*-algebra A which is
asym plotically abelian with respect to G. Further asswme that ¢ is invariant
under time translations and satisfies the KMS boundary condition. If
O c{ny, Uy, C= C* and |0 Q,|* = 1 then the state po over defined by

oc(4) = (2, m,(4) C*2,)
18 also wnvariant under time translations and satisfies the KM S boundary
condition.

Proof. The fact that gy is invariant under time translations follows
from 020, = E,C*8, and lemma 3. To prove that p¢ satisfies the KMS

boundary condition we use lemma 4 and choose for 4 €, Ay €U such
that Ag = A% and

(€2 —m(A40) 2] < &, |(C* —mp(Ae) m(A4%) 2 <e.  (11)
Now as o satisfies the KMS boundary condition was have for f¢ 2
Jatf(t) (Qp, my(B)V,(— t) 7,( A Ac) 2)

= [dtf(t — 1) (2, 7 (AAc) V,(t) 7, (B)2,) .
But from (11) it then immediately follows that

Jdtf@®)ec((re B)A) = [dtf(t — 7)ec(4 (7 B));

however this latter condition is equivalent to the KMS boundary con-
dition.

Theorem 4. Let o be a state over a separable C*-algebra U, which is
asymptotically abelian with respect to the group G of space translation.
Assume that o ts tnvariant with respect to both G and the group T' of time
translations and that o satisfies the KMS boundary condition. It follows
that there exists a unique integral decomposition of o into extremal G-in-
variant states which are also T-invariant and satisfy the KM S boundary
condition.
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The existence of a unique decomposition of a G-invariant state, over an
asymptotically abelian algebra, into extremal G-invariant states is demon-
strated in [4] and [5]. In [4] it is shown that this decomposition can be
obtained from the unique central decomposition of the covariance algebra
generated by the pair {m,, U,} (the separability assumption for 2 en-
sures the existence of the central decomposition). The fact that the states
occurring in this decomposition are invariant under time-translations
and satisfy the KMS boundary condition follows directly from the
theory of the central decomposition and the preceding lemma.

It might be remarked that the existence and uniqueness of the integral
decompositions arising in the above theorem are derived in [5] under
rather weak separability conditions of a physical origin. We have assum-
ed the separability of 2 in the above theorem for conciseness but the
theorem should be valid even in the more general framework of [5].
Secondly we note that some extremal G-invariant states have non-trival
decompositions into states which are invariant under a closed subgroup
of G (see [4] and [7] for details). It follows that these latter decomposi-
tions, which correspond to the spontaneous breakdown of translation
symmetry, also respect the property of invariance under time-trans-
lations and the KMS boundary condition.

Finally it is of interest to examine the spectral properties of the unita-
ry operators U, and V, which implement space and time translations
respectively. Such properties have already been extensively studied for
states invariant under space translations (see [4] and [7]).

Theorem 5. Let p be a state over a C*-algebra U, which is asymptotically
abelian with respect to the group G of space translations, and assume g is an
extremal Q-invariant state which is also invariant wnder the group T of
teme translations and satisfies the KM S boundary condition. Let B and F
be the projection-valued measures assoctated with the unitary operators
Uy (G) and V,(T), which implement space and time translations respecti-
vely, via the spectral representations

U,(g) = [dE (p)et i and V, (1) = [ dF (w) e+ivt,

Then 1. supp B = — supp E; supp B -+ supp E C supp B

2. supp F = — supp F; supp F + supp F C supp F

3. if S¥ = {p; E({p}) & 0} then S¥ = — S§; SF + SFc S¥
and if p € SF then E ({p}) is one dimensional

4. each discrete eigenstate of U, is invariant under V, i.e.

Vo(t) E({p}) = E({p}) -

Proof. Property 3 is proved in [4]. The additivity of supp Z is de-
monstrated in [7] and, noting that space and time translations commute,
the proof easily extends to show that supp F is additive. The symmetry
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of supp F and supp F follow immediately from the KMS boundary
condition in the form

(@ 7,(4) B(— p) F () 7,(B) Q) = (2 m,(B) E(p) F(— ) m,(4) 2,) e”

(to be understood in the sense of distributions). Finally property 4 follows
from Lemma 3 if we apply this lemma to a subgroup of G chosen such
that I ({p}) is invariant under the subgroup of translations.

Note that all statements of the theorem except the additivity pro-
perties are valid without the extremality assumption for g. It is possible
that a more detailed investigation of the KMS boundary condition will
yield further information concerning the discrete spectrum of time trans-
lations and its link with the discrete spectrum of space translations.
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