
Communications in Mathematical Analysis
Volume 14, Number 1, pp. 118–132 (2013)
ISSN 1938-9787

www.math-res-pub.org/cma

O     R 


G. E. K∗
Institute of Mathematics and Informatics

Bulgarian Academy of Sciences
Sofia, Bulgaria

QM†
Abdus Salam School of Mathematical Sciences

GC University
Lahore, Pakistan

(Communicated by Palle Jorgensen)

Abstract

We prove continuity of the Riesz potential operator Rs : E 7→ CH, in optimal couples
E,CH, where E is a rearrangement invariant function space and CH is the generalized
Hölder-Zygmund space generated by a function space H.
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1 Introduction

The Riesz potential operator Rs, 0 < s < n, n ≥ 1 is defined by

Rs f (x) =
∫
Ω

f (y)|x− y|s−ndy,

where f ∈ L1(Ω) and Ω is a domain in Rn. In investigating the regularity of the function
Rs f we may assume, without any loss of generality, that f is zero outside Ω. For simplicity
we suppose that the Lebesgue measure of Ω equals one and that the origin lies in Ω. It is
well known that in the super-critical case s > n/p,

Rs : Lp 7→ Cs−n/p, s > n/p, (1.1)
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where Cγ, γ > 0, is the Hölder-Zygmund space (see [11]). In the critical case s = n/p
the function Rs f may not be even continuous. The result (1.1) is not optimal. We prove
that the optimal one is obtained if in (1.1) Lp is replaced by the Marcinkiewicz space
Lp,∞. In this paper we prove similar optimal results, when Lp,∞ is replaced by more gen-
eral rearrangement invariant spaces E. More precisely, we consider quasi-normed rear-
rangement invariant spaces E, consisting of functions f ∈ L1(Ω), such that the quasi-norm
‖ f ‖E = ρE( f ∗) < ∞, where ρE is a monotone quasi-norm, defined on M+ with values in
[0,∞]. Here M+ is the cone of all locally integrable functions g ≥ 0 on (0,1) with the
Lebesgue measure. Monotonicity means that g1 ≤ g2 implies ρE(g1) ≤ ρE(g2). We suppose
that L∞(Ω) ↪→ E ↪→ L1(Ω), which means continuous embeddings. Here f ∗ is the decreasing
rearrangement of f , given by

f ∗(t) = inf{λ > 0 : µ f (λ) ≤ t}, t > 0

and µ f is the distribution function of f , defined by

µ f (λ) =
∣∣∣{x ∈ Rn : | f (x)| > λ}

∣∣∣
n ,

|·|n denoting Lebesgue n−measure.
Let αE , βE be the Boyd indices of E. For example, if E = Lp, then αE = βE = 1/p and

the condition 1 > s/n ≥ 1/p implies p > 1, or βE < 1. For these reasons, we suppose that
for general E, 0 < αE = βE < 1 and the case s/n > αE is called super-critical, while the case
s/n = αE - critical. In the super-critical case the function Rs f , f ∈ E, is always continuous,
while the spaces in the critical case can be divided into two subclasses: in the first subclass
the functions Rs f may not be continuous - then the target space is rearrangement invariant,
while these functions in the second subclass are continuous and the target space is the gen-
eralized Hölder-Zygmund space CH (see [1], [5] and the definition below). The separating
space for these two subclasses is given by the Lorentz space Ln/s,1.

The main goal of this paper is to prove continuity of the Riesz potential operator Rs :
E 7→ CH in optimal couples E, CH. First we prove that this continuity is equivalent to
the continuity of the operator S g(t) =

∫ t
0 us/n−1g(u)du. Moreover, in the super-critical case,

we can replace S by the operator of multiplication ts/ng(t). This implies a very simple
characterization of both optimal target space H and optimal domain space E. Namely, the
quasi-norm in the optimal target space H(E) is given by ρE(t−s/ng(t)) and the quasi-norm in
the optimal domain space E(H) is given by ρH(ts/ng(t)).Note that we do not require ρE to be
rearrangement invariant. In the critical case, the formula for the optimal target quasi-norm is
more complicated. In some cases it can be simplified. To this end, we apply the Σq−method
of extrapolation ([8]) from the super-critical case. As a byproduct, we also characterize the
mapping property Rs : E 7→ C j, j < s, where C j consists of all functions with bounded and
uniformly continuous derivatives up to order j. Namely, this is equivalent to the embedding
E ↪→ Ln/(s− j),1.

The problem of the optimal target rearrangement invariant space for potential type op-
erators is considered in [7] by using Lp−capacities. The problem of the mapping properties
of the Riesz potential in optimal couples of rearrangement invariant spaces is treated in
[6], [4], [12]. The characterization of the continuous embedding of the generalized Bessel
potential spaces into the generalized Hölder-Zygmund spaces CH, when H is a weighted
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Lebesgue space, is given in [5]. Our method is different and more general and it could be
applied for Bessel potentials as well.

The plan of the paper is as follows. In Section 2 we provide some basic definitions and
known results. In Section 3 we characterize the continuity of the Riesz potential operator
Rs : E 7→ CH. The optimal quasi-norms are constructed in Section 4.

2 Preliminaries

We use the notations a1 . a2 or a2 & a1 for nonnegative functions or functionals to mean
that the quotient a1/a2 is bounded; also, a1 ≈ a2 means that a1 . a2 and a1 & a2. We say
that a1 is equivalent to a2 if a1 ≈ a2.

Let E be a quasi-normed rearrangement invariant space as in the Introduction. There is
an equivalent quasi-norm ρp ≈ ρE that satisfies the triangle inequality ρp

p(g1+g2) ≤ ρp
p(g1)+

ρ
p
p(g2) for some p ∈ (0,1] that depends only on the space E (see [9]. We say that the norm
ρE satisfies Minkowski’s inequality if for the equivalent quasi-norm ρp,

ρ
p
p

(∑
g j

)
.

∑
ρ

p
p(g j), g j ∈ M+. (2.1)

Usually we apply this inequality for functions g ∈ M+ with some kind of monotonicity.
Recall the definition of the lower and upper Boyd indices αE and βE . Let gu(t) = g(t/u)

if t < u and gu(t) = 0 if t ≥ u, where 0 < t < 1, g ∈ M+, and let

hE(u) = sup
{
ρE(g∗u)
ρE(g∗)

: g ∈ M+
}
, u > 0,

be the dilation function generated by ρE . Suppose that it is finite. Then

αE := sup
0<t<1

loghE(t)
log t

and βE := inf
1<t<∞

loghE(t)
log t

.

The function hE is submultiplicative, increasing, hE(1) = 1, hE(u)hE(1/u) ≥ 1, hence 0 ≤
αE ≤ βE . We suppose that 0 < αE = βE < 1.

Since βE < 1 we have by using Minkowski’s inequality that ρE( f ∗) ≈ ρE(χ(0,1) f ∗∗),
where f ∗∗(t) := 1

t

∫ t
0 f ∗(s)ds and χ(a,b), 0 < a < b <∞, is the characteristic function of the

interval (a,b). In particular, ‖ f ‖E ≈ ρE(χ(0,1) f ∗∗). For example, consider the Gamma spaces
Γq(w), 0 < q ≤ ∞, w - positive weight, i.e. a positive function from M+ , with a quasi-norm
‖ f ‖Γq(w) := ρw,q( f ∗∗), where

ρw,q(g) :=
(∫ 1

0
[g(t)w(t)]qdt/t

)1/q

, g ∈ M+, (2.2)

and (∫ 1

0
wq(t)dt/t

)1/q

<∞.

Then L∞(Ω) ↪→ Γq(w) ↪→ L1(Ω). If w(t) = t1/p, 1 < p <∞, we write as usual Lp,q instead of
Γq(t1/p).
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We need the modified dilation function h̃E , generated by ρE , without supposing that ρE

is rearrangement invariant, as follows

h̃E(u) = sup
{
ρE(gu)
ρE(g)

: g ∈ M1

}
,

where
M1 = {g ∈ M+ : ts/n−1g(t) is decreasing}.

This function is submultiplicative, u1−s/nh̃E is increasing, h̃E(u)h̃E(1/u) ≥ 1,
h̃E(1) = 1. Suppose that it is finite. Then

α̃E := sup
0<t<1

log h̃E(t)
log t

and β̃E := inf
1<t<∞

log h̃E(t)
log t

.

We have hE ≤ h̃E and as a consequence, α̃E ≤ αE ≤ βE ≤ β̃E . We suppose that α̃E = β̃E ,

hence 0 < α̃E = β̃E = αE = βE < 1. For example, if E = Lr and ρE(g) = (
∫ 1

0 gr(t)dt)1/r, then
α̃E = β̃E = 1/r. This technical tool will simplify our investigations. Note that if E = Γq(tαw),
0<α< 1,where w is slowly varying, then αE = βE = α. Recall that w ∈M+ is slowly varying
if for all ε > 0 the function tεw(t) is equivalent to an increasing function, and the function
t−εw(t) is equivalent to a decreasing function.

In order to introduce the Hölder-Zygmund class of spaces, we denote the modulus of
continuity of order k by

ωk(t, f ) = sup
|h|≤t

sup
x∈Rn
|∆k

h f (x)|.

where ∆k
h f are the usual iterated differences of f . When k = 1 we simply write ω(t, f ). Let

H be a quasi-normed space of locally integrable functions on the interval (0,1) with the
Lebesgue measure, continuously embedded in L∞(0,1) and ‖g‖H = ρH(|g|), where ρH is a
monotone quasi-norm on M+ which satisfies Minkowski’s inequality. The dilation function
generated by ρH is given by

hH(u) = sup
{
ρH(g̃u)
ρH(g)

: g ∈ L
}
,

where g̃u(t) = g(ut) if ut < 1, g̃u(t) = g(1) if ut ≥ 1, 0 < t < 1, and

L := {g ∈ M+ : t−1g(t) is decreasing}.

The choice of the space L is motivated by the fact that χ(0,1)(t)ωn(t1/n, f ) is equivalent
to a function g ∈ L. The function hH(u) is sub-multiplicative, u−1hH(u) is decreasing and
hH(1) = 1, hH(u)hH(1/u) ≥ 1. Suppose that it is finite. Then the Boyd indices of H are
well-defined

αH = sup
0<t<1

loghH(t)
log t

and βH = inf
1<t<∞

loghH(t)
log t

,

and they satisfy 0 ≤ αH ≤ βH ≤ 1. In what follows, we suppose that αH = βH < 1. For
example, let H = Lq

∗(b(t)t−γ/n).Here 0≤ γ < n and b is a slowly varying function, and Lq
∗(w),

or simply Lq
∗ if w = 1, is the weighted Lebesgue space with a quasi-norm ‖g‖Lq

∗(w) = ρw,q(|g|),
where ρw,q is given by (2.2). It turns out that αH = βH = γ/n.
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Definition 2.1. Let j = 0,1, . . . and let C j stand for the space of all functions f , defined on
Rn , that have bounded and uniformly continuous derivatives up to the order j , normed by
‖ f ‖C j = sup

∑ j
l=0 |P

l f (x)| , where Pl f (x) =
∑
|ν|=l Dν f (x) .

• If j/n < αH < ( j+1)/n for j ≥ 1 or 0 ≤ αH < 1/n for j = 0, then CH is formed by all
functions f in C j having a finite quasi-norm

‖ f ‖CH = ‖ f ‖C j +ρH(χ(0,1)(t)t j/nω(t1/n,P j f )).

• If αH = ( j+1)/n, then CH consists of all functions f in C j having a finite quasi-norm

‖ f ‖CH = ‖ f ‖C j +ρH(χ(0,1)(t)t j/nω2(t1/n,P j f )).

In particular, if H = L∞(t−γ/n), γ > 0, then CH coincides with the usual Hölder-Zygmund
space Cγ (see [11]). Also, if H = L∞, then CH =C0.

We shall use the following equivalent quasi-norm (see [1] for an analogous proof):

Theorem 2.2. (equivalence) Let 0 ≤ αH = βH < 1. If ρH(χ(0,1)(t)tα) <∞ for α > αH , then
for all m ≥ n,

‖ f ‖CH ≈ ‖ f ‖C0 +ρH(χ(0,1)(t)ωm(t1/n, f )) .

Note that if ρH(χ(0,1)(t)tm/n) < ∞, then CH is a K−interpolation space for the couple
(C0,Cm), namely CH = (C0,Cm)H1 , where ρH1(g) = ρH(g(tm/n)). In particular, CL1

∗(t
− j) ↪→

C j ↪→CL∞(t− j).
Recall some basic definitions from the theory of interpolation spaces [3]. Let (A0,A1)

be a couple of two quasi-normed spaces, such that both are continuously embedded in some
quasi-normed space and let

K(t, f ) = K(t, f ; A0,A1) = inf
f= f0+ f1

{‖ f0‖A0
+ t ‖ f1‖A1

}, f ∈ A0+A1,

be the K−functional of Peetre. By definition, the K−interpolation space AΦ = (A0,A1)Φ
has a quasi-norm ‖ f ‖AΦ = ‖K(t, f )‖Φ , where Φ is a quasi-normed function space with a
monotone quasi-norm on (0,∞) with the Lebesgue measure and such that min{1, t} ∈ Φ.
Then A0∩A1 ↪→ AΦ ↪→ A0+A1. If

‖g‖Φ =
(∫ ∞

0
[w(t)t−θg(t)]qdt/t

)1/q

, 0 ≤ θ ≤ 1, 0 < q ≤∞, w ∈M+,

we write (A0,A1)wt−θ,q instead of (A0,A1)Φ. Also, if w = 1 then we write (A0,A1)θ,q. By
definition,

‖ f ‖A0∩A1 = ‖ f ‖A0 + ‖ f ‖A1 , ‖ f ‖A0+A1 = K(1, f ; A0,A1).

It will be convenient to use the following definitions.

Definition 2.3. (admissible couple) We say that the couple ρE , ρH is admissible for the
Riesz potential if

‖Rs f ‖CH . ρE( f ∗), f ∈ L1(Ω). (2.3)

Moreover, ρE ( E) is called domain quasi-norm (domain space), and ρH (H) is called target
quasi-norm (target space).
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Let

M0 = {g ∈ M+ : g is increasing, t−1g(t) is decreasing and g(+0) = 0}.

The choice of M0 is motivated by the fact that ωn(t1/n,Rs f ), 0 < t < 1, is equivalent to a
function g ∈ M0 if f ∈ E and E ↪→ Ln/s,1.

Definition 2.4. (optimal target quasi-norm) Given the domain quasi-norm ρE , the optimal
target quasi-norm, denoted by ρH(E), is the strongest target quasi-norm on the interval (0,1),
i.e.

ρH(g) . ρH(E)(g), g ∈ M0 (2.4)

for any target quasi-norm ρH such that the couple ρE ,ρH is admissible. Since CH(E) ↪→CH,
we call CH(E) the optimal Hölder-Zygmund space.

Definition 2.5. (optimal domain quasi-norm) Given the target quasi-norm ρH , the optimal
domain quasi-norm, denoted by ρE(H), is the weakest domain quasi-norm, i.e.

ρE(H)( f ∗) . ρE( f ∗), f ∈ L1(Ω), (2.5)

for any domain quasi-norm ρE such that the couple ρE ,ρH is admissible.

Definition 2.6. (optimal couple) The admissible couple ρE ,ρH is said to be optimal if both
ρE and ρH are optimal.

3 Admissible couples

Here we give a characterization of all admissible couples ρE ,ρH . It will be convenient
to introduce the classes of the domain and target quasi-norms, where the optimality is
investigated. Let Nd consist of all domain quasi-norms ρE that are monotone, satisfy
Minkowski’s inequality, 0 < αE = βE < 1, the condition (3.3) below, L∞(Ω) ↪→ E ↪→ L1(Ω)
and ρE(χ(0,1)t−α) <∞ if α < αE . Let Nt consist of all target quasi-norms ρH that are mono-
tone, satisfy Minkowski’s inequality, 0 ≤ αH = βH < 1, ρH(χ(0,1)(t)tα) <∞ if α > αH and

supg(t) . ρH(g), g ∈ M+. (3.1)

We start with the main estimate.

Theorem 3.1. Let f ∈ L1(Ω). Then

ωm(t1/n,Rs f ) . S ( f ∗)(t), s < m, (3.2)

where

S g(t) =
∫ t

0
us/n−1g(u)du, g ∈ M+.



124 G. E. Karadzhov and Q. Mehmood

Proof. Let

Rs f (x) = f1t(x)+ f2t(x), f jt(x) =
∫

Rn
f (y)ψ jt(|x− y|)|x− y|s−ndy,

where ψ1t ∈C∞0 (−a,a), a = ct1/n, ψ1t(u) = 1 if u ∈ (−b,b), b = c1t1/n, c1 < c, 0 ≤ ψ1t ≤ 1 and
let ψ2t = 1−ψ1t. Then

Rs f (x) = f1t(x)+ f2t(x), f jt(x) =
∫

Rn
f (y)ψ jt(|x− y|)|x− y|s−ndy.

We have for appropriate c and using the Hardy-Littlewood inequality,

|∆m
h f1t(x)| .

∫
Rn
|∆m

h f (x− y)|ψ1t(|y|)|y|s−ndy . S f ∗(t),

since h∗t (u) ≈ us/n−1χ(0,t)(u), if ht(y) = |y|s−n for |y| ≤ ct1/n and ht(y) = 0 otherwise.
On the other hand, using the formula (4.16), p. 336 [2], we can write for |h| ≤ t1/n,

|∆m
h f2t(x)| .

∫ ∞

−∞

m∑
j=0

t j/ng j(x+uh)Mm(u)du,

where
g j(z) =

∫
B j

| f (y)||z− y|s−n− jdy,

B j = {y : c1t1/n ≤ |z− y| ≤ ct1/n}, if 0 ≤ j < m, Bm = {y : |z− y| > ct1/n}.

Hence
g j(z) . t− j/nS f ∗(t), 0 ≤ j < m.

Also

gm(z) .
∫ ∞

0
f ∗(u)(u+ t)s/n−1−m/ndu . t−m/nS f ∗(t),

since
∫ ∞

t f ∗(u)(u+ t)s/n−1−m/ndu . t
s−m

n f ∗(t) . t−m/nS f ∗(t) for m > s. Thus (3.2) follows.
�

Now we discuss the mapping property Rs : E 7→ C0 .

Theorem 3.2. A necessary and sufficient condition for the mapping Rs : E 7→ C0 is the
following one ∫ 1

0
ts/n−1g(t)dt . ρE(g), g ∈ M1. (3.3)

Proof. Using the Hardy-Littlewood inequality∫
Rn
| f (x)g(x)|dx ≤

∫ ∞

0
f ∗(t)g∗(t)dt,

we get the well known mapping property

Rs : Γ1(ts/n) 7→ L∞.
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From (3.3) it follows
Rs : E→ L∞. (3.4)

To prove that Rs(E) ⊂ C0, it remains to show that limt→0ω(t1/n,Rs f ) = 0 if f ∈ E. By Mar-
chaud’s inequality (see [2], Theorem 5.4.4), we have

ω(t1/n,Rs f ) . t1/n
∫ ∞

t
u−1/nωm(u1/n,Rs f )

du
u
.

By Lopital’s rule, it is enough to check that limt→0ω
m(t1/n,Rs f ) = 0 if f ∈ E. But this

follows from (3.2) and (3.3).
Before proving the reverse, note that (3.3) is always satisfied if s/n > αE . To see this,

we need the estimate
g(u) . h̃E(1/u)ρE(g), g ∈ M1. (3.5)

Indeed, since 0 < u < 1, we have

ρE(χ(0,1)(t)t1−s/n)g(u) ≤ ρE(g(tu)) ≤ h̃E(1/u)ρE(g).

Hence for 0 < ε < s/n−αE ,∫ 1

0
us/n−1g(u)du . ρE(g)

∫ 1

0
us/n−αE−εdu/u . ρE(g), g ∈ M1.

It remains to prove that if Rs : E 7→ C0 then (3.3) is true for αE = s/n. To this end, we choose
a test function h as follows. Let g ∈ M1 and

h(x) =
∫ 1

0
g(u)ϕ(|x|u−1/n)

du
u
, (3.6)

where ϕ≥ 0 is a smooth function with compact support in (−c−1/n,c−1/n) such that if ψ=Rsϕ

then ψ(0) > 0. Note that h has a compact support, h(x) .
∫ 1

c|x|n g(u)du/u and for appropriate

c > 0, h∗(t) .
∫ 1

t g(u)du/u. Now Minkowski’s inequality gives ρE(h∗) . ρE(g) since αE > 0.

Also Rsh(0) = ψ(0)/n
∫ 1

0 us/n−1g(u)du . ‖h‖E . ρE(g). Thus (3.3) is proved.
�

Remark 3.3. Similar arguments show that Rs : E 7→C j, j < s, if and only if E ↪→ Ln/(s− j),1.

Theorem 3.4. The couple ρE ∈ Nd, ρH ∈ Nt is admissible if and only if

ρH(S g) . ρE(g), g ∈ M1. (3.7)

Proof. It is clear that (2.3) follows from (3.7), (3.2) and (3.4). Now we prove that (2.3)
implies (3.7). To this end we choose the test function in the form f (x) = Rsh(x), where h is
given by (3.6). Note that ψ(u) . us−n for u > c.

Let |h| =Ct1/n. We split f = f1t + f2t, 0 < t < 1,

f1t(x) =
∫ t

0
us/ng(u)ψ(|x|u−1/n)du/u, f2t(x) =

∫ 1

t
us/ng(u)ψ(|x|u−1/n)du/u,
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First we prove that for some large C > 0,

ωm(Ct1/n, f1t) ≥
1
2
ψ(0)S g(t), 0 < t < 1. (3.8)

Indeed, we have ωm(Ct1/n, f1t) ≥ |(∆m
h f1t)(0)| and ψ( jCt1/nu−1/n) . Cs−n < ψ(0)/2 for 1 ≤

j ≤ m. Hence (3.8) follows. Further,

ωm(t1/n, f ) ≥ ωm(t1/n, f1t)−ωm(t1/n, f2t), 0 < t < 1. (3.9)

Since

ωm(t1/n, f2t) . tm/n‖Pm f2t‖L∞ . tm/n
∫ 1

t
u(s−m)/ng(u)du/u

and g ∈ M1, we get ωm(t1/n, f2t) . tm/n
∫ 1

t u−m/nS g(u)du/u. Therefore

S g(t) ≤ c1ω
m(t1/n,Rsh)+ ctm/n

∫ 1

t
u−m/nS g(u)du/u, 0 < t < 1 (3.10)

and

S g(t) ≤ c1ω
m(t1/n,Rsh)+ ctm/n

∫ 1

t
u−m/ng(u)du/u, 0 < t < 1 (3.11)

To solve the integral inequality (3.10) for p(t) := t−m/nS g(t), we set q(t)= c1t−m/nωm(t1/n,Rsh)
and rewrite it as p(t) ≤ q(t)+ c

∫ 1
t p(u)du/u, 0 < t < 1. If r(t) =

∫ 1
t p(u)du/u then we get the

differential inequality 0≤ tr′(t)+cr(t)+q(t). If r(t)= t−cv(t), then 0≤ v′(t)+ tc−1q(t),whence
v(t) ≤

∫ 1
t uc−1q(u)du. Therefore

χ(0,1/2)(t)S g(t) . tm/n−c
∫ 1

t
uc−m/nωm(u1/n,Rsh)du/u.

Hence by using Minkowski’s inequality and choosing m large enough, we obtain

ρH(χ(0,1/2)S g) . ρH(χ(0,1)(t)ωm(t1/n,Rsh).

On the other hand, from (3.11) it follows that

ρH(χ(1/2,1)S g) ≤ ρH(χ(0,1)(t)ωm(t1/n,Rsh))+
∫ 1

0
g(u)du.

Hence, using also (3.3), we get

ρH(S g) . ρH(χ(0,1)(t)ωm(t1/n,Rsh)+ρE(g). (3.12)

On the other hand, as above

ρE(h∗) . ρE(g), αE > 0, g ∈ M1. (3.13)

Thus, if (2.3) is given, then (3.12), (3.13) imply (3.7).
�
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4 Optimal quasi-norms

Here we give a characterization of the optimal domain and optimal target quasi-norms.

4.1 Optimal domain quasi-norms

We can construct an optimal domain quasi-norm ρE(H) by Theorem 3.4 as follows.

Definition 4.1. (construction of an optimal domain quasi-norm) For a given target quasi-
norm ρH ∈ Nt, we set

ρE(H)(g) := ρH(S g), g ∈ M+. (4.1)

Note that S (gu) = us/n(S̃ g)1/u and S g ∈ L if g ∈ M1. Hence αE(H) = βE(H) = s/n−αH .

Theorem 4.2. The quasi-norm ρE(H) belongs to Nd, the couple ρE(H),ρH is admissible, the
domain quasi-norm ρE(H) is optimal. Moreover, the target quasi-norm ρH is also optimal
and

ρE(H)(g) ≈ ρH(ts/ng), g ∈ M1 if αH > 0. (4.2)

Proof. It is easy to check that ρE(H) ∈ Nd. Further, the couple ρE(H),ρH is admissible since
ρH(S g) = ρE(H)(g), g ∈ M1. Moreover, ρE(H) is optimal, since for any admissible couple
ρE1 ∈ Nd, ρH we have ρH(S g) . ρE1(g), where g ∈ M1. Therefore,

ρE(H)( f ∗) = ρH(S ( f ∗)) . ρE1( f ∗), f ∈ L1(Ω).

To prove that ρH is also optimal, let ρE(H), ρH1 ∈ Nt be an arbitrary admissible couple.
Then

ρH1(S g) . ρE(H)(g), g ∈ M1.

We have to show that
ρH1(g) . ρH(g), g ∈ M0. (4.3)

Since g ∈ M0 is quasi-concave, it is equivalent to a concave one, hence g(t) ≈
∫ t

0 h1(u)du for
some decreasing h1 ∈ M+. Let h(t) = t1−s/nh1(t). Then h ∈ M1 and g ≈ S h. Therefore

ρH1(g) . ρH1(S h) . ρE(H)(h) . ρH(S h) . ρH(g).

Thus (4.3) is proved. To prove the equivalence (4.2), we use ts/ng(t) . S g(t), g ∈ M1, hence
ts/ng(t) ∈ L, and Minkowski’s inequality as follows:

ρ
p
H(S g) .

0∑
k=−∞

hp
H(2k)ρp

H(ts/ng(t)), g ∈ M1,αH > 0,

whence ρE(H)(g) . ρH(ts/ng(t)), g ∈ M1.

�



128 G. E. Karadzhov and Q. Mehmood

Example 4.3. Consider the space H = L1
∗(v), where ρH(g) =

∫ 1
0 v(t)g(t)dt/t and ρH ∈ Nt.

Using Theorem 4.2, we can construct an optimal domain E, where

ρE(g) = ρH(S g) =
∫ 1

0
ts/nw(t)g(t)dt/t, g ∈ M+

and w(t)=
∫ 1

t v(u)du/u. Hence E = Γ1(ts/nw) and this couple is optimal. Also αE = βE = s/n
if v is slowly varying.

Example 4.4. Let H = L∞(v), where ρH(g) = supv(t)g(t) and ρH ∈ Nt and let

ρE(g) = supv(t)
∫ t

0
us/ng(u)du/u, g ∈ M+.

Then by Theorem 4.2, the domain E is optimal and the couple is optimal. In particular, the
couple Ln/s,1, C0 is optimal.

4.2 Optimal target quasi-norms

Definition 4.5. (construction of the optimal target quasi-norm) For a given domain quasi-
norm ρE ∈ Nd, we set

ρH(E)(g) := inf{ρE(h) : g ≤ S h, h ∈ M1}, g ∈ M+. (4.4)

Note that αH(E) = βH(E) = s/n−αE .

Theorem 4.6. The target quasi-norm ρH(E) belongs to Nt, the couple ρE , ρH(E) is admissible
and the target quasi-norm is optimal.

Proof. The property ”ρH(E)(g) = 0, g ∈ M+, implies g = 0” follows from (3.3). Also, since
ρE ∈ Nd it is easy to check that ρH(E) ∈ Nt. The couple is admissible since ρH(E)(S h)≤ ρE(h),
h ∈ M1. Suppose that the couple ρE , ρH1 ∈ Nt is admissible. Then ρH1(S h) . ρE(h), h ∈ M1.

Therefore if g ≤ S h, h ∈ M1, then ρH1(g) ≤ ρH1(S h) . ρE(h), whence ρH1(g) . ρH(E)(g), g ∈
M0. Hence ρH(E) is optimal.

�

Theorem 4.7. If αE < s/n, then

ρH(E)(g) ≈ ρE(t−s/ng(t)), g ∈ M0.

Moreover, the couple ρE ,ρH(E) is optimal.

Proof. If g ≤ S h, h ∈ M1, then by Minkowski’s inequality,

ρE(t−s/ng(t)) ≤ ρE(t−s/nS h(t)) . ρE(h), h ∈ M1, s/n > αE .

Hence, taking the infimum, we get ρE(t−s/ng(t)) . ρH(E)(g).
On the other hand, for g ∈ M0, we have g . S h, h(t) = t−s/ng(t). Since h ∈ M1 it follows

ρH(E)(g) . ρE(t−s/ng(t)).
The domain quasi-norm ρE is also optimal since

ρE(H(E))( f ∗) = ρH(E)(S f ∗) ≈ ρE(t−s/nS f ∗(t)) & ρE( f ∗), f ∈ L1(Ω).

�
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Example 4.8. Consider the space E = Γq(w), 0 < q ≤∞, s/n > βE = αE > 0. Then by Theo-
rem 4.7 the couple ρE ,ρH , H = Lq

∗(t−s/nw) is optimal. In particular, the couple Lp,∞, Cs−n/p,

s > n/p, 1 < p <∞, is optimal.

In the critical case we do not know how to simplify the optimal target quasi-norm,
defined in (4.4). Instead, we can construct a large class of domain quasi-norms and the cor-
responding optimal target quasi-norms by using extrapolation from the super-critical case.
Recall some basic definitions and results from the extrapolation theory [8]. Let (A0,A1) be
a couple of quasi-Banach spaces. The sigma extrapolation space Σq(M(σ)(A0,A1)a(t)t−σ,q),
a - positive weight, 0 < σ < σ0, 0 < q ≤ ∞, M - positive decreasing weight, consists of all
f ∈ A0+A1 such that f =

∑∞
j=l g j, g j ∈ A j, A j := (A0,A1)

a(t)t
− 1

2 j ,q
, with a quasi-norm

‖ f ‖Σq(M(σ)(A0,A1)a(t)t−σ,q) = inf

 ∞∑
j=l

[
M(2− j)‖g j‖A j

]q


1/q

,

where the infimum is taken with respect to all representations f =
∑∞

j=l g j.

This space can be characterized as an interpolation space.

Theorem 4.9. ([8]) Let a(t) = t−θb(t), b - slowly varying, 0 < θ < 1. Then

Σq(M(σ)(A0,A1)a(t)t−σ,q) = (A0,A1)w,q,

where
1

w(t)
=

1
a(t)

(∫ σ0

0

[
tσ

M(σ)

]r dσ
σ

)1/r

(4.5)

and 1/r+1/q = 1 if q > 1, r =∞ if 0 < q ≤ 1.

Our main result is the following one.

Theorem 4.10. Let E = Γq(ts/nc(t)(1− ln t)), 0< s< n, c - slowly varying weight, c(+0)=∞,
c(t2) ≈ c(t), 0 < q ≤ ∞, H = Lq

∗(c). We suppose that ρE ∈ Nd and ρH ∈ Nt. Then this couple
is admissible and the target quasi-norm is optimal.

Proof. Step 1 (admissibility). Since αE = βE = s/n < 1, it will be enough to check that

ρH(S (g∗∗)) . ρE(g∗∗), (4.6)

where

ρE(g) =
(∫ 1

0
[ts/nc(t)(1− ln t)g(t)]qdt/t

)1/q

, ρH(g) =
(∫ 1

0
[c(t)g(t)]qdt/t

)1/q

.

Applying Minkowski’s inequality we obtain for 0 < σ < σ0 < s/n, b -slowly varying
weight,

σ‖S (g∗∗)‖Lq
∗(b(t)t−σ) . ‖g‖Γq(ts/n−σb(t)).

In order to extrapolate these inequalities, we write

Γq(ts/n−σb(t)) = (L1,L∞)b(t)ts/n−1−σ,q
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and
Lq
∗(t
−σb(t)) = (Lq

∗(t
1/2b(t)),Lq

∗(t
−1/2b(t)))1/2+σ,q, σ0 < 1/2.

This is true since

K(t,g; Lq
∗(w0),Lq

∗(w1)) ≈
(∫ 1

0
[g(u)min(w0(u), tw1(u))]qdu/u

)1/q

, 0 < t < 1.

Let σ = 2− j and g =
∑

g j (convergence in L1), where g j ∈ L∞. Then g∗∗ ≤
∑

g∗∗j , whence
S (g∗∗) ≤

∑
S (g∗∗j ) and for M(σ) = σ−2, p =min(q,1), we have

K p(t,S (g∗∗); B0,B1) ≤Cν :=
∑
j≥l

K p(t,S (g∗∗j ); B0,B1),

where B0 = Lq
∗(t1/2b(t)), B1 = Lq

∗(t−1/2b(t)). We can write

Cν =
∑
j≥l

[t−1/2−2− j
2− jM(2− j)K(t,S (g∗∗j ); B0,B1)]p

 t1/2+2− j

2− jM(2− j)

p

and using also Hölder’s inequality if q > 1, we get

[v(t)]pCν ≤
∑
j≥l

[t−1/2−2− j
2− jM(2− j)K(t,S (g∗∗j ); B0,B1)]p,

where
1

v(t)
=

∑
j≥l

 t1/2+2− j

2− jM(2− j)

r
1/r

.

Hence

‖S (g∗∗)‖(B0,B1)v,q .

∑
j≥l

[
2− jM(2− j)‖S (g∗∗j )‖(B0,B1)1/2+2− j ,q

]q


1/q

.

Since
2− j‖S (g∗∗j )‖(B0,B1)1/2+2− j ,q

. ‖g j‖Γq(ts/n−2− j b(t)),

we get
‖S (g∗∗)‖(B0,B1)v,q . ‖g‖Σq(M(σ)(L1,L∞)b(t)ts/n−1−σ,q),

whence

S : ((L1,L∞)w,q 7→ (Lq
∗(t

1/2b(t)),Lq
∗(t
−1/2b(t))v,q,

where w is given by (4.5) with a(t) = b(t)ts/n−1 and M(σ) =σ−2. It is easy to calculate these
weights, see [8]. We have

w(t) ≈ b(t)ts/n−1(1− ln t)2, v(t) ≈ t−1/2(1− ln t), 0 < t < 1.

Then for b(t) = c(t)(1− ln t)−1 we get

Γq(ts/nc(t)(1− ln t)) ↪→ (L1,L∞)w,q
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and
(Lq
∗(t

1/2b(t)),Lq
∗(t
−1/2b(t))v,q ↪→ Lq

∗(c).

Hence (4.6) is proved.
Step 2 (optimality of the target quasi-norm). We want to prove that ρH is an optimal

target quasi-norm. It is sufficient to see that

ρH(E)(g) . ρH(g), g ∈ M0,

where ρH(E) is defined by (4.4). To this end for any such g we construct an h ∈ M1 such that
g . S h and ρE(h) . ρH(g). Let ts/n(1− ln t)h(t) = g(

√
te). Then h ∈ M1 and ρE(h) . ρH(g).

On the other hand,

S h(t) ≥
∫ t

t2/e

g(
√

eu)
1− lnu

du
u
& g(t),

since
∫ t

t2/e(1− lnu)−1du/u = ln2. Then by the definition of ρH(E) we get

ρH(E)(g) . ρE(h) . ρH(g).

�
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type spaces into generalized Hölder spaces involving k−modulus of smoothness. Po-
tential Anal. 32 (2010), pp 201-228.

[6] A. Cianchi, Symmetrization and second order Sobolev inequalities. Annali di Matem.
183(2004), pp 45-77.

[7] K. Hansson, Imbedding theorems of Sobolev type in potential theory. Math. Scand.
45 (1979), pp 77-102.



132 G. E. Karadzhov and Q. Mehmood

[8] G. E. Karadzhov and M. Milman, Extrapolation theory:new results and applications.
J. Approx. Theory 133 (2005), pp 38-99.
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